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ABSTRACT

This study is concerned with the multivariable stochastic regula-
tory control of a pilot plant fixed bed reactor which is interfaced to
a minicomputer. The reactor is non-adiabatic with a highily excthermic,
gaseous catalytic reaction, involving several independent species. A
low order state space model for the reactor is developed starting from
the partial differential equations describing the system. A paremeter
estimation method is developed to fit the model to experimental data,
Noise disturbances present in the system are identified using two methods,
and two alternative dynamic-stochastic state space madels are obtained.
Multivariable stochastic feedback control algorithms are derived from
these models and are implemented on the reactor in a series of DOC
control studies. The control algorithms are compared with each other
~and with a single loop controller. The best of the multivariable control
algorithms is used to regulate the exit cbncentrations cf the various

species from the reactor and the results are compared to data.
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NOMENCLATURE

heat transfer area for cata]yst,cmz/g catalyst
collocation weights for ist derivative
collocation trial function coefficents

nxn dynamic state matrix (5-20)

white noise sequence (5-34)

canonical whiﬁe noise sequence (5-43)

Biot number (XHE)

collocation weights for Laplacian

derived collocation weights

backward shift opcrator (5-16)

control matrix (5-20)

concentration of species i,g moles/cc

radial average concentration of species 1, g moles/ce

concentration of species i at radial collocation peint j

specific heat of solid, cal/(a°K)
specific heat of gas,cal/(g°K)

. specific heat term [C, g * Cp pca]gEquation (3-6)
s

o
E J
effactive radial diffusivity (5ased on empty reactor volume),

sz/s

catalyst particlie diameter,cm
coilocation weights, Equaticn (4-45)
reaction activation energy,cal/g mole

subscript-exit conditicns for reactor

o

xpectation operator (5-13)



F matrix for discrete state space model, Equation (4-56)

9
Gm mass flow rate based on area of empty reactor,g /{cm" s)
o] on
G, superficial gas velocity,cw” gas/ (cm“ reactor.s)
G control matrix, Equation (4-56)
h neat transfer coefficient particle to fTuﬁd,ca1/(cmZ°K s)
hw heat transfer coefficient at reactor wa11,ca1/(cm2°K s)
H mxn measurement matrix (5-20)
i subscript-most commonly used for species number
Im mth order unity matrix
K, steady state Kalman gain matrix (6-14)
k discrete time lag
L reactor length, cm
L mxm matrix for canonical non-singular transformation
(Section 5.5.1)

- optimal steady state feedback gain matrix (6-8)
N " Peclet number for radial mass transfer(—m'eﬁ
Pe oD

m,r er

GmdP

Np Peclet number for axial mass transfer {(——)

e pD .

m,z . ez

GCpdp

NP Peclet number for radial peat transfer ( )

e, )

n,r er

Grndn .

Neg Reynolds number for particles Gleﬂ
(n), n order of coliocation approximation
n’ order of state space model,(n’ = o + 1) (4-51)
N(t) residual noise vector (5-6)
N(t) canonical noise vector (£-43)
N(t,1) cne step ahead forecast for canonical noise vector {5-37)
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subscript indicating centre axial conditions
orthogonal polynomial symmetric in r

conditional covariance matrix (6-15)

radial distance in reactor (normalised)

radial collocation point j

radius of reactor bed, cm

net reaction rate for species i,moles i/(g catalyst s)
reaction rate for reaction i,moles i/(g catalyst s)

variance covariance matrix for w(t) (5-13)

——

variance covariance matrix for v(t) (5-12

state variabie (5-21)
homogeneous gas/solid temperature, Equation {3-5), °K
temperature at radial collocation point j °K
temperature along centre axis of reactor °K
temperature of reactor wall,°K
gas temperature, Equation (3-3), °K
solid {catalyst) temperature, Equation (3-4), °K
time: continuous (sec); discrete (minutes)
vector of manipulated variables

G C

o”PGpg
thermal wave velocity ——=—,cn/(s.cm)

G

concentration wave velocity E§~,cm/(s.cm)

white mcasurement noise sequence (5-12)

variance operatcr {5-37)
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collocation quadrature weights

white generating noise sequence {(5-11)

state vector at sample time t

time devivative of state vector (continuous)

state estimate (simultanecus) of X

vector of output variables

axial distance along reactor (normalised)

effective radial thermal conductivity,cal/(cm°K s)

bulk density of catalyst,g/cc

gas density,g/cc

heat of reaction for reaction i,cal/g mole
void'fract’ion,cm3 gas in void§/¢m3 empty reactor.
Laplacian coperator

derived collocation weichts

parameter vector

prefix for deviation variable about steady state or operat-
ing point.example, aC = C - Co(steady state)

dth difference operator

mxm autoregressive matrix of parameters (5-19)
mxm variance-covariance matrix of a(t) (5-27)
autc covariance matrix at lag k (5-28)

auto covarinace of x at iag Q

generalised eigenvalue {5-38)

generalised eigenvalue {5-39)

!

vatio of generalised variancas {5-48)
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2m

Chi-squared distribution with 2m degrees of freedom (5-49)
standard deviation

subscript infinity refers to steady steady value

denotes transpose of matrix or vector, e.g., é‘(t)
denotes vector, e.g., N(t)

denotes estimate, e.qg., 5(@)

denotes derivative with respect to time, e.g., x; densies

canonical variate, e.g., f(t)



CHAPTER 1

OBJECTIVES OF THIS STUDY

There are very few reported practical implementations of modern
multivariable control theory to complex chemical processes. Most studies
appear to be confined to systems sucﬁ as distillation columns, evapora-
tors, boilers, paper machines, etc., which are generally easily modaiied.
Applications to tubular reactors have been largely by-passad due %o
modelling complexities, particulariy because these reactors often resvire
partial differential equations to adequately describe theiv dynuwiics.
Indeed, to this author's knowledge, no experimentel appiications of wuiii-
variable control theory to these reactors have beepn published. Because
of a lack of practicsl application studies, a large gap cxists between
- modern control theory and its use in the complex control problems often
found in industryv. The objective of this study is to narrow this gap.
by deveioping and implementing a muitivariable stochastic control scheme

a pilot plant, non-adiabatic, packed-bed cataiytic ?eacaor. £olow
srdev state space model suitable for on-line control of tho reactor s
devetoped., This model s then fitfed fo experimenial dynemic data
using a parameter estimation method. Stochastic feedback controliers

are derived from the fitted model and implemented on the reactor in &

series of direct digital contrel {DRC) studies using 2 minicemputer,
Thz reaction (hydregensiyeis of hutane over a nickel cabalyst)

ok
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is a complex series-parallel type, involving several species and is
highly exothermic. The equations describing the dynamics of the reactor
are highly non-linear and represent a considerable challenge in develop-
ing a model suitable for control.

In Chapter 2, some of the overall gaps in thé application of
modern control theory to chemical processes are discussed with refer-
ence to leading workers in the field. A review of the present state
of the art in the modelling of fixed bed reactors is g?ven;

In Chapter 3, a mathematical model for the fixed bed reactor
is developed. This forms the basis for the simpler models that are
eventually used for on-line control.

In Chapfer 4, the mathematical model is simplified in two stéges.
First, a high order state space model for simulation studies is developed,
foliowed by a Tow order stata space model, suitable for on-line LOC
studies.

In Chapter 5, we discuss the probiems of fitting this jiow order
state model to dynamic data, obtained from the reactor.

In Chapter 6, multivariable stochastic control algcrithms are
derived from the state wmodel. These algorithms are impiemented on the
reactor in a saries of control studies.

Chapter 7 discusses the significance of this work and possible
extensgions of it.

This siudy is intended to provide the ground work for a series of

future applic

()
,.u

tion studies on the reactor with a view to enccurage the

. .
yvidcation

(9]

T modern contrel theory te industrial regctor contro

problems,



CHAPTER 2

INTRODUCTION AND LITERATURE REVIEW

2.1 Control of Chemical Processes

Many workers in the area of process control readily acknowledge
that there is a wide gap between the theory of process control and its
application to the chemical industry. Some contend that the theoreti-
cians are far qhéad of those who apply the theories and it is simply a
question of catching up.

Recently there have been some strong comments on the state of
modern control theory. Two leading groups of workevrs in the field were
seiected for their especially enlightening remarks and their suggestions
for new directions in modern control theory. »

(1) Foss |

(2) Weekman and Lee.

(1) Foss

Foss (F8) in a critique of chemical process control theory
presents a strong case acainst modern control theory and contends that
it 5t1i1 has some rugged fervain to cover befora it can be ¢f some use
in solving thes complex control problems often found in the chemical
process industry.

Foss begins by emphasising the cuiiplex nean-Tinear interactions

present in a typical reaciion sysien. Cften iU is nol possicic or

L0V



economical to measure all the relevant variables of the system and even
if we could, all measurements would be subject to random and systematic
errors. The crucial step, Foss proposes, is the design of a control con-
figuratioen. From our complex interacting system, we should determine
what inputs should be manipulated, which variables shoUld be measured
and what connection should be made between these two'sets of variables -
~a difficult problem, which has been tackled almost whblly qualitatively
in the past with heavy reliance on previously successful configurations.
Information needed for design of a control system concerns both
static and dynamic characteristics of the system. Some control systems
have been designed using only static information; however, for rational
design, dynamic characteristics are required. The problem occurs in the
quantitative characterisation of chemical process dynamics. This is
often extremely difficult and time consuming. It is also true that for
the purposes.of control, a detailed description of the dynamics is
impractical and unnecessary and only the dominant dynamic characteristics
need be included in process control models. What Foss fails to emphasise
though, is the fact that it is almost impossible, a priori, to decide
what constitutes "dominant dynawmics". Obviously we require the "bare
bones" equations that constitute our simple model, but then we begin
the process of adding teris to our model; terms which we feel describe
or give rise to significant dynamic‘effects. Even for a particu?af
process, there are no'guide]ines as to whether the inclusion of an
extra dynamic effect (if this can be done without overly complicating

the model) will, in fact, si¢nificantiy fmprove the quality of control.
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In other words, the question: "“can we improve the ouality of control by

improving our models?" remains unanswered.

Foss proceeds to discuss briefly the success (or lack of it)
of various control thecries in‘the process contrel industry. In spite
of all the researcih effort put into multiivariable control theory over
the past decade or so, most processes today are still controlled by more
or less isolated single loops and occasionally cascade loops even though
the systems are inherently multivariable.

Single loop methods are nevertheless inadequate for the treat-
ment of dynamically interacting multivariable systems. A’theory of non
interacting contrel (Gould (G1)) was proposed; it attempted to reduce
the multivariable control problem to a set of single loop contrale Here
'inputs are manipulated in such a way as to aifect only one outpul at a
time. This techhique, borrowed from the aerospace literature has seen
limited success. If the system under control is weakly interacting in
nature (as in the control of an aircraft) tnen this technique has some
success. Howevef, most chemical processes are highly intevactive and
it is, in a sense, unnatural to force the control model to be nen-
interactive, simply becauss it is difficult to dasign interactive centrel
schemes. Rather than eliminating interaction, it should bz exploited
to achiave better control.

A method which does exploit interactions is the method of Modal
Control intreduced by Rosenbrock (R1) more than a decade ago. He
proposed that the rate of response of the natural modes (eigenvector-

eicenvslue pairs of the state matrix) could be contrclied by chocsing
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a suitable feedback gain matrix which, in effect, shifted the poles of
the system. In theory, this idea can provide rapid and stable control
but in_practice, the ability to measure only a few of the states results
confounded estimates of modal dynamics causing the control to degener-
ate rapidly. |

The theory of optimal control, although it held many promises,
led to many disappointments when it came to applying the techniques in
industry. Engineers soon realised that the word "optimal" carvied no
global significance, and a parformance index that is optimal for cne
process may be totally without merit for another. Hence, the choice of
an “Objective Function" to be optimised is of the utmost importance in
the design of a céntro]1er. The widely used gquadratic performence
criterion was chosen primarily because it simplified the mathematics
of the optimal control problem.

A more serious problem of this theory is that it assumes one
has perfect knowiedge of both the process model and its parameters,
and that there is no "noise" in the system. This fact was sufficient
to explain why so many computer control simulations work well, while
the same control when implemented on the actuail process has limited
success.

There have been attempts to inciude neise in mathematical models
and to taks account of measurement errovre and lack of measurement of
all states through the use of Luanberger Observers and Kalman-Bucy cstate

estimators and this will be discussed later.

in
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Foss concludes by stating quite clearly that chemical engineers

have been working on the wrong problems and only a dent has been made

into the significant fundamental problems of chemical process control.

Foss enumerates some central problems to be solved:

(1)

Theory for determination of a control system structure:
what and how many variables should be measured, with how
much accuracy; what inputs should be manipulated; how
should the inputs be connected to the outputs?

A practical way of formulating Tow order models of large
multivariable systeiis.

Parameter estimation in control modeis.

Development of adaptive strategies to account for changing
process variables.

More meaningful formulation of control dbjective functions.
The study of more complex chemical systems and a break away
from the past trend to confine studies to “text book" cases

borrowed from the aerospace industry.

A few other areas of endeavour may be pinpointed:

(7)

(8)

Studies concerning the ralation between complexity of a
model and the quality of control that is derived from

these modeals.

Problems associated with applying present day multivariable
control theory (which app1jes mainly to systems described
by sets of ordinary differential equations) to systems

described by partisl differential equations.



This last point, the author Be]ieves, was & great shortcoming
when state space control theory was "borrowed" by chemical engineers
from the aerospace industries, and then applied to chemical processes,
which are often only adequately (eVen for the purposes of control)

described by partial differential equétions.

(2) Weekman and Lee

Weekman and Lee (L1), in.é recent publication, present scme boid
statements concerning advanced control practice in the chemical process
industry.

Firstly their topic is refreshing, in that their emphasis is on
the control of reactors and this represents a break away from the empha-
sis on the control of distillation, evaporation, or adsorption columns
so prevalent in the literature, Fisher {F9), Shinsky (S2).

Weekman (L1) agrees readily with the views expressed by Kesten-
baum et al. (K1) and Foss (F8) on the shortcomings of advanced control
theory; however, he goes a Tot further by giving some economic perspec-
tive to the type of problems beihg solved by academics versus the actual
proolemns that confront the practitioners in the petroctiemical industries,

Wockman supports his arguments using an example of 3 cataiytic
cracking plant which includes a coupled raacter-regenerator system. The
conventional control of this system had been arvived at by distilled
experience of many years of operation. After a theoretical study by
Kurihare (K2) using simple processes models, i1 was demonstrated that

the reactor could he well controlled by contraliing the receneraior.



This novel scheme was later implemented and patented by Mobil Research.

Weekman points to the lack of good process models. He maintains

though, that a complete and perfect model is not only impossible but

not even necessary. He advocates the "Principle of Optimum Sloppiness”
suggested by Prater: "Obtain a reasonably good model that accounts for
major process variable effects and dominant dynamics". He does, however,
strongly believe that the current state of the art in model building for
the process industry has room fer considerable improvement [Weekman {W1)3J.
Simplified models of complex processes are frequently inadequate ahd

lead to erroneous process control design. This comment appears to add-
ress itself to one of the questions posed by the author while discussing
Foss's (F8) critique above. Naﬁe]y, doss an tirproved precess model Tesd
fo better control?

Weekman presents some rather disturbing revelations (at Teast for
the petroleum industry) concerning the ecenomic incentives te process
controi which he divides into three categories:

(1) Major benefits result from moving the steady state operation

to a better operating point.

~~
o
p s

Additional benefits (but significantly less than (
result from improving the tightness of regulatory control
about & set point.

(3) Minor benefits obtained by controllers which concentrate
on fast response te set point changes with minimum excurs-

ion frem some change-~over profile.
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Although Weekman does not uée the term specifically, he implies
that the petroleum industry has much more use for servo controliers
than regulators. He continues to emphasise the need for better process
models and this is understandable since during serve operation (start-up,
shut-down or simply changing to new operating conditiohs) the process
is operating over a wide range of conditions. This implies that any
model which purports to describe the process must be valid over this
same wide range.

Many complex processes are non-linear and for the application of

oy

U

a1l

most of modern control theory, models are usually Tinearised abo
single operating point. Thus, their validity is restricted to within
some area around this operating point. Any servo control schene would
therefore have to use the non-linear model for contrel design - a formid-
able theoretical problem for single variable control problems, let at
a multivariable servo control scheme. It is no wonder that most (if
not all) start-ups and shut-downs are conducted manually in the process
industry. The demands on a process model to cover such a wide range
of operating conditions are for the moment very difficult to meet,
nevertheless, this does point to the directions of greatest challenga.

Some of Weekiman's remarks are, however, confined to the analysis
of problems typical ofthe oil industry where specifications on product
compositions may not be as critical as in other industries.

In the po?ymér and paper making industries, there are well
cocumented examples (Astrtm (A2))where improved quality of regu]atah;‘

control? has had 2 considerable effect on vrofitability. In these


http:schcr.1e

11

processes, regulatory control is of primary importence. Other examples
include any situation where operation close to a economic or safety
constraint is reguired. |

Weekman presents an interesting discussion on some difficulties

of implementing a control scheme:

(1) The control scheme although designed for én isolated unit
should take into account the rest of the b1ant as well.

(2) The control schene should take into account the actions of
a human onerator and safety consideraticns, since it is
unlikely that a control scheme will be completely autcmated.

(3) The control should have the ability to be gradually inte-
grated inte the existing scheme and allow a smooth change
from automatic to manual operation.

Weekman points to some new directions:

(1) Closer co-operatiecn between the control theoreticians and
process operators.

(2) Integration of the process design and process contrel con- .
figurations: Many control problems would be eliminated if
proper design was carried out.

(3) A high priority for new techniques to aid mcdelling for
the controi of chemical processes.

(4) A systematic approach to difiiculties encountered in im-
plementation of advanced control to replace an existing

coirtrol scheme.

-



12

2.2 Modelling of Fixed Led Reacto

The chemical reactor, in particuiar, the fixed bed chemical
reactor, represents one of the more conplicated processes to model
in chemical engineering. Of course, uppermost in one's mind when
deriving a model for a reactor (or any other process for that matter)
must be the purpose for which the model 15 to be used. Here, the purpose
is to develop a model satisfactory for use in on 1iné regulatory
control of the reactor. This necessitates large simplifications to the
curvent reacter models that are proposed in the literature. NMost of the
lTiterature on reactor modelling is based on the assumption that the
wdel is to bz used for simulation or design (most of these models are
usually steady state also). As a result, the models tend to be somevhat
complex and in general, unsuitable for control. HMevertheless by exam-
ining the formulation of these éomp]ex modals, one gains some insight
into the important effects occurring in reactors and one is led to ideas

for simplifying the models for the purposes of control.

2.2.1 Steady State lodels

Beek (B1) provides excellent insight into the factors surround-
ing a complex model of @ packed bed reacter. He begins by laying cut

his assumptions which may be surmarised a

(¥4}

(1) Properties of the packed bed are homogeneous and vary smoothly

over the bed.
(2) Under conditions in commercial practice, axial diffusion

terms in hoat and mass trarsfer are negligible in comparisen

to bulk flow terms.
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(3) Heat transfer at the wall may be lumped to express conditions

at the wall as

- T) atr=1

(4) Eddy diffusion is dominant as long as the Reynolds number |

is not too low.

Beek discusses some of the difficulties associated with estima-
tion of transport properties in packed bed reactors. The essence of
his observations may be summarised as:

(1) The velocity profile in the radial direction is‘essentially

flat except for a region close to the wall, where the pro-

file can show a maximum.

ve]ocity? ,x//r_~“*m~\\\fi

¥

(2) The Peclet number for radial mass diffusion, NPe is
fairly constant at a value of 10, especialiy 1’0)"m’l
Reynolds numbers greater than 80. 7

(3) The effective thermal conductivity (Aer) is particularly
difficult to estimate due to several measurement difficul-
ties. The benaviour of the rcactor is very sensitive to
this parameter. MMost correlations do not take into account
a reaction system and apply only for reasonably large
Reynolds numbers (> 40). |

(4) The rate of heat transfer at the wall as characterised by
the Biot numbor Di. is verv divlicult to estimate. Currele-

tions are hampered by the necessity of obtaining measurements
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which rely on extrapo]étion of temperature profiles to
the wall.

Finally, Beek discusses by meens of an example, the numerical
solution of his two-dimensional partial differential equations. It
should be emphasised that Beek's treatment applies to a steady state
analysis only.

Froment (F1) presents a comprehensive analysfs and review of
the field of fixed bed catalytic reactors. He classifies the}current
models in the literature into two basic types:

(a) Pseudo homogeneous medels

(b) Heterogeneous models
where, in the heterogeneous models, the conditions of the solid are
distinguished (and accounted for separately) from conditions in the
fluid.. Hithin each category, Froment considers steady state models of
increasing complexity from a basic one-dimensional model, to a complex
two-dimensional model which includes radial effects.

Froment (F2) addresses himself to the problems associated with
the estimation of transport properties in fixed bed catalytic reactors.
He notes that in spite of the complexity of the system, certain simplify-
ing statements can be made for practical applications, namely: (1)
the effective radial diffusivity <Der) is relatively fixed by the
observed fact that the radial mass Peclet number (NPe | ) for all
practical purposes lies between 8 and 11. (2) in indﬁgzria1
applications; the axial heat conduction may be neglected
comnared to overall flow. Using’an exampie of hvdrocarbon oxidaticn,

Froment looks at parametric sensitivity and concludes that profiles
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in the reactor are insensitive to the mass transfer parameters but
extremely sensitive to the heat transfer parameters; so sensitive, in
fact, that the degree of precision in measurements required for current
correlations is seldom achieved, and thus any predictions based on these
correlations may have iarge errors. '

In a more recent article, Froment (F3) reviews current findings
in the literature and provides comments on a series of still unanswered
questions in the modelling of reactors:

(1) If axial dispersion of heat and mass transfer were to
significantily influence reactor profites, extrame variations
of temperature and concentration would have t¢ occur over
a few centimeters within a catalyst bed - a situation ur-
likely to occur in industrial situations.

(2) Becédse of high velocities encountered in industriai
situations, differencesbetween soiid and gas temperatuvres
have been feund to be small < 5°C. He does however, cowment
thaf no studies are available for transient conditions and

the effect may be more important here.

~
(&8]

) The existence of non-isothermal catalyst particies is un-
Tikely.
(4) The possibility of multiple steady states have been excluded
from a number of industrial reactors.
Hlavacek (H1) provides ah excellent extension of Beek's (B1)
work and points out some of the persisting problems associated with
paraneter estimatas: especially for the heat transfer pavametars. In

particular, he comments that heat (and mass) transfer characteristics
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are always obtained in the absence of chemical reaction and therefore
correlations in the literature have limited validity when applied to
reaction systems. Scatter in the prediction of heat transfer coe-
fficients is still very high.

Hiavacek also considers some probiems associated with the
numerical integration of the reactor equations. He includes a discussion
on non-linear least square estimation of kinetic and transport parameters
where he talks about problems of parametric sensitivity and problems
associated with temperature and concentration measurements.

A comprehensive work on the'subject of parametric sensitivity
in fixed bed reactors is presented by Cavberry (C1). He studied the

steady state behaviour of naphﬁha]ene oxidation and demonstreates the
effect on predicted profiles of varying certain parameters in tha reactor
model. His main findings were that:

(1) The assumption of iso-thermal catalyst peliets is reasoratle.

(2) Both radial and axial temperature profiles are sensitive

to radial Peclet number for heat transfer (Npeh ) when it
is varied within expected limits. T
(3) Conversely, conversion and yield ¢f product predictad by
the model ic insensitive to values of radial mass Pecist
number (M, J.
m,r
(4) Botn conversion and temperature profiles are drastically
attered by relatively small variations in wall heat
transfer ceefficient and coolant temperature. This fact
will cause considerabie difficuity when trying to match

mode] predictions to actual data.
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Indeed, Carbervy cautions against too nuch confidence in simula-
tion studies due to problems of pavameter estimation and sepnsitivity.

Butt and Weekman (B2) present a review of procedures for testing
the relative effects of various transport phenomena occurring in hetero-
geneous packed bed systems. They divide these criteria into three groups,
namely: ~Intrapartic1e effects, Interphase effects and Intrareactor
effects.

Most (if not all) the criteria appear to apply to steady state
effects and are Timited to single reactior systems of a specific order.
Also certain criteria require the est1mat10ﬂ of parameters which them-
selves are hard to come by, thus causing them to be of limited useful-

ness.

2.2.2 Dynamic Models

A1l the above literature is concernec with steady state analysis
and inodelling of chemical reactors. There are a limited number of
studies concerned with transient effects in packed tubular reactors.

A1l the transient studies seen by the author neglect radial gradients.
Inclusion of both axial and radial gradients for temperature and composi-
tion in a transient system would give rise to a set of three-dimensicnal
partiel differential equations which presents a very difficult computa-
ticnal problem.

In an interesting paper, Sinai and Foss (S1) consider an adia-
batic packed bed veactor in which a non catalysaed reaction occurs in

Ly, < I E '1- ;
the Tiguid phase of a solid Tiquid system. In their system, the
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thermal and concentration wave velocities are of the same order of
magnitude.

They vary the concentration and temperature inputs in a sin-
usoidal manner in such a way as to produce interference patterns
between the concentration and thermal waves, produciné constructive
and destructive wave patterns which significantly influence the prafiles
within the reactors. This phenomena is probably limited to liguid-
selid systems where the concentration and temperature wave velocities
are of the same order of magnitude. In their paper the ratio
of concentration to temperature wave velocity 1is about 0.5.

These phenomena are not expected to occur in reactors considered
in the present wdrk, where the wave velocity ratio is of the order of
1000.

Crider and Fess (C2) attempt to isolate the important factors
affecting the dynamics of packed bed reactors. They conclude that the
phenomena most important in transient studies are

(1) Thermal capacity of the packing which slows down the temp~

erature wave.

—
(g™
—

Resistance to heat flow between solid and fiuid.

P
[o8
~

Coupling of temneorature and concentration effects due %o
reaction.

Unfortunately, ail aspects of their results cannot be generalized to
other systems in thaf they specifically studied @ non catalytic licuid-

clid system with small! radial gradients, which they neglect in their

¥y

~
™
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Crider and Foss (C3) use this same reactor under adiabatic con-
ditions, where, by 1ignoring radial gradiehts and axial and radial diff-
usion, they obtain an.analytica1 solution for a single first order
reaction system.

Fergusbn and Finiayson (F10) make an attempt to aﬁa]yse the
validity of the quasi steady state assumpticn often used in modelling
dynamics of fixed bed reactors. By a judicious survey of models in the
literature, they arrive at a set of criteria which they recommend to
be used to test the validity of the quasi-steady state approximation.
[The quasi~static approximation used for a gas-snlid reactor systei,
may be described as follows: The response of the concentration profiies
to say, a step input in fiow, is very rapid. The temperature proiiies

.respond much more slowly and their dynamics persist long after the
rapid concentration dynamics have ended. The essential dynamics of the
system thus appear to be govertied by a sltowly changing temperature pro-
file coupled with concentration profiles which are always at steady state
with these temperature profiles. Thus the concentration dynamics are
ignored in comparison with the move enduring temperature dynamics]. An
important criterion for fixed bed reactors, is the ratic of the heat to
the mass vave velocitics. Hansen (H2, H3) uses this ratio-as a basis
for neglecting the mass accumulation term.

They guote examples in the literature wnich show that the extra
computaticnai effort involved in solving the full dynamic equations
{cuasi-steady state neot assumed) is anywhere between 60 to 100 times

areater, This is due mainly to the fact that when the ratio of wavs
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veiocities are very aifferent from unity (® 1400, in this study), the
resulting differential equations are very stiff, thus requiring small

time steps when being integrated.

2.2.3 Orthegonal Collocation in Chemical Reactor Théory

Since some of the original papers on orthogonal collocation
applications to boundary value problems were published [Villadsen {V1)1,
there has been a tremendous interest in the application of collocation
methods to the modelling of chemical reactors. One of the drawbacks of
the complex reactor models being formulated today is the often intract-
able computational problems that result. The ability of collocaticon
methods to provide workable approximate solutions to complex partial
differential equations is sesn as & great advantage by many workers.

Finlayson (F4) uses collccation to solve a set of partial
differential equations (PDE's) describing radial temperatuve and con-
centration gradients in a .reactor. He also shows how coliocation may
be used to express the PDE's as an approximate Tumped set of ordinary
differential equations. He shows how the equivalent Tumped medei is
quite adecuate for small Biot numbers (< 3.5). Larger Biot numbers
imply that most .of the resistance to heat transfer is in the bed itself
{as opposed to being Tumped at the wall) and a distributed model is
requireé‘to adequately describe radial variations. This in turn,
implies that higher order ccllocation approximations are required.

Finleyson (F5) presents a comprehansive summary of the applica-

tion of csilocation to chemical reaction engineeving. This exceilent
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work first presents a summary of the general features of the method of
collocation and then applies these techniques to a sulphur dioxide
oxidation reactor and an ammonia reactor with counter-current cooling.
Included in this paper is a detailed analysis of the importance of
various transport phenomena effects in the modeiling of packed bed
reactors. The following is a summary of his analysis:

(1) The importance of Radial Dispersion of heat can be evaluated
in terms of the Biot number for heat transfer at the wall.
For large Biot number dispersion effects are marked (unisss
heat of reaction is very smali).

(2) Axial Dispersion of heat is usually of relatively minor
importance for fast flow reactors with small catalyst
particles.

Finlayson uses Young and Finlayson's criterion (Y1} to determine whether
axial dispersion of heat may be neglected. Mears (M1) criticises this
criterion, pointing out that its derivation does not take into account
radial temperatdre gradients.

(3) Finlayson quotes Mears' criteria (see Butt (B2}) for decid-
ing whether the assumption of equal solid and fluid tempera-
tures is reasonable, He criticises the criterion because it
is based on reactor inlet conditions and instead suggests
using an effectiveness factor obtained by solving the full
set of reactor equations. The effectiveness factor, n, is

defined as



where R is the rate of reaction. n should be between 0.2 < n < 1.1
to justify neglecting any temperature differences beiween solid and
fluid. In practice, it would only be practical! to compute » for
simple systems.

(4) internal resistance in catalyst peliet: If rate of diffus-
ion is slow, significant concentration gradients can exist
in the catalyst particle.

Ferguson (F6) uses collocation to reduce the computational
burden for solving the transient equations that account for the diffus-
ion of mass and energy within catalyst particles.

In his book, Finlayson (F7) devotes an entire chapter to the
application of collocation to chemical reactors. Hansen (H2) uses
collocation te integrate the transient equations of a packed bed gas-
solid catalytic reactor. He considers a singla veaction, no radial
gradients and makes the quasi-steady state approximation only after
the first 3 seconds. This allows him to integrate the initial concentra-
tion dynamics for the first 3 seconds using the full équations, after
which time the slower temperature dynamics are integrated, using quasi-
steady state equations.

A summary of the basic theory of orthogonal collocation is given

in Appendix 2.
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2.3 Process Reactor Controi Studies

Control of present day reactors in the process industry appears
to be still somewhat of an art [Lee (L1)], except perhaps for control
studies on simple CSTR or batch reactors [Marroquin (M3)]. Multivariable
control of plug flow reactors, however, appears to be contined to the
Titerature as an academic excercise, [Dyring (D1), Seinfeld (S3), Chang
(C4)] and the literature is extremely sparse when it comes to appiica-
tion of contrcl techniques to actua1'processes or pilot plant reactors.
An interesting paper, far ahead of its time [Tinkler (T1)(1965)] reco-
gnised this gap when it attempted to use frequency domain techniques
to develop a feed-forward control algorithm for an actuai fixed hed
chemical reactor.

Multivariable control studies in the chemical engineering 1it-
erature have concentrated almost entireiy on distiiiation columns,
adsorbers and evaporators (F9, S2). The lack of control studies on
the fixed bed reactor appears to be directly attributable to moaelling
complexities. The processes described above (distillation, etc.) are
often quite adequately described by sets of ordinary differential equa-

tions and hence are amenable to relatively direct application of state

D

space control theory. Many fixed bed reactors, in particufar, the
catalytic Tixed bed reactor ccnsidered irn this study, require a set of
partial differential equations (PDE's) toc fully describe their complex
dynamics. The first problem then consists of representing this set of
PDE's by a set of ovrdinary differential equations {often linearised)

se that the multivariable state space control and estimation theary
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may be applied. This is not a trivfal task.

A first attempt at this problem was made by Foss and his
associates [Michelsen, et al. (M2)]. Foss considered an example of a
fixed bed adiabatic reactor in whfch an exothermic non-catalytic reac-
tion occurs in a liquid phase. He considered a single, first order
reacticn and neglected radial gradients in temperature and concentration,
as well as axial diffusion, and intra particle resistances. He aiso
found it necessary to account for d{fferences between temperatures in
the liquid phase and solid phase to adequately describe the dynamics
(c2).

The system of hyperbolic PDE's describing Foss's system is con-
veniently transformed to characteristic time and the methcd of Qvtho-
gonal Collocation [F4, F5, F6, F7, V1] is effectively used to approxi-
mate the PDE's by a small set of ordinary differential equations.

Fossg system included an extra dynamic equation for the particle
temperature. By using a single characteristic (the other characteristic
direction coinciding with one of the original co-ordinate axes), he
was able to rewrite all his eguations in terms of characteristic time
T and true distance z. Derivatives with respect to characteristic
time appeared only in the single eguation describing particle tempera-
ture. This, in eftect, eliminated the explicit time dependence of the
remaining equations and since the size of state space model is a function
cnly of the number of equations with explicit time derivates, the model
size was considerably reduced. Problems may occur when the state space

eguatisn:s ave writton in teyms of characteristic time « (a function of



z too) instead of real tiﬁﬂ, t, wheh real time measuremnents are matched
to a characteristic time model., With a single characteristic, one can
circumvent this problem but it remains an inconvenience. In genéra]
though, for hyperbolic systems, che has two characteristics and then
there is no simple procedure for matching either the boundary conditions
or the measurements (in z and t) to characteristic time and distance in
the model. Also, since characteristic distance, say x, is a function

of time as well, it is unbounded and'the question of using the orthe-
gonal collocation formulae (which are based on normalised, hence

bounded variables) is in doubt. In the Section 4.4, it is seen thati

by the "elimination" of the radial derivative terms among the partial
derivatives, we obtain an equivalent set of hyperbolic =ouations with
two characteristics and we are thus unable to take advantage of Foss's
method (M2). The availability of the analytical solution for the
transfer function of his system ailows Foss to test out the accuracy
of the approximation by examining the ability of the approximate system
to correctly predict the position’of the dominant zeroes of the system
(those close to, and in, the positive half plane of the frequency dom-
ainj. He uses six collocation poinis to obtain e satisfactory repres-
entaticn of his reactor profiles, but comrents that thouzh, in theory,
an increase in the number of collocation points will increase accuvacy,
the resulting equations are prone to numerical ill-conditioning. He
shows how the accuracy of the collocatinn approximation depznds on the
specific dynamics of the particular process. In Foss'sreactor for

example, if ine parameter associated with heat transfer between Tiquid
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and solid is increcased, a large increase occcurs in the numbers of colloca-
tion points necessary for an adequate approximation of the reactor
dynamics. In this paper then, Foss develops an effective method for
representing fixed bed reactor dynamics in a state space form (that is,
in a set of Iinearised ordinary differential cquations). |
In a following paper, Foss and his associates [Vakil et al.

(v2)] use this state space model to investigate the design of a feed
Torward control scheme for {heir fixed bed reactoy. The control design
is carried out through simulation of the reactor and various configura-
tions are evaluated numerically. Due to the problens asscciated with
concentration measurements, the system was assumed to have temperature
measurements only, and concentration mzasurements are inferred from
these through a model. The reactor simulation system is subjected te
random feed disturbsnces in temderature and concentration and random
measurement error was added. The manipulatea varizbles consist éf a
concentration or temperature "injection" (using a secondary feed of
different temperature) at some point o along the length of the reactor,

F(T,)
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From the simulations, Foss conc?udes that temperature injection is the
preferred manipulated variable and he compares this with the variance
of the controlled var{able using concentration injection as a mani-
pulated variable. 1t is not clear why he does not consider the

o

simultancous manipulaticn of concaentration and temperature for the
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control of this multivariable system. For this study, the temperature
measurements are restricted to the first s&ction of the reactor (below
injection point) and the objective is to maintain the reactor operating
as close to steady state as possible. Foss makes use of a Kalman
filter (to be discussed later) to estimate the states of his system.
Under his measurement configurations he fpund that state estimation
became a severe problem and the level of hﬁ; noise input {(which is
gencrated) had to be lowered considerabliy, before the state estimation
routine could produce méanﬁngful results. iHe concludes that measure-
ments along the full length of the reacter are necessary.

An all teo common finding in tnis [paper, 1s that, when the
sophisticated nultivariable stochastic contro11er was ccmpare& to a first-
order transfer function form-of controller, the performance index of the
simple controller was only 1% higher than that of. the optimal: stochastic:
controller.

Foss points to possible extensiong of this work and they include
investigation of:

(1) Gas solid systems where fluid residence time is small

compared to thermal wave transit time.
) Complex reaction systems.
) Catalytic reactions.
(4) Non-adiabatic reactors.
) Use of wall heat flux and reactant flow rate as manipulated
variables.
The present study ctteompis to investigzte all of the above

problems.



CHAPTER 3

A MATHEMATICAL MODEL FGR THE FIXED BED REACTCR

3.1 Introduction

We require a process centrol model of the reactor, suitable for
on-iine process control studies (see Sections 2.1 and 2.2). In Chepter
3, the mass and energy equations for the reactor are develeped. This
leads to a set of four coupled partial differential equations in three

dimensions. These equations are far too complex to be used as a pro-

3

=

cess control model, but nevertheless form th

(0]

tarting point

er 2
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series of simplifications (see Chapter 4) which reduces the souations

to a Tovin suitable for process control.

3.2 Process Description

The reaction considered here is the hydrogencivsis of butane.
The reaction is carried out over a nickel on silica gel catalyst in a
fixed bed, non-adiabatic tubular reactor. Tha process flow sheets are
presented in Figures i and 2. The reactor consists of & single 2.045 cm
radius tube, 28 cm tong, packed with finely divided {average dianeter
of particle is 0.1 cm) catalyst particles. The flow rates of tha two
feed streams, hydrogen end butane, are controiled using a miniceomputar.
These fead stréam Tlows are to be manipulated according to an algo-

rithm, 50 as to maintain control of the exit concentrations. In the

apsence of control, these concentrations would deviate from tarcet due



to internal or exiernal disturbances (e.g., catalyst activity fluctua-
tions or wall temperature fluctuations) of a stochastic or determin-
istic nature. The inlet gases are preheated to wall temperature by
passing through a tube filled with silica gel particles, heated by an
electrical resistance heater. The wali femperature of the reactor tube
is contrelled by flowing counter-currently, heat transfer oil (Sun 0il,
No. 21) through the annutus of a cooling jacket. This heat transfer oil
is continuously circulated by a Sihi (Model ZLLE 4017/155Q) centrifugal
pump equipped with high temperature gland and gasket materiais. Heating
of the o1l is provided by up to 5 electrical resistance heaters with
an overall rating of about 5.8 k¥W. The reactor wall temperature is
equal to the oil femperature and for all practical purposes, indepen-
dent of length along the reactor. 011 temperature is controllad by
heat exchange with air at 100 psig. 011 flows througﬁ the tube side of
an American Standard (Model 200-8) singie pass, heat exchanger. The
control algorithm for air flow is a simple on-off type, and air flow
to the shell side is computer controlied by é solenoid valve (ASCO
Model 8210 D2).

Nine thermocouples (chromal-alumel) are positionad inside
the reactor at equispaced noints aleng the central axis. Several off-
centre tharmocounlas are nrovided as well,

Two further thermoccuples (chromel-alumel) are provided:
ne located in the gés preheaat reactor entrance region and the other in
the exit gas stream.

Temperatures ot all othar relevant process variables are monitored
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as indicated (See Figures 1 and 2).

Exit concentration measurements are ckbiained using an on-line
proéess gas chromatograph (Beckman, Model 6700). Pressure in the
reactor is usually set between 1 to 2 atmospheres and pressure drop
experienced by the gases flowing through the reactor is less than 0.2
atmospheres.

A11 data coliection and process control is accomplished using
a Data General 32 K Nova 2/10 minicomputer to which the reactor process
has been interfaced. A Control Software Package [Tremblay (T5)] handles
atl the data logging and control impliemertation for the system. A con-
trol configuration layout is presented in Figure 3.

For details of the reactor design, controi software package
and process computer interfacing, the reader is referred to [Trembiay
(T4)]. He designed and built the piict plant reacter and interfaced
it to the minicomputer, thus opening the possibilities of several
future combined experimental and theoretical studies of which this

work in conjunction with Tremblay's is the Tirst.
Y

3.2.1 Process Control Co

s

nfiguratich

The necessity of setting up a sersible control configuration
was elaborated on by Foss (F8) as discussed in Section 2.1. Every
control configuration 1s specific to one's application and a good
starting point is to compile a Tist of ail possibie manipulated or

control variabies and a Tist of possibie response or measured variabies:
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Possible Manipulated Variables

(1) Hydrogen flow.
(2) Butane flow.
(3) 0i1 coolant or wall temperature.

{4) Iniet gas temperature.

Possible Measured Variables

(1) Temperature measurements along the central axis of the
reactor.

(2) Exit concentrations of the various species.

The Objective Function

In the present study, a realistic objective is to maintain
the selectivity of a product, Say, propane (defined here as the
change in the number of moles of the product, relative to the amount
of the key reactant (butane) used up), or conversions of several of
the products at Some prespecified level. This level is chosen arbi-
trarily here, but would be based on economic considerations in an
indgustrial situation.

In this study, the manipulated variahles were selected as the
butane flow and hydrogen flow. These have an advantage over the other
variables in that the system responds extremely rapidiy to any changes
in these flows, due to the rapid concentration wave velocity. Flow
control is also easy to implerent and not costly. Wall temperature

is often used in industry as a control variebie. However, in the
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present study, use of this variable for control is complicated by

the fact that it has non-Tinear dynamics of its own, due to the
‘configuration of the cooling system (the oil can be cooled rapidly
but heating can take several minutes). The cooling does have a large
effect on the reaction and at present, the wall temperature is being
used as a safety variable for rapid quenching of the reaction 1in case
of temperature runaway. The inlet gas temperature control would in-

volve extra equipment and it has not been pursued.

Temperature measurements are more easily obtaired from our
process than concentration measurements and in general, this is always
true. Nevertheless, a realistic objective function is expressed in
terms of concentrations. Ideally then, we would prefer to measure
temperatures and control concentrations. We reauire, however, a mode!
which relates temperature to concentration and this is developed in
Section 4.10.1.

Concentration measurements can be obtained using the process
gas chromatograph (see Section 3.2). The chromatographic analvsis usad
in this study required 361.3 seconds to produce concentration measure~
ments of all 5 species. A fairily crude mechanical muitiplexer {(see
Section 5.1) allcwed new temperature readings te be obtained every 12
seconds {an electronic multinlexer would allow almost instantanecus
temperature readings).

This study w%ll rely primarily on temperature measurements and
will use concontration measuraments to check and correct for any

e
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3.3 Reaction Kinetics

The butane hydrogerolysis reacticn has besen studied previously

by Orlikas [01, 02] and Shaw [S4, S5]. It is a highly excthermic series-

i

paraliel reaction that is catalysed by nickel.
A representation of the overall reaction mechanism is presented
in Figure A1. The mechanism is based on the assumptions that:
(1) Butane and propane are adsorbed on the catalyst surface
before a reaction takes place.

(2) The reaction products from these reactions may react further

(3) Because of the low probability of breaking, two or three
carbon bonds simultaneously, reactions converting butane or
propane directly to methane are assumed not to occur,

The hydrogenolysis reactions may then be represented by the

foliowing four (three independent) reactions:

(1) Calyq + Hy =+ CoHg + CHy

(2) C4Hyq + Hy > 20,H, -
(3) CgHg + H, = CHo + CH, 3-1,
(4) CH. +H, - 2CH,

.

The reaction rate mndels asscciated with these veactions are given in

(gl

Appendix 1.



3.4 Reactor Model Equations

An extensive analysis of the problems associated with the modelling
of fixed bed reactors has been presented in Section 2.2. A discussion of
the varicus assumptions surrounding the reactor model developed here will
be presented. The reader is referred to the references enumerated and
discussed in Section 2.2 to supplement this section.

In the present study, we are dealing with a non-adiabatic, fixed
bed cataiytic reactor. The reaction ié the nickel catalysed hydregenolysis
of butane. Mass balances for the three independent species (see Section
3.3) as well as a single energy balance are reguired. Certain assumptions
which are necessary for the development of a process control rezctor model

are discussed under several headings.

Catalyst Particle

In this reactor we have the rapid flow of gases over soiid, porous,
catalyst particles. The catalyst is prepared on silica gel porous part-
icles [Tremblay (T2)]. The reaction is highiy exothermic and occurs on
and within the small, (average diameter 0.1 cm) approximately spherical
catalyst particles. This reaction scheme has been studied by Crlikas {(071)

and Shaw (S4). They determined that there are no interparticle or intra-

particle mass transfer Timitations.

They also concluded that the effect of pore diffusicn on intra-

narticle concentration profiles is minor and hence, that concentration

within the catalyst particle is unifovm [Levenspiel, (L2)].

Inder most conditions encounteved irdustrially, czia




remain nearly isothermal [F1, F3, C1] even for excthermic reactions. This

is especially true for the small (C.1 cm diam) catalyst particles cen-
sidered here. Shaw, in his thesis (S4) provided evidence that this assump-
tien is valid.

The presence of uniform concentration and temperature profiles

within the catalysti make the probability of nultiple steady states within

the particle small. Industrially, this is often the case (F1, F3) and

& unique steady state will be assumed here. |

In situations where it is not possible to assume uniform catalyst
particlie profiles, the resulting complications to the model would make it
unusable for control; another approach to the problem would have to be

sought. We assume that the packed bed may bz treated as a continuum in

so far as changes occur continuously and smoothly throughout the bed.
The ratio of bad diameter to catalyst diemcter is about 200 and under these

conditions {Hlavacek (H1)) this assumption is valid.

Gas Phase
(1) The reactor operates at low pressure and we assume the gases

obev the ideal gas Taw.

(2) There is a minor pressure drop across the reactor (Section
3.2) and because the reaction is equimolar, we assume
(provided temperature rise is not too excessive) that the
gas_fiow may be represented as a movement of a plug down

the reactor with constant average velocily, independent of

la d

radial position [{(P1), seec also Beek (B1)].

(3) Axial diffusion of mass and temperature has been neglected
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in comparison with bu1krf10w or convective terms [B1, 54,
01, F3]. Shaw (S4) presents an analysis which shows that
mass diffusion can certainly be neglected. There is recent
evidence [M1, F3] that‘some error may result if temperature
diffusion terms are neglected. No evidence is presented to
suggest that tnis term would significaht]y alter the major
dynamic effects within the reactor. Furthermore, by exam-
ining the criteria [MI1, ?3, see also Section 2.2.3] the

effect of axial dispersicn is minimal for fast flowing

gases over small catalyst particies. The reactor here
operateé under these conditions and we neglect both heat
and mass diffusion terms. From a control pcint of view,
this assumption is mandatory since inciusion of these terms,
apart from making the eguations computationally unfeasible
vwould force us to deal with

(a) multiple steady states in gas phase,

(b) solution of a two point boundary value problem,

both of which clearly could not be considered for a control
model.

For fast Tlowing gas-solid systems such as the one considered

here, the difference between gas and solid catalyst tempera-

tlres may be considered regiigible. Industrial experience

appears to support this [F3, G1] and criteria. in the lit-
erature for testing the validity of this assumption are not

reliatte (see Section 2.2.3). Hepce, it anpears at this stage,
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to be safer to rely on reports and experience gathered from
industrial situations [F3, G1]. Shaw (S4) presents an
analysis to show that there is ample driving force to remove
the heat generated by reaction and that essentialiy no temp-
erature difference existed between catalyst pellet and gas
at steady state.
From a control point of view, there is a further problem of
‘measurement. Althouch theoretically, it is possible to measure
separately the gas and solid temperature, in practice it is difficult.
In cases where catalyst particles are sufficiently large, some werkares
have tried embedding the thermocouple inside the particle. To meastra
gas temperature only, the thermocouple may be surrounded by a.meshed
cage. These practices can seriotisly disrupt flow patterns and are not
common industrial practice. There “s also the question of measurement
errof. The difference between gas and solid temperature (< 5°K) is of

the order of error associated with the thevmocouple (see Section 5.71.1).

Heat Radiation Between Solid and Gas

Heat transfer by radiation frem the solid catalyst to the gas
can have a significant effect on the temperature dynamics in the reactor,
especially at the high temperatures attainable by highly exothermic
catalysaed reactions. According to Hlavacek (H1), heat transfer by
radiation need only be considered for operating temperature in excess
of 673 °K (400°C) and since our operating temperaturves éhcuid remain
petween 520-570°K, radiztion should nct be excessive. However, if

radiation became significant, it wouid have the effect of enlarging
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the convective heat transfer paramefer [see Equations (3-3) and (3-4)
below] and hence, this parameter should proverly be considered to

be an overall heat trans{er coefficient. Beek (B1} also includes a
radiation term in his correlation for effective radial conductivity

X... - this procedure is used in Section 5.3.1 under parameter estinia-

er
tion.

Radial Gradients

In this reactor, extensive cooiing is praovided at the reactor

- o
[RINE-

wall to ensure that temperature runaways can be prevenied. Tr
cooling can cause steep racial gradients and temperature drops of up

to 100°F have been observed across the radius (2 cm) of the reactor
[Tremblay {72), this study].

Radial gradients are almost aiways ignored in any unsteady state
analysis of reactor systems, partly because of the resulting complications
to the model. In any industrial situation where wall cocling is
required for safety or control, radial gradients will exist. Ho-where,
to cur knowledge, has an attempt been made to include these gradients
in any dynamic model, and the majevrity of dynamic studies avoid systems
Wwhiich extiibit appreciable radial gradients. Quy reactor unavoidabiy.

has significant radiail gradients and these ave accounted for in the

mocel.
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The Recactor todel

For clarity, we first distinouish between the gas temperature
Tg and the solid temperature, TS. This aliows us to write two energy
balances along with the mass balances for each of the three indepencent
.-

species. The following normalised equaticns resuit:

)

Mass Ba Balance

. . i
:EQ.E;l.L.Jk&l 2_(yp @Qig - Eﬁf,_z ac’ (3-2)
el oz str ar or € ot

where i = 1,2,3 is the component number.

6. Cy . .

P o 9T X 5T T
U 'gig g, er e 8y . r o _TY=¢C — 49 (3-3)
L 5z AT (r 3% )+ ke b(rs 1g) ngg€ ot (3-3)

Energy Balance: Sclid

. T
MR (T Ve = Co g (3-4)
1 i s B PS B —— at ~

HITW

- T - 3
hapB(!s Tg, + 1’

le may combine the two enerdy balances by eliminating the term between
thnm which describes heat transfer between solid ard gas, thF(T - Tg).
If we then make the assumption of equal solid and gas temperatures and
we designate the horogeneous gas/solid température as T, Fquations (3-3}

and (3-4) become
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where

is a gas/solid heat capacity term and T represents a homogereous

185y

solid temperature.

Boundary Gonditions

1 -
L 31 o s
p= 0 2% = 2L g (Symaetry)
or oy : ;

T L O T
r= e Y vy Py T

. . . - .
C' = ¢ (inlet) for all r, 1 = 1,2.3

it

t =0 T = T{initialj{r,z)

1 T L o v -
el = o' Gnitial ) (r,z) 4 = 1,2,5 (3-9)
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The expressions for the rate eguations RY are given in Appendix 1.

We can also identify [61], the thermal (VT) and concentration (VC)

wave velocities as

GOCPGO9
\lT = i (3-1
L C
G0
Ve © el (3

Equations (3-2) and (3-5) represent four coupled, three-dimensional,
non-{inear partial differential equations. In their present form, a
solution (even numerically) is not feasible and we thus have to seek

sonia approximation to thnese eguaticns that will reduce thow t

pd

a Fovm
: FESA N

Ly

suitable for use for on-line control. The methed of Qrthogonal Colloca-

tien (discussed in Chapter 4 and Appendix 2) is used.

1
—

et



CHAPTER 4

STATE SPACE REACTOR MODEL

4.7 Introduction

In Section 3.4, we developed a set of partial differential
equations which describe the dynamics of the concentration and tempere-
ture profiles in our fixed bed reactor. In this section, these euua-
tions are broken down and simnlified so as to fit into the {ramework
of modern multivariable control theory which most often requires a model

for the process to be expressed as a set of linear(ised) firsi ovdar

ordinary differential equations in the {siate space) form
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or using a discrete model, {t = sampling interval)
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There is also an output or measurement equation asscciated with

the dynamic egualion and it is usually of the form
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The set of variables contained in the x vector are known as the states.
cr internal variables of the system. u is a vector of control variables.
y vector is a set of output or measured variables. Matrices A, B, and H
are constant or time-varying matrices of the system.

Once .the dynamic equations for the system have been expressed
in the standard form of Equation (4-1), that is, in state space form,
much of thes current multivariable control theory may be used to design
one or more muitivariable control schemes. When dealing with real
processes, it will generaliy not be possible to describe the system
exactly in terms of the determ1n1s%it state Fguations (4-1) and (4-3)
and one can account for noise in the system, modelling errors arc
measurenant evrers by 1denﬁifyfng and by adding a stochastic noise
term to these equations. This will be discussed later in Chapters b
and 6.

The first sten then, is to express the set of non-linear par-
tial differential Equations (3-2) and (3-5) in the state space form
given by {(4-1). Because we are going from partial differential equa-
tions (PDE's) to ordinary differential equations (ODE's) some

form of discretisation of the spatial variables r and z is5 necessary, SO

as to produce an ORE in time et cach grid point in the z,v domain. In
general, these equations will be nen-Tlinear {since the PDE's wevre non-

Tinear) and 1t is necessary to lincarise about some operating profile
in the z,r domain. This operating profile could be obtained first by
seiving the steady state versions of the original PDE's, or by cheoosing
& profile From niztoricet records.  The discretis

ation problem annearvs

to be relativeily straighiforward, but this is not so as may be {llustrated
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by the following example. Assume that 5 grid peints are adeguate for
discretising the radial direction r, and 20 grid points for axiail direc-
tion z. This weuld define a mesh of 100 grid points. At each grid
point we have four ODE's in time one for each of the three concentrations
and one for the temperature. Hence, the total number of ordinary differ-
ential equations necessary to describe our system would be 400 - this
is much too large a model for control.

Also, any discretisation or Tumping procedure in the axial
direction would probably have te take into account the positicn of the

hot spot (and discretise imove Tinely here). This would mean that the

('[:

discretisation would have to change for different operating conditions,

This is a great disadvantag2. The method of Orthogonal Collocation has

Lo

been very successfully applied to simpiify reacter equations [F4, F5,
¥ {
F6, F7] and prOV1des a powerfui method for transforming PDE's to ObE's

Some of the basic aspects of this theory are discussed in Appendix 2.

4.2 Chronological Development of the State Space Model

At the onset of this work, very little experimental date was
availahia Tor the reactor. An cariier version of this reactor had heszn
built (Tremblav (T2)) and some Timited steadyv state date wereavailable.
Initially., in ovder to keep the deveiopment as general as possible, 1in
the face of Timited experience with this reactor, the number of simplify-
ing assumptions and approximations was kept to a minimum. At fivst,
collocation approximation was used only in the radial direction, r,

since the expected vrofiles in this divection were not severs and
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Tow order approximations would be adequate. The reactor equations were
quite general with no specific reference to thevreaction environment
(catalytic gas/solid heré). This led to a set of 1£) ordinary differential
equations, i.e., a state space model of order 143. Somewhat less than

an order of 400 referred to in Section 4.1, but still toc Targe ior cuntrel.
A state space model reduction technique was developed to reduce the

model order. We obtained an eguivalent 80th order model whose dynamics,

th

it was shown, closely matched the original 140° order model. Current

techniques (see Section 4.6) for reducing state space model ordey weve
inadequate and ro further reduction seemed possibie.

th order

Several simulation studies were performed with this 80
state model in order to develop an urderstanding of the dynamics of tne

reactor system. It was also possible, using the Timited steady state

(¥

data, to test out some of the collocation approximations used. This
high order state model! thus proved very useful as a preliminary simiia-
tion model to study the reactor system.

From further dynamic studies with this high ordér state model,
it was soon realised, that for the time intervals of interest the
quasi-steady state approximation for the concentration dynemics would
be quite adeguate. After making use of this ascumpticon, our reactor
model became move spacific, but still described mest gas/selid systems.
A velatively low order collocation approximaticon (6 g 10 order) was then

introduced for the axiaT direction. There was not strong physical

—

BN
justification that a 6" order approximation would adequatelyv approximate

u, W - . - P ] . o . YR Iy A EREIR
all possible axizl profiles (even tnouan Michelsen (MZ) made this
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approximation). Neverthe1eés, a col%ocation approximation to the axial
derivative was easy to implement and is not tied to a grid structure
based on a particular temperature profile, the way a usual discretisation
or Tumping method may be (see Section 4.1). A further wmotivation for
using axial collocation is that the size of tne state space model is
greatly reduced and is equal to the order of the coliocation approxi-

mation plus one (a 7th

order model was 6btained). Subsequent simulation
studies with this 7th order modei and(somewhat higher orders (up to }1th
order revealed that the dynamic features were stiil intact and that
indeed, a low order state model for the reactor was feasibie. Thic Tow
order state model would be fitted to dynamic data when it became avail-
able and then used to develop an on-line control scheme for the reactor.
It is advantageous to divide up Chapter 4 inte two parts: Part
A, wnich covers material presented in Sections 4.3 to 4.7 is concerned
primarily with the development of ihe high order state models and rep-
resents a preliminary simulation study. Fart B, presented in Sections
4.8 to 4.11, is concerned with the deveiopment of a Tow order state
model suitable for process control. The reader, if he is famiiiar with

the ideas of colic

<

cation and interested primarily in control way wish
to skip Fart A and proceed divectly with Part B, using Part A as 2 ref-

i)

eveance.
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Part A: Preliminary Simulation Study and Development of a High Order

State Space PModel

4.3 Adaptation of Collocation Formulae to Reactor System

Although collocation hes been primarily used as a numerical tool
to aid the integration of non-linear differential equations, itvwi11 be
used here as a method of approximating derivative terms in the partaal
differential equations (3-2) and (3-5). Referring to the formulae
developed in Appendix 2 for derivatives, (A-20) and (A~21), it is easy
to extend these formulae to pavtial derivetives by simply coliocating
with respect to a single indencndent veriable. For example, the partial

derivatives of tsmp rature with respect to v at collocation point r;

i
is given by:
(n)  n#l \ ‘

= _a}__ = , ( /'f‘ n) (- \

P P jZ]A]J ¥ (z,t) (4-4)
(n)"  ntl

= al -‘__'_6_._ _a;r. = (n) (n) + -

r ‘-1 » ( ay ) JZ]B.IJ TJ (ZN’) (4 5)

where Tj(z,t) is written for T(Yj,z,t), a function of z and t. Villad-
sen (V1) and Finlaysen (F7) have tabulated values for the collocation
(n)

U €1 B
weights Aij and Bij

4.4 - Radial Collocation

The order of collocation approximation (n) in (4-4) and (4-5)

necessary to anproximate a function s not known beforehand and remains
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very much a matter of judgement. Experimental measurements [Tremblay {(T2)]
and an examination of typical temperature and concentration vradial pro-
files in the Titerature [Fintayson (F4)] indicate that often, radial
gradients in temperature may be well represented by a quadratic and the
corresponding radial concentration profiies by a quartic (see Tafer).

For the symmetric radial profiles in the reactor, a suitable

trial function (see (A-19))is given by (V1)

T (r,z2,8) = 1(L2,6) + (1 -7 ] o Mmap (F)  (2-6)

where the ak(n) are unknown coefficients and.Pk are Jacobi polynomiais.

4.4.1 Application to Reactor Differaniisl Ecuations

The technigue involved hers is to write the three-dimensional
differential equations as an enlarged sei of two-dinmensionatl equaticns
at the collocation points in r. We then make extensive use of the
boundary conditions to derive relations between the dependent vari-
‘ables at the collocation points and hence eliminate some of them, reduc-
ing in turn, the number of equations.

o

As illustrated in Figure 3, the axial temperature profile o¢f the
reactor is measured by a set of thermocouples ioccated aleng the reactor
bed centre {r = 0). These axial temperatures nrovide some indication

of the overall behaviour of tha reactor.
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Temperature Equation

At r = o, the energy balance equation (3-5) becomes:

K]
, } AhR.o,
-y BIQ,+ i@f{l_éw.(m'ﬁlg1 + iflwmjnlwf< = EIQ. (4-7)
T 8z 2xtr or V' oar’io = ot e
REC ¢ ,
: 0
using L'Hopital's Rule
Lo (e 2, - 12 2 (4-8)
r ar ar’-o 2-0 el

ar

We now make use of orthogonal co110ca{ion to obtain an expression for
Equation (4-8) in terms of Ty and the known wall temperature Ty Using
Jacebi polynomials for the epproximation function and using the first
collocation approximation (which results in a quadratic temperature pro-
file), we obtain two coilocation points r = 0.577, r = 1.0. The centre
point is not a collocation point and in order to obtain an expression
for the temperature at r = o, we write (4-6) in an alternative form

(F4), T symmetric with respect to r).

n+1

n
PR
N i=1

21-2 52 1,04 ' (4-9)

d.r.
i’
Evaluating the coetficients di in terms of the temperatures at tne
collocation points, for a first collocation approximation ((n) = 1),

we obtain an extranolation to the centre peint temperature TO. Dropping

the coilocation superscrint (n) = 1 here, we write the extrapolation

formuia as



N

T (2,t) = 3 T (z:t) - %-Tz(z,t) (4-10)

where

Tj(z,t) = T(rj,z,t)

The boundary condition at the wall has been characterized by Beek

(B1) in terms of a Biot number B. (see Equation (3-7)),

aT
or i‘w

(‘*Y‘Z
Using the first collocation approximation from Equation (4-4) {(omitting
the collocation superscript {n) = 1, here) we have an expression for the

first derivative in r, at the edge ot the bed.

5T | N o5y
5 } _F Az]T1 + A22T2 (412}
Y‘-l"2

Similarly an expression for the second derivative may be derived from
Equation (4-5)(4-10) and then (4-8) to give

*
M

21 T PfaT " Bola (4-13)

.. are functions of the collocation parameters A. .

'l, -
- S 1]

where the 80 and bij'
Equating Fquations (4-11) and (4-12) and using (4-10), we may eliminate
ail the temperatures excent TO and TW. By further substituting the

numerical values Tor the collocation constants A.. and B, . we obtain:
¥ tJ
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32T - ZB'E [ ] ' )
- rT - T {(4-14
;;? . <Bi +2) "o W
and
T, = T(r=1) = (fw~g—~)T + (~n§1m~)T (4-15)
2 Bi + 2% Ei + 29w
Equation (4-7) then becomes
3 |
8T x__4B. .2 AniRipp X
- VT 0 + Zner 1 [T, -7 ] - l:l__..._.._.__ = -E)—:—— ([{--}6}
R +2) ®° C o

The temperature equation has now been reduced from a three-dimensional
equation in variabies (r,z,t) to a two-dimensional equation in variables
(z,t). This reduced equation is a function of the axial temperature T
only but includes radial information via the wall temperature and Bioi
number. Radial temperature profiles can be cbtained from the collccation

Equation (4-9) or (4-10)(for typical steady state profiies, see Figures € and 7).

Concentration Equation

For the radial concentration profiles, standard boundary condi-
tions require a zero first derivative at the reactor centre r = o, and
the reactor wall, r = 1 (3-7). A suitable polvnomial satisfying these

requirements is a guartic and this requires a second coliocation approxi-

mation and three coliccation points

= (12 . = 3 = 1
™ 0.3938 rs 0.80531 rq 1.0
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Again the axial point is not a ccllocation point. Notice also that
collocation point ry = 1.0, for the second collocation approximatich
coincides with collocation point ro = 1.0 for the Tirst collocation
approximation used in temperature. Writing the concentration equations

at points ry = 0 and ry = 1.0, we obtain:

ML) R, 5]
= = —...§- _..@,r_ l-?i-_. .a.g - B = ,....3_ |7
r=rg= 1.0 - Ve 37 = [r ap (r Br)]r=r £ r=r ot (4-17)
R7g 3 3
oc] : Rl 2c]
- 0, _errl 3 , 3G _..B = .9 ta1a)
r=20 “Ve3z T2 [rsar (r Sr )Jr=0 e n 3t (4-18)
R"e r=0
i=1,2,3

Proceeding in a similar manner to that followed for the temperatuve equa-
tion, the corresponding concentration equations {for second collocation

approxmation) are:

¢l =1.5572 ¢l - 0.8922 ¢} + 0.3350 ] | (4-19)

1
o

and from (3-7) and using the form (4-4) we obtain

i i N

— = +£,.C,+ AL, =0 4-20

or | T Ayl o Rgply * Agsly (4-20)
r\'”‘ 3

where i = 1,2,% is the component number. The inforination that the first

derivative is zero at-r = 0 has already been included by thes assumption

of the quartic radial profile from which Equation (4-19) is obtained.

For examnle, from Ecuation (4-97 with collocaticn approximaetion order (n) = 2,



1
[

2
J

4

C. = d, + d2r 3

; 1 + d3r

which provides for symmetry in r and a zero firﬁt derivative at r = 0, as
did the temperature equation. Thus for the concentration equation, we
have oniy two Equations (4-19), (4-20) betweer the concentration at the
four radial points, o r1’ Pos T3 and we may express the partial deriva-

tive in r in terms of C0 at o and C3 at rs.

18 agi - i i i, A i
[y 57 Or 55 )]r=r3 = BgqCq = Byplo + Bygly = 8370, + B350
(4-21)
To o2 g s capcleg i el
Far (Mo pag = BopCq + Booly + BpsCay = 801Gy + 84p05
Substituting Equations (4-21) into (4-17){4-18), we obtain the set of
differential equations
ol D . . R acl
_ ___§_ _er - 1 . tq _ B e 3 (495
Vo sz T3 LByyC t Bglal - Tt \4-22)
R7e rErq
i i i
aC 0 . : R pp 3C
v L0 er e, el ey B = _0 293
Vot 2 [851Co * B02Cyd - PR - (423

compenent number 1 = 1,2, or 3.
which together with the temperature Equations (4-15), (4~16) provide the

compiete collocation model
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2T, Ao : 1 ..ZlAhiR,i 8 T, ozt
-V + T ~-T7T71+-———r— = -2
T oz R C(B w2y M o~ c ‘r=0 ot
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In the above equations, subscript o indicates conditions at the reactor

ceritre r = 0 and subscript 3 denotes conditions at the outer radius of
the bed r = 1.
We have now reduced the system to seven, two-dimensional, differ-

ential equations; six in concentration and ona in temperature, in-

cludirg an algebraic equation for temperatures at r={. These may now ba re

formulated to ob%tain a state snace model representation (see Equation (4-1)

for the reactor).

4.5 State Space Formulation

Reducing the set of Equaticns (4-22), (4-23), (4-24) to the state
space form given in Equation {4-1) requires linearisation about some pre-
specified steady or operating condition, about which regulatory control
is desired. Details of the steady state solution of the above eguations
are provided in a later section.

n oorder to obtain a state space dynamic reacter medel, the pari-

O
")
e

-
Pam Y
-
™
LW
S

ial devivatives of T and C with vrespect to z {in fquations (4-22
and {4-24) must be approximated in some way. There are at least two
methods available: We could use Orthogonal Cellocation approximation

in the axial direction z using formulaz similar to {4-4). However, at

ge a celiccation approvimation

N SO « doen o ¢ pem - RPN oy .
this stage, we were nol sure ©

)

i



order (n) would be required. Other authors (Michel.sen (M2)} have re-
ported numerical ill—conditioning‘problems of collocation orders become
too Targe, It thus appeared safer at this stage‘to search for an alterna-
tive method. Nevertheless at a later stage (see Part B), axial colloca-
tion was uscd with great success.

Eriother method of approximating the z derivative is to sel up a
finite difference along the z axis. Since the steady state profiles are
already known and we expsct only small perturbations about this steady
state, the orid points may be optimally spaced, for integration eccuracy,
according to the slepes of the profiles in z. If we choose 20 grid points
along z and linearise the 7 partial differential equations, we obtain 140
simultaneous ordinary differential equaticns fo be solved. (cf the 400
simuitaneous equations obtained if a finite difference technigiue were to
be employed in the r direction as well; see alsc Section 4.1). The

resulting state space formulation becomes:
% = Ax + Bu _ (4-26)

x = 140 x 1 vector of deviations from steady state in temperature,

ATO and concentrations ACO, AC

(9%

|3 )

i = 2 x 1 vector of deviation feed flow rates (hydrogen and
butane).
A = 740 x 740 matrix of constants

140 x 2 matrix of constanis

fua)
Hi
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4.6 A State Space Model Reduction Method

It is now of dinterest to try to further reduce the number of
simuTtaneous equations (140) without sacrificing the essential dynamic
behaviour of the model obtained thus far. To accomplish this, an idea
based on the concept of aggregetion in state space dynamics (A1) is

employed. Given an n-dimensional state space system:

% = Ax + Bu _ (4-27)
a reduction in the dimensionality of the system io an ¢~dimensional system

§=Fs + Gu (4-28)
is considered using the {axn) Tinear matrik transformatson

s = Iy | (4-29)

where rank (Z) = 2. The statement that s satisfies {4-28) is equivaient

to the condition that F and & are related to A and B by

Now Equation (4-20) is not of full rank, for ¢ < n and has, in general,

no exact solution. In the event that A and Z satisfy the matrix ecuation

. SR RO S | .
k=7 AIAET) RE
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7 (

s
A
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then (4-30) has an exact solution for F and is given by

(72

N@VGV&:%&?GSS, even 11 (4"3:_:\ is not ads{ied, 4-33) represents the best
!
( -3

solution (in the least squares sense) to (4-30) and is often adequate for
control purposes. Other methods have been suggested for reducing the
system order of a state space model {Davison (D3)) using the techniques
of Modal analysis, originally presented bv Rosenbrock (R1). However,
these methods rely on being able to calculate the eigenvalues of the A
matrix. Even for our simplified system, A is of order 140 and has n¢
special structure other than being sparse. Eigenvalue calculations ofi

so large a scale would cause many problams.

4.6.1 MApplication to Averaged Concertration

In our system, strong motivation exists to transform the theo-
retical concentration at thée centre point CO and at the wall CB’ into a
more meaningful averaged or mixed concentration which can be measured.
It is not possible to measure point concentrations and the modei in its
present Torm (4-27) cannot be used for control, where measuvad values of
mixed concentrations at the outlet and axial temperatures are to be
compared with predictions by the medel.

According to Villadsen and Stewart (Y1), collocation principles

cah be appliad directly to inteqrals and they present a formula (see (A-22),
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1
n+l
£(x)x2 Vdx = P

Pt (Mex) (4-34)

0
where the w; are quadrature weights, a is a geometry factor (= 2 hevre)
Tne averaged or mixed concentration across a radial section is given by

1

"1(z,t) =2 | ¢Yz,t,r)rdr {4-35)

C
0
Applying (4-34) to the radial concentration and using Equations (4-19),

(4-20) to eiiminate Cq and Cy in terms of C0 and C, we can obtain

These integrals are highly accurate and even this low order approximatic
is exact if the radial concentration profiles can be represented by a
polynomial of order no greater than eight.

The 140 dimensional linearised state variable Equation (4-26) con-

tains an A matrix and X vector of the form

60 60 20
e ] { — — =
' ™ J 4
S0 ) Fo r Fo v o 2.
‘ H 1 .
A=60 | Fy 1 Eq ! Hy X = 1alq (4-37)
SR S I 2
] 1
2006 10 1K AT,

|

where all biock matrices, E, F, H, &', & 0 are banded and sparse.

Applying Equation (4-33) to each set of concentrations in the vector X,
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we obtain a relation between s and x of the form (4-29) remembering that

temperatures are not transtormad

where

and

where 1
1

ing out the matrix blocks to ob

where

The watrix G

t

(4-29)

denctes the unit matrix of order n.

)

Using Fauation (4-30

1) we obtain an expression for F by multiply-

60 | &
60 1 Fqy Frp |
F: mmmmmmm Jow v o
§
20 | Far ) Fao
BN

=ity + W H ) /WP
(4-32)

=(w2G')/w2
2 2

Fon = K where w

n

=
o

-+

™
]
w
—onnd
Nt

is obtained divectly from Equaticn (4
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We now have a reduced set of equations

$ = Fs + Gu ' (4-39

~

which is a system of order 80 and the state vecter s consists ot deviation
variables of axial temperatures and averaged cencentrations at each of the
20 locations in the z direction. The model is now suitable for simulation
studies and comparison with experimental measuraemernts cbtained frem the
reactor.

It is instructive to point out at this stage, that if a reduction
from the 140 equations via an aggregation matrix is intended, then the
order of the resulting sggregated system (4-29) is independent of the
order of the collocation approximeticn usea in the r dirvection. So if,
for example, one decided that it was necessary to approximate boih temp-
erature and concentration radial profiies by lOth order poiynomiais, say,
exfrapolatian to centre temperatures and anplication of quadrature for
mixed concentration as abcve, would again reduce the system to one of
order 80, for 20 grid points in the z dirvection. 0On the other hand,
veduction of the number of grid peints along z divectly reduces the order
of the system by 4 for each avid point.

A series of simulation studies was: performed in order to gain
insight into varicus aspects of the reactor dynamics and sieady state

characterisiics. Firstiy, using the available steady state data {Tremblay

e
( -
o~
[
¥
o
~—
o
3
Q.
o~
s
(24
S
(%]
<9
S

(T2)) we can determine how well the mode? Equati

predict the steady state profiles measured in the reactor. Secondly,
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we can perfcri some parametric sensitivity studies: most workers agree
(H1, BT, C1} that reacter behaviour is very sensitive to heat transfer
parameters but not to mass transfer parameters. Some may err in conclud-
ing that mass transfer terms may be entively omitted; that this is not so,
will be demonstrated by using radiai mass diffusivity as an example.
Thirdly, using the two state space models, 140th order and 80th
order, an evaluation of the effectiveness of the model raduction method
presented in Section 4.6 can be made. Due to computational limitations,
only the initial dynamics can be compared but in fact, it is this eariy
dynamics that is the most revealing in terms of the quasi-steady state
that is rapidly approached by the cuncentration dynamics. Thic happens
before the slower (by a factor of ~ 1400} temperature dynamics have had

a chance to respond.

The details of these simulation studies are presented below.

4.7 Simulation Studies

Using a Timited amount of steady state data from a previous study,
Tremblay (T2), in which a reactor very similar to the one used for this
study was built, and a series of simulation studies were peri formed. Due
to the similerity between the previouc reactor design and the present ona,
the data were considered adeguate to judge the effectiveness of the collcca-
- tion methods and metvix averaging techhiques described above. Parameter
estimates were cbtained using the previous data ((T2),(T3)) and from

corretations in the Titerature (Beek (B1)). Values of the kay parameters
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B, = 43.5, D

_ 2 . . .
; p = 0.316 am/s, A, = 0.0018 cal/(cm®K s)

e

Other pertinent reactor data is pressnted in Table la.

4.7.1 Steady State Behaviour

One of the modifications to the original reactor was to enlarge
the gas feed stream preheat section. Previously (T72) the inlet gas
entering the catalyst bed was below the wall temperature. In the new
design, the assumpiion that the inlet gas is at wall tempevature should
be valid. Apart from this difference, we expect similar profiles in the
two.reactors. A Feed preheat section was also addec later.

In order to compare the steady state temperature profile datsa
with profiles from the collocation model, the steady étate versions of
Equations (4-22), (4-23) and {4-24) were solved. Because the highly exo-
thermic nature of the reacticas resulied in steep temperatura gradients
around the hot spot temperature along the z axis, a variable step size
integration procedure, Hamming's Modified Predictor-Corrector, was used.
Computation time on a CDC 6400 was about 20 CPU seconds. Typicai profiles
are shown in Figure 4, By comparison, a 4th order Runge-Kutta method

regUired about 45 CPU seconds for comparsble accuracy.

F

Figure 5 coimpares the aexial tamperature profile predicled by the
model egquaticns with that obiainad experimentally for the previous reactor.
Apart from the daifverence in entering gas'temperatures, these proviies are
in goeod agrecment (Der = 0.316). Ho point concantration measurements are
avaiieble. Nevertheless, the overall predicted conversion of butane (77%)



TABLE 12

Reactor Parameters for Simulation Studies

(Kinetic Parameters are given separately in Appendix 1)

T = 520°K
B, = 43.5

[#))

Ha,) = 60 cu /s at STP

A

G _{C,H =5 ¢m/s at STP
ua\baH}(}) Q cm /-J at «.,f

R = 2.04

L8y

cim

Reactor Pressure = 1.0 Atm
Catalyst Activity= 2.35

L = 28.0 cnm

¢y = 0,22 ¢al/{g%k)
[} b 3
ey = 0.72 g/cw

Ay = 0.0018 cal/{cm®K s)
H

Intet Con-
centrations = pure Butane and Hydrogen
iniel Temp-
. S PN
eraturs: = T, (h2eoK)

. ... c . L ) TN e S JRTR . . . ) . . OO 3 P A ,
Heats of Reaction (linear approximation: fur 4 reactions given in Seclion
AT o
3.9 (Units: cal/g mole)
Aby = - 12,560 - BO{T - 298y



TABLE Ta {continued;

Reactor Parameters for Simulation Studies

ahy = - 13,305 - 3.28(T - 298) 4l
ahy - 115,542 - 2.52(T - 297)
]

Radial Collocation Points
" = 0.577 v, = 1.0 Ref. Villadsen (V1)
Axial Collocation Points (Section 4.9) ({(n) = 6)
Zo_ = 0.0
z4 = 0.03377
Z, = 0.16940 ‘ Ref. Kepal (K2)
Zq = (0.38069
Zp = 0.61931
zy = 0.83060
Zg = 0.96623

= 1.0
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agrees well with the actual value obtained experimentaliy (76%). In
addition, the modei is able to predict variations in hot spot locations
and Butane conversions observed expevimentaliy (Trembaly (T2)). Although
these tests are by no means exhaustive, they do provide some confidence
in the c¢ollocation methods used here,

Typical axial concentration profiles, radially averaged for the
four hydrocarbon species are shown in Figure 8. These correspond to
temperature profile (2) in Figure 4, where a 49% conversion of butane
(Cq) and a 52% selectivity to propane (03) is achieved. The existence
of appreciable radial gradients in temperature (confirming experimenial
meastrements) and concentration profiles are illustrated in Figires 6

and 7.

4.7.2 Parametric Sensitivity

Parametric sensitivity hss been studied in sowe detail in the
Titerature for the steady state fixed hed rcactor (Froment, F(1), F(2),
F(3), Carberry (C1), for details, see Section 2.2.1 above). This
section is concerned in particular, with the influence of Der' Radiajl
variations in temperature and concentralicns have been characterized by

the Peclet numbers for eoffactive radial heat Npm

o o

and mass No,, frans -
hﬁ‘n V'nsr -

fer. Eguivalently, the evfective radial thermal conductivity. Aer’ and

effective radia’ mass‘diffusivity, Derﬂ may he used. For &il practical

BUFPLSeSs ﬁ?e takes on values between & and 11 for most reactor systems
o

F2y. A geng;;i resuit emerging from these siudies shows that simulation
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profiles are insensitive to the actual value assumed for Ny, within
m,y

this range. A precise estimate of it is therefore not required. In
contrast, the profiles are highly sensitive to the corresponding Peclet
number for effective radial heat transfer. It is important not tc inter-

pret “insensitive” as implying "unimoortant", since the latter interpre-

tation would imply that the term —%ﬁ-%F-(%%) in Equation (3-2) may be
eRp

negiacted altogether. The result of forcing DPP to & smali valu

! = £ A
\D U2,y :!P
e
er m,r

resuit is a 20% drop in the conversion as predicted by the model as well

o
()

= 60) in our simulation is shown in Figure 5. The

as ‘an alteration of both the hotspot temperature and its lecation. Fov

G 2tric sensitivi s S i 2 a tinn 5.5.1.
parametric sensitivity to Aer ee Figure bz and Section 5.5.1

4.7.3 Dynamic Behaviour

The dynamic characteristics ¢f the reactor are best viewzd in
terms of the concentration and temperature wave velocities, v, and Vs

respectively. Since v. is of the order of 1400 x vy in this sytem,

C
two distinct phases of the response are observable. The rapid response
as the concentration wave passes through the reactor occurs under the
influence of an almost constant tempovature profile. The concentraticn
profites rapidly reach a pseude stesdy state which then gradually change
as the siower temperature wave passes through the reactor. These dynamics
are typical of Quasi-Steady State Systems.

Unsteady sta{e selutions for the reactor for step and pulse changes
in hydrogen flow rate were obtained by integrating both the reduced 80 x

\

e L oa s ~ . . ~ A R PR g = PR 4 A gl T !
yotem (Equation (4-39}) and the 140 v 140 system (Eouatien (4-26}3.

’ 4

~——
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Because of the very large ratio of wave velocities, a variable step size
integration method was used (Hanming's modified predictor corrector).
Integration times on a CDC 6400 were about 4 seconds and 2 seconds CPU
time per second of reaction time for the full and reduced models, re-
spectively. 1t snould be remarvked at this stage, that dynamic equétion:
of this type, with a very large ratio of wave velocities, are stiff
differential equations. This in turn implies that one requires a smail
time step to properly integrate the system and hence the computational
burden is greatly increased. In particular, the rapid initial concentra
dyramics vequired especially small integration time steps, which may be
gradually increased as concentrations reached their quasi-steady stale.
Hence, a variable step size integration was well suited to thic probian.
Recall that the concentration variables in the reduced 80 x &0
model are redially averaged. After integration of the full 140 x 140
modei, radial point concentrations are available which can then be
averaged for comparison with the results of the reduced system. The com-
parison should indicate any iuss of information caused by the matrix agg-
regation techrique. As menticned above, the concentration dynemics
respend rapidly. Table 1 compares the dynamic profiles obfained from tha
two systems for a 10% step decrease in the fiow of hvdrogen. Responses

are cummarized for ore feed (4 ) and one intermediate (C%)' Nots ithat

.

Pod

the agreement between the two profiles is good to at least thyree signi-
ficant figures. A quasi-steady state it reached within 3 seconds and
profiles at 6 seconds show little change. The quasi-stasdy state natuce

A e b S i £ 11 w dn e m ol T Td g gamm O
of the concentraticon dynamics 13 1Yiustyated ip Figurse 2,

tion
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profiles respond only marginally in ‘this short time pericd. The agree-

ment between the profiles of the 140 x 140 and 80 x 80 models, indicates
that the aggregation technicue applied here is able tc reduce the model

order while retaining the dynramic behaviour of the system.

In ovder to examine the siower aynamics of the temperature pro-
file, a much larger step change was made in hydrogen flow. From an exam-
ination of the reaction kinetics (Section 3.3) and the correspondin
rates (see Appendix 1), it can be determined that a decrease in the
hydrogen flow tends to increase the reaction rate and raise the temp-
erature. Previous studies {Tremblay (T2)) and Tremblay and Wright {73}
have shown that the tempevature transients may persist from 2 to more
than 20 minutes for perturbations in inlet {low rates. Tha simulaiicn
model is consistent with these observations. Figure 10 illustrates the
dynamic bahaviour of the temperature profiles resuliting Trom e 40% down-
ward stepped pulse in hydrogen fiow site Tasting for 40 secends. The
entire profile rises initially (curve (2)) and continues to yrise for
some time after the input has been restored to its initial value. Only
after about five minutes does it begin fc return to the initial stoady

ta

-L.
Wy

2 {see the initial section of curve 3},

wm
(‘J
(3

The hotspot location moves from abeut z = .59 to z = 0.61 during
this cnange. The temperature transient at the hotspot is potentially the
most sensitive measurement which can veadily be used for control purposes.,

The dynamic response of the hot spot temperature is shown in Figure 11.
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Figure 4: Typical Steady-State Central Axis Temperature Profiies in the
Reactor (simulation).
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Figure 6: Radial Reactor Temperature Profiles (Steady State Simulation).
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Figure 7: Radial Reactor Concentration Profile for Butane (Steady

State Simulation).
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Figure 9: Exit (averaged) Concentration of Propane in Response to a

10% Step Down in H, Flow (BOth Crder Simulation).
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Fart B: Developmant of a lew r State Space lodel for Process Control

4

Up until this point, the development has been perfectly general

in the sense that no specific reaction schome ov roactant properties has
beenn assumed in the developnant of the mutheanatical model in Chapier 3,
However in the present reactor, as with most solid catalysed gas reactions,
the ratio of the concentraticn wave valocity ve to the thermal wave velo-
city vop (see Equations (3-10) and (3-11})) is very large (~ 1400, here).

This in effect, implies t

2R . L3 . iy o
12t the concentration profiies reach a cuzsti-
!

steady state rapidly in response to some shock to the system {see Section

4.7.3, Figure 9) and this quasi-steady state then follows the slowly

Lo b e e ThY e e it : i ol
chenzing temperature profite. PhU cuesiesteady state dynemic chara-
actoy of the reactor was discuseed in Scciions 2.2.2 and 4.2, where it

is mentioned that, although the quasi-steady state approximation is often

used, it is seldem verified for a specific system, In this respect, the

th th . . - . fay s
807 order and 1407 order modals were helpful and indicated thet within

about 3 seconds, the concentration dynamics had steadied out (Section
4.7.3, Figure 9). Since wo ara interested in sampling intervals of the
order of 60 seconds (so that we can follow the temperature dynamics), the
quasi-steady stale epproximaticn is cuite adecuate for our system (and
indeed, for most gas/solid fixed bed reactor systéms (seé Section 2.2.2)).
The quasi- steady stete approximation allows us to set. the con-
centration time derivatives approximately to zero: 1in Equations (4-22) and

e

e

(4-23) we can this wr



Note

(4-40)

that (4-40) does not imply that concentrations are not a function

of time, since concentrations are coupled to temperatures via (4-41)

(previousty (4-24))

oT 4B.

er

3
1 ahiRieq

=

0
" V7 37 R

C(Bi + 2)

i=]
[Tw - To] * =

¢ P=0

where reacticn rates Ri are a function of concentrations, and tempera-

tures obviously change with time according to (4-41).

the quasi-steady state assump

and (4-23) become :

i
5C D_.. .
32J = gi [537C01
eR ve
ac31 Der i
az R2 [BOECO
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4.9

Axial Cellocation

I

tion, the concentration Equations (4

i RipB
t Byl ] - 0
=y
3
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i B
R VAR I v |
r=0

o
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Incorporating

‘\
2}

(4-42)

(4-43)

Typical concentration profiles along the length of the reactor,

obtained from steady state si
profiies can be approximated

certain temperature profiles

mulations (F

by relatively low order pclynomials.

igure 8) indicate that these

However,

{curve 1, Figure 4) may need a much nigher
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order. Michelsen (M2) uscd axial collocation for his réactor and was
able to adeauately represcent the dynamic behaviour of his reactor using
& collocation points., Although move collocation points can reduce
approximaticn ervor, numerical ilt-conditioning induced by the colloca-
tion weights beains ia vonmg the evrov.

One of the problems of fitting high oracr polynomials to process

curves is that the polynomizls, if of sufficiently high order, may begin

o

to ripple aiong the curve and since we ave vsing thase collocation form-

ulae to approximate derivatives, the dangers are apparent. The order of

the coilocatinn approximation must be chosen with these facts in wind.
It is scen in the next sectisn that the order (7)) of the state space
model bhecomes equal to thz ordey of tra collecation aporoximation (n),

~th

plus 1 (sec also discussion in Seation 4.1 end 4.2}, A 677 ordar

y

collocation arproximaiivn vas teaterively evsumed {(n) = 6) (this implies
7 cotlocation points, excluding Zy © G, where we have constant inlet con-
ve s - _— th

ditions over a sample nericd). The corvesponding 77 oreezy wodel togethevr

ze was simulated and ceopaved. A non-

N

with other modals of differont

symineti Tungt;on is reauivred and Finlayson {F7) suggested one of the
form

wel g '
A A R A TALE N ¢S (4-44)

where ai(n) are coefficients to be determined and Pﬁ are Legendre poly-

Y.

. . { .
nomials, (n) is the order of approximaticn and T(‘ is & polynomial of
order ntl. An anslagous expression for the first derivetive (sce 4-4)

£y

: I T T R R U I SR N - :
1S Ubbul(i;.:'d ST Coacalion [E2C R R Z. 20 2 &
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ot (M) ML) (), aoa
A corresponding expression for the concentration derivative may be

written. The D4é(n) weight may be calculated according to Finlayson
Ll

(F7), Chapter 5.

4.9.%7 Application to Reactor Equations

Rewriting Equations (4-41), (4-42), (4-43)) using (4-45) to
) 0DE's

i

approximate the axial z derivative, one obtains a set of (n+1

from the temperature Equation (4-41), at n+1 (= 7 here) different axial
collocation points Zse Two sets of algebraic equations are obtained from
the concentration Equations {4-42) and (4-43). The temperature diffar-

ential equations are obtained as

zZ = Z E:—’;Q-(-i) ST —a-IQ. _}_@_Zf_’i'i - T (1)]
boodt Foz | pog, +2) "W ©
) |
1Z1AhiRipB
L (4-46)
¢ 0
=2

Wher we subsitute Equation [4-45) for the axial derivatives where they
appear, we obtain two sets of algebraic equations from Equations (4-42),
(4-43) and a set of n+l ordinary differential equations from Equation

(4.46).
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A1l eguations at tnis stage are non-linear and to obtain the
standard state space equstion (see Equatioh (4-39) we must linearise
the aluebraic and differential equations about some operating profile.
An operating profile can be calculated from the non-linear steady state
versions of Equations (4-41), (4-42), (4-43) with (4-25)), by simpiy
setting all time derivatives to zero and inteqrating the resulting set
of non-tinear ordinary differential equations in z. If we express the
radial temperature at the edge of the bed, T3, in terms of the tempera-
ture along the central axis, TO, using Equation (4-25) we can lingarise
the two sets of algzbraic equations and the set of ordinary differential
equations in terms of the deviation variables ACO, AC3, ATO, together
with two controls LUy »BU, repreéeﬂting the flow“rate; of %he two react-

ants. The following equations are obtained:

A]ASO = AZAIO + A3ag] + AaAg (4-47)
BiA?-‘ = BZATO + BSAEIO + 8413\8 , (4-48)
dATO

—3%7-= EqAT, + E,al ) + Ejbu (4-49)

calling the state spoce model order n' = n+l, we then have:

31 1, 1, 3 3 .
~ = At Al - .
A:G LALO\Z1)ALO\ZZ) ACO(zn;,.. ,ACO(Z]) AC (zn)T
n'x? i

by = (4T (z)aT (z)) . aT (2 ) ]
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2X1 '
Ag = [AU1AUZ]

and Aj, Bj, Ej, j = 1.2,3,(4) are matrices of constants representing the
partial derivatives of the various terms in Equations (4-41), (4-42),
and (4-43) evaluated at a given operating profile. |

It is possible using Equations (4-47) to (4-49) to eliminate
concentration to obtain a self consistent set of ordinary differential

equations in temperature alone.

From (4-47) and (4-48)

A(fo = X1A1'0 + X2At—l (4-50;
substituting into (4-49) gives
nxl1 n xn’ n'x2
dAT0
——= &K aT_+ B (4-51)
t ’_o 3
where
X. = (A, - A8, B.) N(A, + ABL T B.)
1 1 377 3 2. 371 2
PR T 1 L roy
2 (A.l A3B1 83) (A4 + A3B] 84) (4 32}
A = E] + EZX1
B = E3 + EZXZ

Equation (4-51) is a self consistent set of n° linear state
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equations in temperature where n* = n+l and n is the order of the colioca-
tion approximation in (4-45). 1In our case, a value of n=7 was tentatively
assumed to be adequate after simulation with higher orders (up to n=11)
resulted in essentially identical profiles. Lower values of n’ (< 5)

began showing differences in the profiles.

4.10 Discrete State Space Model

The state space model (4-51) is now in the standard form of
Equation (4-53) and can be used to formulate optimal control schemes.

J

+ Bu (4-53)

y = Hx ~ {4-52a)

1

H
=

>

However, since the reactor is te be controlled directly by a digital
computer, it wilT he more convenient to have it in the corresponding
discrete form.
The formal discrete sojution to Equation (4-53) is well known and
may be expressed‘as (Noton (N1}):
t
x(t + 1) = exp[AtIx(t) + | exp[A(t - s)1Bu(s)ds (4-54)
Jo
whevre t is the sampling interval and exp[ ] represents the exponential
matrix.
Assuming that control is implemented in a step-wise manner at ths
sampling instants and the contrel variables held constant over the inter-

val, s, that is
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—
o
T -
£
[ ]
N

u(s) = u(t)

t<gs<t+]

Noton (N1) provides a simple and effective method for expressing

Equation (4-54) in the form
x(t + 1) = Fx(t) + Gu(t) (4-56)

This indirect method for evaluating the exponential matrix involves inte-
grating the continuous form (4-53), up until time t with the initial con-

ditions given by

x(o) = [1 00 - 01" ulo) = [0 01"

The solution at x{t) is seen from (4-54) to be the first column of exp[At].
By proceeding in this manner until each element of x(o0) and u(e) has in
turn beeﬁ set to unity (the others remaining at zero), we can obtain all
the columns of the discrete form matrices F and G in Equation (4-56}.
In the state Equation (4-51). the 7 state variables (n’ = 7) are
the deviation temperatures (about the eperating profile) at the n' collecation
points along the central axis of the reactor. In the actual reactor,
temperature measurements will be available at 9 equally spaced points
along the central axis. These 9 axial temperatures will have to be
expressed in terms of the 7 states, x., in order to obtain a measurement

equation of the form (see (4-3))



This problem will be discussed in Section 5.1.1. The concentrations may
also be expressed as a function of the 7 states, Xy5 this is discussed

in the next section.

4.10.1 Concentraticn as a Function of Temperature

The measurement equation given in (4-3a) is general enough to
accommodate the form suggested by Equation (4-50) for concentraticn as
a function of temperature. Since we are more interested in mixed {rad-
ially averaged) concentrations at the reactor exit,Equation (4-5C) has
to be modified for averaged concentrations. |

Following Villadsen {V1), the radially averaged concenirations
throughout the reactor may be obtained using the collocation iutegration
formulae (see Eguation (4-3)) and Section 4.6.1).

! n+1

Ci(z,t) = 2 { Ci(z,t,r)rdr = 7 wj(")ci(z,t,rj) (4-58}
521

o

(n) th

where wj are n- order collocation integration weights. Assuming a

gquartic radial profile for concentration, we obtain (see Section 4.6.1)

and in terms of deviation variables



The expression for ACOi in Equation (4-50) together with an analcgous
one for ACS'i may be substituted into (4-60) to obtain an expression for
the vector of radially averaged (deviation) concentrations aC as a func-
tion of {deviation) temperatures and (deviation) manipulated variables
at the previous time interval in the form

AC(t) = X

C AT, (E) + Xgau(t - 1) (4-61)

The mixed exit concentration vector Agex (at z = 1.0) can be obtained by
selecting that row of matrices X3 and X4 which correspond to exit conditions
for each of the three species. Thus the three element vector of radielly
averaged exit concentratiens can be expressed in terms of the temperatures

and flows as

3x1 3x7 - 3x2 ‘
88y, (t} = MaT (€) + N u(t - 1) (4-62)

[

4.11 Simulation Studies

4.11.7 Steady Siate Behaviour

—

‘he steady states of the cuasi-steady state model Equations (4-41)

to (4-43) and the full dynamic Equations (4-22) to (4-25) are i dentical

and have been studied in Section 4.7.1.



4.11.2 Dynamic Behaviour

In the absence of sufficient dynamic data at this stage, no

th order state

detailed comparison of the dynamic behaviour of the 7
space model could be made. Nevertheless, general trends and approximate
values of time constants available from the previous experimental study
(Tremblay (T2) indicated realistic dynamic behaviour of the model.

In Figure 12 some vesults of a dynamic simulation using this
model (Equation (4-51)), are shown. étarting at the initial steady state
curve (1) a 3% increase in the hydrogen flow was made. Curve (2) re-
presents the dynamic response after 10 minutes and curve (3) reprasents
the final steady state as predicted from the linearised state space
model. Computaticns were performed using a Bulirsch-Stoer (B10) inte-
gration methed and required 1 s=cond of CDC 6400 computation time for
250 seconds of reactor time. A considerable improvement on the previous
model (Section 4.7.3).

To investigate tha effects of axial collocation and of linearis-
ing the model about its original steady state (1), the new steady-state

profile (at a 3% increase in hydrogen flow) was also computed using L

Ua -
tions (4-41),to (4-43) which contain none of the above approximations.
This profite is shown as curve (4). The combined effect of non-linearities
and axial cellocation are obvicusly quite strong and presumably the success
of a control scheme based on the linearised state snace model (4-51) will
depend on the magnitude of the disturbances present and upoh the severity

and stabiiity cf the operating profile about which control is to be

[ N S
attemped.
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3

The response of the linearised model (4-51) to a pulse (+ 10%}
in hydrogen flow rate Tasting for 120 seconds is shown in Figure 13. The
most noteworthy observations are that the hotspot location shifts significan-
tly during the transient. The final steady state profile agrees with the
initial one after about 56 minutes. These responses will have to be
evaluated in light of the actual reactor data but in the meantime give
some indication of the reactor model performance.

In the next section, the model is fitted to experimental dynamic
data. This places us in a much better position to evaluate the model

performance.
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CHAPTER 5

FITVING THE REACTOR MODEL TO EXPERJVENTAL DATA

5.1 Introduction

A process description has been given in Section 3.2. In this
section, we describe how the rcactor was configured for the purpose of

=

data collection. These data were used in estimating the parameters in
the state space model pricr to its use for on-line control of the veactor.
He describe here what measurenants were taken, how the data wWere: collected

and the technicues used, Tirst, to fit the dynamic model, and then the

dynamic-stochastic state space mndel.

5.1.1 MNeasurements

In Section 3.2.1, the advantage of measuring temperatures in-
stead of concentrations ¥or a reactor syslem wass presented. In Section
4.10.1, an expression was devrived relating the exit concentrations to the
axial temperatures and inlet flows (controls). Initially, we rely on
temperature measurements and any concentration information is oblained
from Equation (4-62).

Temperatures in the reactor arc obtainad secuentially using a
mechanical multiplexer activated once a second by a velay in the mini-
computer.  The multipicxer connects each therimocouple in turn to an
amplifier/transmitter which trensmits the sional to the computer. FEach

T S b - S
theviocougic is ieoaa oace every 12 seconds. [ compliete



multipiex system,together with individual amplification for each thermo-
couple signal,would have permitted more rapid scanning of the tempers-
tures,and measurement noise levels would have been reduced. Noise Tevel
on the thermocouples was estimated by setting the reactor temparature
to some constant value and then taking temperature réadings for severai
minutes. The data indicated two things:

(i) + 2 ¢ limits for temperature measurements were of the order

of + 4°C.

(i1} a level bias was detected for certain thermocouples. In

”

()]
o

particular, the second thermocouple from the entrance h
bias of - 4.5°C. Other thermocouples (usuaily only ona ¢r
twc)'deveTOped smailer biases, and furthermore, these hiasas
wevre not constant for each experimental run. The exsct
reason for these biases could not be determinad, but was
probably due to contact resistances in the thermocounle
welds. See Figure 16.
It was mentioned in Section 3.2 and 4.10 that axial temperature measure-
ments are available at nine positions along the Tength of the reactcr.
However, the 7th order state model for control is given in terms of
(deviation) temperaiures at the 7 collocation points in z (see Section
4.9.1). The normalised distances at which 9 temperature measurements

wera avaifable are compared with the 7 collocation points.



98

Measurements Coliocation Points

0.0 . 0.0
.034 .034
158 .169
.282 | .381
407 .619
.531 821
.655 . 966
779 1.0
804

1.0

~The 9 measurad temperatures were "converted" to 7 temperatures at the
collccation veints by:
(1) selecting the measurement temperature closest to a colloca-
tion point;
(2) chocsing the twe measurement temperatures on either side
of this centre temperatures
(3) using quadratic interpolation. An alternative method would
have been to express the 9 measured temperatures as & func-
tion of the 7 collocation point temperatures through a poly-
nomial wodel but this was considered less reliable.

With the 7 interpolated collocation temperatures, the measurement

equation (see 4-53a) becomes

y{z) = Ix{t)
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" where I7 is the 7th order unit matrix

Input fiow measurements of the two reactants, Hydrogen and Bu-
tahe, were obtained by measuring pressure drop across lengths (162 and
19 cm, respectively) of stainless steel needle tubing (I.D.'s 0.137
and 0.0338 cm respectively). This pressure drop is converied to a
voltage by a differential pressure (DP) transmitter which transmits
the voltage signal to the minicomputer.

From the reaction scheme (Section 3.3), the stdchiometric ratio
of Hydrogen to Butane is 3.0. If the feed ratio becomes Tess than this,
carbon is deposited on the catalyst causing it to deactivate, thus
leading to a shutdown of the reactor. The minimum hydrogen flow rate
was set at 3.5 times the butane flow rate for process operation.

Flow rates of the reactants were maintained at their set points
through single Toop PI flow controllers. The flow controiler for the
hydrogen flow had a fairly damped,smooth response. The butane flow
control was more erratic and tended to oscillate somewhat in response
to a step change in set point. This was due to the fact that the Tower
flows of butane caused a smaller pressure drop signal to be sent to the
DP transmitter (which has a noise level of its own). Thus the feedback
signals for the butane flow control loop had a lower signai to noise
ratio than those for the hydrogen flow contrel. The time constants
for both flow centrol Toops were nevertheless noc more than 1-2 seconds,

and since the intended

(&)

ampling interval for the system was €0 seconds,
the dynamics of these loops could be negiected, relative to the sampling

interval.



Although the Tength cf the rzacior is given as 28.0 cm, only
25.6 cm was used; the last few ow were {11led with inactive catalyst.
The catalyst bed 1s supported by a sintered stainiess steel disk {Type
H, pere size: 5 wicrons). This disk (due to the mechanical con-
figuraticin) is at the reactor wall *emp&r*tufa, and causad the down-
stream end of temperature profile to be dragged down to the wali temp-
ergture. This in effect would require an extra houndzvy condition on
the reactor enérgy equation.  The inactive catalyst minimised the

affect of the sintered disk.

5.1.2 Catalyst Activity

Cne of the most important parameters as far as reactor per-
formanze is concerned, is the catalyst sctivity. This pavamoter
carmot be directly measured and must | we estimated, & postericri, in
conjuction with several other parameters.

From the reactor model equeticons (Section 3.4) and the reaction
rate equations (Appendix 1), one can see that no provision s mads

time varyine catalyst activity. Certainly, from experience gainad

.y D
Q
with this catalyst in previous years {01, $4), no significant Toss of

activity was expached during the period of an experimental run {v 10

hours). This fact was confirmed in our cwn experimental work. However,

after a run, the veactor is shut down and the catalyst is stored inside

the veactor under a blanket of hydrogen or carhon dioxide. Some loss

i)

¢ evident after a pariod

)).:

of activity w of several deys (especially

o~
T 1
H

under hydrogen blanket storaga),
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higher wall temperature is$ necessary to achieve the same hoi snot femp-
eratures that were obtained previously with a Tower wall temperaturc.
The Toss of activity may of course, be due to either the shuidown or
startup procedure since no catalyst deactiviation was observed curing
an experimental run.

Nevertheless, this presented a problem for parameter estima-
tion. The parameter estimation was done off-line and usually took
several days. For this period, the reactor was shut down. The parameter
estimates obtained, would then no longer be valid for the next run.

This problem is somewhat due to the Taboratory nature of the experiments,

An industrial process reactor is not often shut down (unless there i

L]

a failure or production considerations demand it) and if catalyst
activity is constant during ooeration, the off-line paramzter ectimates
would be valid and could be implemented several days Tater in an on-iihe
switch-over to the updated control mocel.

An alternative solution is to simply start up the reactor with
fresh catalyst every time. However, preparation of two batches of
catalyst to an zxact specification was very difficult {ses Tremblay
(14)).

Another alternative that was used successfully fn a previous
study on an isothermal packed-bed reactor (01, S4), was to‘reconditian
the catalyst in the reactor at temperatures 150°K or move above operat-
ing conditions prior to a run. This was tried by Tremblay in his
earlier reactor (T2} but led to severe leakayes of hot smoking oil.

For the veactor used in this study, catalvst was conditioned externzaily
J 9 v <


http:estim~.te
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and transfterred under blanket CO b to the reactor. Even so, prior to
a run in this study, the hot spotl was permiited to rise vell above

coolting and commence-

_,
o
—

=

s
=
ot
o
3
Lt

oy
D
s
s

2

operating cmnditioné TOr severa
ment of a run. For a rapidly changing catalyst activity, one would

have tc specifically take eccount of the ectivity change by modelling
it, or using an adaptive strateqgy Tor undating the control model on-
line (see Tramblay (T4)).

5.2 Data Collection tinpder CU

_l
asea [oon

In classical lineer cystem identification tochniques (freguancy

response and culse testing mochy

ds), data are collected under open loop

as required by the theory. Howg

ituation, we have a non-

POV, [ Lol -~ - LI it NI T At Ay 1
Tinear model ¢of the reactor whicn is Tinearisad about somo operetin

profile and thus ie valid oty in this yog! Besnonse data must thus

be cotlected within & resivicicd regicn around the operzting profile.

Therefore, some type of feedback control , impliemented either by an
operator or comp .1s necessary wiile the data are being collected.
Care must be exercised in anziysing this clozed Toop data [(B3), (B4)
and (S2)]. Bex and Mactregor show (B3) that 1f standard statistical

a5 and auto-correlation anal-

("\

madel fdentification technicuss (using cr
ysis) ere applied to clesed loop data from & linear process, under a

Tinear feedback contro1‘1aw, the controlier transfer function, rather
than the system transier Tuaction, will be juentified. They show how

the addition of a deliberataly added vandom component, i.e., a “dither’

foop {atle ceusing seme less in the quality



of control) allows one to properly identify the process transfer func-
tion.

Parameter estimation with closed loop data is discussed hy
Box and MacGregor (B4). They show that it may not be possible to
estimate all parameters of a given linear dynamic-stochastic mode!
separately, and that under certain conditions, the covariance matrix
of the model parameters becomes singular. They derive the necessary
and sufficient conditicns for a singular estimation probiem. The
addition of a dither signal to the feedback loop while collecting
data, breaks the estimation singuiarity and dramatically improves the
estimation problem. Thus, just to ensure 1 dentifiability, "dither®
signhals were added to the reactor control signals during data coilec-
tion. A white noise signal was added to the hydroaon flow control
loop and an autoregressive signal to the butane flow which was left
under open loop. The system is shown schematically in Figure 14.

The proportional-integral (PI) controller for the hyvdrogen
flow rate used a function of the temperatures measuréd along the
central axis of the reactor as an effective controlled variable. This
function of temperatures was chosen to inciude information about beth
the height of the hot spot temperature and its axial nosition along
the bed. Various Tinear énd non-linear functions of the temperatures
were tried, none of which appeared significantly superior to the rest.
A controlled variable of the form (5~1) appeared to be the most adap-

table:



104

wneve the oy are position weights and were selected to suit a particu-
lar temperature profile about which data was collected. For many pro-
files, this type of function gave adequate control and variations of
the temperature profiles about a given operating profile were suitably
restricted. Unfortunately, the expression in (5-1) wes not adequate
for all operating temperature profiltes, particulariy for profiles where
the hot spot was weil centered but rot teoo high., In fact, this central
position was difficult to control ahd experimentaily appeared very
much to behave as though it was an unstable steady state. Any stight
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change in the flow controls would cause the hot

[¢5
-t
77}

by 100 to 200°C. /An cpposite change in flows could just as easily
cause a sudden guenching of the reaction. The severity of the control

probiem was thus very dependent on the chosen coperating temperatuy

[

profile about which cgntr01 was desired. Data were coilected about
suitable profile over several hours with a discrete sampling inter-

val of 60 seconds. Usually about 100 data points were selected for

the parameter estimation stage.

sental runs is given in A;pendix 3.

Muser sy oo gl ik Eoroey L4 - YT
oynanic uata Tor the cxpery

5.3 Parameter Estimation and Model Fitting

The reactor partial diffevential equations contain several

parameters which must be estimated from multirecponse data. In this
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how it is applied when fitting the state space model to the reactor

data.

5.3.1 Multiresponse Estimation

Least squares parameter estimation in systems wiere a
single response is measured is a well known procedure. Justifica-
tion for this method relies on the assumption that the measure-
ment errors are independent normally distributed random
variables, with zero mean and constant variance. The Teast squares
criterion for single response systems can be devived using & Beyssian
approach. Box and Draper (B5} have used a Bayesian approach to cbtain
a muitivariate criterion to be minimised, when estimating common para-~
meters in multiresponse systems. Using a multivariate Bayesian post-
erior density function, they first obtain the marginal distribution
ot the parameters and then show hew one can maximise this by mini-

mising the determinant, J:

Cs

ll
0~ 22

10

=171

where B vector of the unknown parameters.

, . . Lth .
. vector of residuals for the i data set

The e, are the residuals obtained when the model predictions are sub-

tracted from the measured responses. Equation (5-2) represents the

nultiveriate genzralisation of the single response least squares criteri

-

(8)e; (p) | (5~

a,
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The detzriminant J may be minimised by several of the available optimisa-
tion techniques (gradient, divect search, simpiex, etc. (see Himmel-
blau (H4)).

An iterative approach to obtaining the parameter estimates

is given by Wilson {(W2), who Tirst obtains a cond 't:onu: esvimate of

the dispersion matrix, D:

wheve ~ indicates "estimate". and m is the number of responses. He
then obtains a conditional estimate of the parameter vector &, con-
ditiorat on D, and by iterating betws these two conditional esti-

nates, he shows huw the unconditionsl estimate of the paremeters |

¥

obtained. A sumvary of his method and an algorithm is civen by

Jutan (J1).

5.3.2 A Method for Pavameter Estimation in a Staie Space iodel
th

[

In Section 4.10.1, we derived a 7 order aiscreis siate space

model. If all temperatures along the length of the veactor are mea-

- P N L Tl n sy ; W IvT
sured, the output vector will be 731 and the measuvement matrix, /x7:

7% 7%
y o= H

-
t
Lo
—
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7x1 7x7 %2
x(t + 1) = Ax(t) + Bu(t) A , (5-5)
2x1

One common method for fitting a state space model is to simply
guess the order of the state medel, consider the elements of matrices,
A, B, H to be parameters, and fit these parameters to the data by a
least squares method. However, the number of parameters (126 if A,

B and H are full) would be prohibitive even if a sparse canonical
representation were used. Clearly a different approach iz requived.

An examination of the differential equations for the reactor
(Section 3.4) shows that there are only a few parameters or groups
of parameters which require estimation. One can identify four such

parameters:

(1) Dy (effective radial diffusivity)

(2) (k/ko) (cetalyst activity, sce Appendix 1)

(3) B, (Biot number)

(4) Aep (effective radial thermal conductivity)

Thera are of course, a whole series of parameters associated
with the kinetics oF the reaction systam. For the present, these
parameters ave considered "known" and a further discussion is given
in Sectien 5.3.3.

in Section 4.7.2, the reactor temperature profiles were shown
to be insensitive to Der and a precise estimate was not required. In

Section 2.2, estimation of the Biot number Bi is discussed. Large
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values of Bi imply that most of the resistance to heat transfer is in‘
the bed itself rather than being Tumped at the wall (Section 2.2.3).
HoWever, once Bi is larger thah about 20, the precise value of Bi
becomes less important as seen by Equation (4-16) where B. occurs in

a term of the form

>‘er4 . Bi
e By 2

The Biot number for our reactor was estimated from the litera-
ture (B1) to be 43,5, and simulation studies showed quite clearly that
any value of this order of magnitude produced essentially identical
profiies.

Therefere, the primary estimatiﬁn problem was yeduced fo two

important parameters (k/ko) and In Chaptar 4, it was chown that

ar’
beginning with the partial differential equations, ore could cbtain
a state model by the foliowing stages:
(1) Apply collocation in radial direction,
(2) Solve steady state equations to obtain an operating profile,
(3) Apply collocation in axial direction,
(4) Linearise the collocated equations about an operating
profilte,
(5) Eliminate the concentration variables to obtain a continu-
ous state model in the temperatures,
(6) Integrate the continucus model te obtain a discrete state

space model ¢f the form


http:estima.ti.on
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x(t + 1) = Ax(t) + Bu(t)

The equation relating concentrations to temperatures (4-62)
: p \

follows stage (6), and is written in the form

C(t) = Hx(t) + cu(t - 1)

The overall algorithm may thus be viewed as a "mapping" of a
few physical parameters into the state matrices, A, B, H and G.

In stage (2) above, one of two approaches could be teoken. The
operating temperatuve profile wos in fact the steady state profile
obtained by solving the steady state versions of all 7 PDE's: 6 con-
centration and 1 temperature (4-22) to (4-24). AXternativeiy; the
operating temperature profile was obtainad by averaging the temp -
erature data in time to obtain an average operating temperature pro-
file. The concentration profiles corresponding to this, were obt
ed by solving the steady states of the remaining 6 concentration
Equations (4-22) to (4-23).

Once the state model is in the discrete form, the residuals
may bz obtainad by iteratively solving for the states x(t) at t =

0,1.2.... etc., and then using the measurement eguation to obtain the

predicted output temporatures fr y( = Hx(t), where {from Section
. §
5.1.1) ., the AU oeder unit matrix. The residuals N(t) are

calculated as

=
—

i
HA
o~
S er
A
L]
s
.
o
S
o~
(821

4

Y
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1
1
guess paraneter
vector B
I
Collocation in v, gives 7 non-linear
. 3 PDE's in z,t
Obtain average T o //J Snlve steady state
profile from data, ,/5;;ratino version of 7 PDE's
solve 6 conc. equa- ///// Profile? get T,C profiles as
tions. qet T. ¢ —(2)—_ Steady state (1) —(l)ﬂmw—"‘*ﬁf . £
IS, qe }, as or Average (2) ! unction of z

function of z e | (4-23) to (4-25)

y — LA

!

- ) R 4 T
Apply collocation in z + Quas-i S.S. assumpiion

ito give 6 non-Tinear algebraic equation for conc.
‘ and 1 non-Tinear PDE for Temp. (4-46)

.lwﬂ?ﬁ€557§é“55out operating profile set up matrices
1 of partial derivatives (4-47) to (4-49)

I
(SSTVé‘fbr continuous state space model

i
; Equation (4-51) ?'
. ) e

! Integrate {4-57) to obtain discrete model i
!Equation (5-5) written as x(t) = Ax(t-1) + Bu(t-1)|
- ¢ :

i Calculate residuals N(t) from (5-6) using

|

{

1
x(t) = Ax(t-1) + Bu(t-1):y(t) = Hx(t)
) e = y{t) + 1) |

o
i

Feed N{t) t=1,2,... into parameter estimation
routine to calculate A

Prew = Bo1d " A8

o

Figure 15: [low Chart for Parameter Estimaticn Algovrithm.




The residuals are fed to a multivariate parameter estimation
routine which updates the initial parameter guesses in accordance with
minimisation of the determinant J in (5-2). A flow sheet of the estima-

tion algorithm is presented in Figure 15,

5.3.3 Application to Reactor Data

Several difficulties were encountered when the estimation algo-
rithm in Figure 15 was applied to the reactor data.

(1) The estimation surface was very vough and many of the mimi-
misation routines simply converged on any one of the many local minima
that were encountered,

(2) Extreme parametric sensitivity existed for the two important
pareameters, k/k0 and Aapt Examination of the energy differential
equation showed that these parameters featured prominentiy in the
subtraction of two large, almost equal numbers. This can be demunstrated

by writing the steady state energy balance equation as (see (4-24)),

dT Aer(heat remcval) - (k/ko)(heat generation)

!

i

it
P
o1

i
~
p

VT

The small temperature wave velocity Vo (=~ 107 7) (prevalent in

gas solid systems) magnifties the sensitivity cf the derivative to the
- e - hanase 4 ~1rd 14
paramneters Aep and k/ko, Often changes in the 37 or 47 significant

figure could cause dramatic changes in the reactor profiles. This situa-

fon was aggravataed by the highly exothermic nature of the heat generation

ot

Facad

eym

(%]

The parametyic sensitivity of the cteady state temperaturs profile
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to small changes in Aap is illustrated in Figure 5a.
In order to obtain a sturdier control of the sensitivity of
these two parameters, a third parameter was introduced by expanding the

thermal conductivity parameter into effectively two parameters
(5-8)

The extra parameter o allowed for fine tuning of Aer' This narticular
form was chosen to i dentify the o parameter with a radiation effect,
thdt would cause additional heat removal at high temperatures. See
Secfion 3.4,

(3) High positive correlation existed among the parameters
especially between Ao and (k/kO). This is again due to the form of
Equation (5-7) where these paramaters govern almost equal but opposite
effects. Correlations of up to 0.5%8 were quite common and caused
severe convergence difficuities. See Appendix 3.

(4) A large computational effort was involved in fitting these
state models. It ic evident from Figure 15, that a once through caicuia~
tion to obtain the residuals involves a great deal of numerical computa-
tion(16-25 secs CPU time ¢n a CDC 6400). 1t was thus important to use
g highly efficient minimisation routine that required a winimum number
of function evalustions %o obtain an acceptable model fit. Marquardt‘s
method (M4) proved to be superior to other methods used (Simpiex, Poweil,
steepest descent, sce (H1)).

(5) There existed, in effect, a discontinuity in the estimation
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surface, This occurred when a particular set of parameter estimates gavé
rise to a dynawmic A matrix for which the discrete state model! had one or
more eicenvalues outside the unit circle. The model is then dynamicaliy
unstable and the states increase in time without bound. The residuals
become infinite and tne response surface exhibits a discontinuity. These
discontinuities were scattered across the response surface and appeared
suddenly, for what seemed to be quite veasonable sets of parameters.

(6) A11 elements of the multivariate residual {noise) vector
N(t) as previously indicated, represent the noise content of axial temp-
eratures measured in the reactor. It is alwost certain that, since we
are dealing with noise content of related temperatures along & reector
profile, some cof the elements of the noise vector N(t) are Tinzarly
dependent. It is reasonabie to expect that any underlying nxise or

~

disturbance, affects the profile in such a way that certain femvers-
tures would always tend {o move in the same direction and manner as
others. This implies that there are only a few fundamental distur~
bances which make up the 7 noise sequences in N(t) and that in fact,

the N(t) vector is not fully 7-dimensional. This problem is dealt

with in Section 5.4. MNevertheless, this linhear dependence amongst
elements of N(t}, implies that the determinant criterion J in (5-2) wili
ke nearly singular ivrvespective of how close we are to a minimum. This
fed to numerical instability and caused many of the minimisation routines
to fail. A more stable obizsctive function was simply the sum ¢f the sum

of scuares of the residuals which does however, imply, for statistical

L S R A SR P PR TN E PR SPT TS S P R, ~ O A S R T
dustification, that there is no corvelalion botween tho elemants of N{t}
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and that all the variances are equal (B5). This, in fact, was not true,
but the procedure can be justified simpiy as a minimisation of a close-
ness of fit criterion to obtainrreasonab1e estimates for the dynamic para-
meters. When a proper characterisation of the noise was added (see

Section 5.4) more statistical justification was possible.

Further Observations on Estimation Difficulties

In Section 5.3.2, four importént parameters were identified. This
assumed that all the kinetic parameters (except catalyst activity) are
known (from a previous study (07, S4), see Appendix 1). It is common
practice to perform kinetic studies on one reactor (for experimental
convenience) and then use the kinetic estimates obtained an this reactovr
when dealing with the same reactioh in what may be a completely diffarent
reactor (size, type). However, it is true to say that the kinestfic pars-
meters estimated by studies on one reactor may not be valid for a naw
reactor. In fact, the parameters obtained should be treated as prior
information and re-estimated along with the new parameters (H5). In
our problem unfortunately, the introduction of 10 or 12 more kinetic
paramaiers woula make our estimation problem computationally Unfeasible.

Tt may however be rossihie to update these kinetié paramaters
in a conditional fashion as described by Wilson (W2) (see Section 5.3.1).
~ From the fitted medels (see lster), it appeared that the kinetic parameters
chtained from the previous study (01, S4) were adequate, and did not

require re-estimation,
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Procedure Adopted for Fitting a Mode

(A) Time average the dynamic data from the reactof. This provided
an average operating profile. It also showed up any thermo-
coupie biases that exiéted (see Section 5.1.1 and alsc Figure
16} and these were corrected for by providing a cournter bias
so that the data point lay on a smooth curve passing through
the remaining temperatures.

(B) Use the steady state version of the partial differential
Equations ((4-22) to (4-24)), to set up a steady state grid
search with the objective as the sum of squares of deviations
from the given operating profile from step (A). This pro-
vided a feasible initial estimate for the parameter vector.

(C) Using a non-Tinzar Teast squares routine based on Harg-

rdt's methed (M4), fit the steady state versien of the

fal

U
reactor eauations (see step (B)) to the operating profiie.
This provided reasonable initial estimates for the final
dynamic data fit.

(D} Proceed with the dynamic model fit using estimates from step

~ .

(C). 3Several iterations (B)to (D) were usually reauirad,

Results
It was mentioned previously (Section 5.3.2) that for the dynamic

fit, two alternative procedures were adopted: linearisation about the

.
s

steady state temperature profiie of the model, or linearisation about an

average cperating nrotile obtained from reactor data records. Usualiy,



these two profiles were similar, but in general, the average profile
(see step (A)), was better centred in the data. In fact, there is no
special motivation for Tinearising about a steady state in the vicinity
of the operating profile and,as mentioned previously (Section 5.2), the
experiments showed that the steady state in the vicinity of the operat-
ing profiie appeared to be unstable, and any slight change in the flow
controls caused large changes in the reactor temperature profile. It
was thus not possible tb obtain the steady state experimentally under
open loop.

Resuiits of the fitting process are illustrated in Figuras 16,
17, 18 and 19 for a particular run 26 May, 1976 and the state spice
model obtained is given in Appendix 3. Figure 16 shows the operating
profile obtained by averaging ithe dynamic data in time. Biases on themmo-
couples 2 and 7 are clearly shown and counter biases are added to make
all data points 1ie on a smooth curve. |

Figure 17 shows thg operating profile as well as how well the
dyramic model (which is Tinearised about this operating profile) predicts
the dynamic data. In this figure, the profiles at t = 4 and t = 11
minutes are shown as well as the 2 ¢ Timits for the thermocounle measure-
ment ervor.calculated by taking the average variance of fho M(t) vector.
The predicted profiles are well w1+h1ﬁ these 2 o limits 1ndi ating a
gbod fit. Ar overall measure of the fit for all time is given by the
sum of the variances of H(t): for Figure 17, this vaiue is 48.5 indicat-
ing a good fit. Total sum of squares of residuals was 2867. The cdynamic

data, the estimation proaram used and the state spacs model obtained dre
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given in Appendix 3.

In Figure 18, the dynamic model was fitted by linearising about
a steady state (close to the operating profile) obtained from the model
(see Section 5.3.2). The model predictions are again compared with the
data at t = 41 minutes and t = 11 minutes. The 2 o limits for the data
point (near the hot spot) is shown. A1l the model predicticns lie
within these 2 o Timits but the overall fit for all time is not guite
as good as that shown in Figure 17 as verified by an increase in sum

r

of variance value to 55.6. Total sum of squares was 3282.

-

Thermocouples were placed at the radiail coliocation points r =
0.577 (see Section 4.4.1), at three different axial positions. In
Figure 19, the three radial profiles predicted by the model at £ = 41
minutes ave compared with the data. The good fit ohtained implies fhat

the model assumption of guadratic radial temperature profiles (Section

4.4} was quite adeguate and that radial gradients were significant.

Concentration Data

A1l the ashove model Titting used only temperature data. Towards

2

the end of this study, the gas chromatograph (see Section 3.2

) wWas

4
™

succassfully intarfaced by Tremblay (T4) making concentration data

aveitable. The chromategraph raguired 361.3 seconds to complete an
analysis of all five mole fractiens on the product (H,, Crs CS’ C2’ C]).
At the end of an analysis, the computer is signailed to coliect the

refevant data. The chrowatograph thus controls the times at which con-

. o e e o oy e s g ot 3 . R P T I M Ao N o AT g
caertration date gre availenie snd 11 was not possible to properiy
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synchronise the temperaturé data (which is controiled by the computer)
with the concentration data.

Nevertheless, a major value of the concentration data was to
eliminate any level biases in the model predictions that were evident
in the mole fractions and in the overall conversion. For the-purposes
of a model fit, using both temperature and concentration data (mcle
fractions (MF)), the mole fractions were approximately matched un to
correspond to every sixth 1 minute sampling interval for the tempera-
tures.

A simple sum of squares criteria was used to fit the concentra-

tion and temperature simultaneously

N7

S i ?
] = | ra) Canq2
J tzo jé1LTjt(¢dia) Tjt(mouei)]
N/6 4 ; )
+a )7 ¥ [fF ((data) - WF . (model)]”
t=0 j=1 9 J

where 2, v, are weighting factors. The fitted state space matrices are

given in Appendix 3, 23 Sentember data.

Resuits

ame set of parameters Ays © and k/k fsee (5-8)
L

-
=3
ot
—te
v

D

and Saction £.3.2) were used to fit the model to both the concentration

and temperature data. In order to improve the cencentration fit, an

L

extya parameter i

A

o V@S introduced. A change in Der did not affect the
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temperature profile much, but significantly improved the concentration
fit. 1In order to keep the total number of‘parameters to a minimum ,
parameter o was fixed at a previcusly estimated value. It was mentioned
previousty that Ao and k/kQ were highly correlated, when fitting the
temperature data alone. The sum of squares estimation surface wolild

be a long cigar shape. Typical correlation matrices for 26 May and

23 September data are given in Appendix 3. A pair of values for Ao

and k/kO lying anywhere along this ridge

| 8
k/k, i [/

7" ™SS surface

gave simitar sums of squares of residuals, for the tempevatures. The
inclusion of the concentraticn data effectively positioned the pair
(Ag, k/ko} along this ridge so as te match up the concentration data,
while maintaining 2 good temperature fit.

The temperature profile fit is compared with data in Figure 20.
The axial temceraiure profile are shown at two times (t = 36, t = 82
minutes). The 2 o thermocouple error band on the data poinis is given,
showing that the medet predictions are well within this band, and Lhat

ynamics have bean well matched. The sum of the vari-

the lemperature d

. . . 2 e s .
ances for the 7 tempevatures, j oy, s Was 39.8 indicating that the over-
i

all temperature dynamics too, were weil matched.
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The mole fracticn data was épprox’mate?y synchronised to the
model predictions at every sixth one minute sampling interval. Tcking
this into account, the model mole fraction predictions were compared
and the data is presented in Figure 21. This figure indicates that both
the Tlevel and the dynamic trends in mole fractions of the various species
have been well matched by the model. The conversiocn of butane is also
plotted. The mole fraction of the fourth component C2 was too small to
be detected by the gas chromatograph<and the data showed zerc for this

value, (the model predicted an average of .006).

ot

In spite of this rejatively crude synchronisaticn of temperature

-

and concentration data, the model appears to predict the overall mole
fraction trends and levels well, while at the same time, maintaining

a good fit on the temperatures. We have thus been able to obtain ade-
quate fits of the state medel to both temperature and concentration
dynamic data using the algorithm described in Section 5.3.2.

We can compare this with the method of fitting an empiricaliy
chosen’mode1 (canonical state variable or transfer functfon form)
directly to the data by estimating theVTarge numbeyr of paremeters
occurying in these forms. In this latter case, a minimum of prior in-
formztior about the physicsl reactor is used. The starfing point for
the method uced have is the PDE's describing the dynamics ¢f the reactor
and in a sense, maximum prioy information is used. Some of the advant-

ages and disadvantages of the method used here are given below.
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Advantages
(i) A small number of parameters can be used to fit the data;
all have physical meaning and can often be estimated from
the Titerature.
(ii) The number of paremeters to be estimated does not increase
with the order of the state mocdel. So, if in'fact we

th

required a 107 order state model to adequately describe

the dynamics, we would still have only two or three para-

th ordey modef

meters and these would .be "mapped" into a 10
using the algerithm in 5.3.2 with relatively minor ‘ncrease
in comoutation timse.

(ii1) Extensive information is provided through the model: axial
concentration profiles may be calculoted from the states of

the model; radial prefiles of both concentration and tewpera-

tura are obtained as a function of the states of the model

Disadvantaces

{i) The partial differential equations of the reactor model are
difficul® to work with and many simplification stages are
required.

(11) Computational time may be excessive.
(i11) ITl-conditioning may be induced into the estimation surface
by ail the numerical steps requived in the estimation proce-

dure.
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(iv) A largs effﬁft mist be expended to obtain a usable model
fof this system - a point which may curtail the interest
of industry. Nevertheless, the model fitted here does
provide an adecuate description of all the complex temp-
erature-concentration dynamics in both the radial and axiel
direction as well as extremely usefu?l relations which aliow
prediction of concentrations from taaperature.

€

So far, we have dealt with a description and modeliing, cnly

of the reactor. In order to Tully des-

U}

of the deterministic dypamic
cribe the true dynemic-stochastic nature of the system, the stochastic

noise characteristics of the system must be modelied.

5.4 Byiiding a Noise M

The represcntation of the deterministic dynamics of a system
in the state space form has bean discussed. From (4-2) the state equa-

tion is

x{t + 1) = Ax(t) + Bu(t) (5-9)
with a measurement equation
(£} = Hx(t) (5-16}

This model provides a dascription for only that part of the output
{y(t)) variations caused by changes made in the nanipulated variabies

F e o~ [

Uit). Equation (5-9) does not accodnl Tor deterministic Jovad disturbancs

L7
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These could be accounted for by adding an additional term. The mocel
is deterministic in that it aliows for no model error, no measurement
error nor any random process disturbances. Obviously these effecis
are important or else there would ba no regulatory control problem.
This noise or disturbance part of the system that cannot be exniained
by the deterministic model {5-9) and (5-10) must be accounted for by &
stochastic model.

There are basically itwe appfoaches to modelling these stochastic
components. The first makes the assumption that all the disturbances
can be represented by introducing additive white noise vectors %o the
state equation and the measurement eguation. The combined dynamic sto-

chastic model then takes the form

where W(t) and v(t) are independent white noise vectors with covariance

matrices

Efw{t)v' (t + k)] =0 for all k

(63 ]
¢
—
©
~

E(v(tiv'(t + k)] = Ry (

w(t) is usually thought of as representing the process noise or distur-

hances and modeiling error, and v(t) represents the measurement noise.

v
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It is in general, not possible to uniguely identify these two noise
sources from input-output data, nor s it necessary from a control
standpoint (M5). The stochastic parameters tc be estimated in the model
(5-11), (5-12) are the elements of the covariance matrices Rw and Rv.
Since unique estimation ¢f full Rw and Rv matrices is not in general
possible from input-output data, some simplification in their structure
(i.e., restriction to diagonal form) is often made (H6),and the reduced
number of parameters adjusted in some monner to best fit the data or
give the best control when the stochastic control algorithm,derived
from (5-11) and (5-12),1s implemented.

One problem with such a crude YCPT“S@ntﬁvIOH of the stochastic
part of the model 1is that all the noise is assumed to enter into the
process Tike an input and pass through the process. The time dependeice

1

- e
naracy

fD

of the noise is thus governed solely by the dynamic ¢ ristics of
v

the deterministic modal. In practice, since wmany types of disturbances

or noise do enter the process in this manner, this may ba & reasonabi
assumption. However, in other cases, where the major disturbances are
generated elsewhera in the system (e.g., internally in the catalyst
particies) this structure for the ncise may be poor.

The alterrative is to independently ddentify and fit a state
space modal for the actual stochastic disturbances in the system from

input~cutput data. The combined dynamic stochastic sysiem can be

represented as an atigmented state space model,



5.4.1 A Dynamic-Stochastic State Space Model

To identify and fit a noise model for a state space model from
input-output data, one must treat the residual vector N(t)(see (5-6)
as the stochastic noise sequence and write the dynamic-stochastic model

as

x(t + 1) = Ax(t) + Bu(t) (5-14)

<
Py
o+
—
1
oo
e
—
(2l
~
+
—
—
[
——
(%]
H
et
T
~

In general, N(t) can be medelled by a multivariable lincar autoregrassive

integrated-moving average (ARIMA) time series model (BS, W2) of tha fomnm

:b(B)vd:E!(t) = 8{B)a(t) ‘ (5»16}

where

6{(B) is a matrix autoregressive polynomial of back shift
operators B
d oL th eae
v is a d7 difference operator
6(B} is a matrix moving average polynomial in B
/

R is a back shift operator such that BN(t) = N{t - 1)

a(t) is a white neise vector sequence with covariance wmatrix }
The identification and estimation of the single variabie noise models
is discussed by Box, et al. {B6) and for multivariable noise models by

Wilsen {M2). It can be shown that under certain conditions (BS), any
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purely moving average (MA) process of finite order may be renresented
by a purely autovegressive process (AR} of infinite order. Many
common stochastic disturbances are well approximated by an auto-

regressive process of finite order, say pth order.

o " (B)(E) = alt)

pr——

5-17)

The AR parameters appear linearly in the models (5-16) and (5-17) and
may be estimated by linear least squares methods. Estimation of the

moving average pavameters is a non-linear problem. If the roize model
is stationary (mean level of the disturbances is constant) then we masy

. . . th
represent the multivariable noise model as say a p~ order AR model

EARY
? 4 / L
o (B (

| FeH

I¥ for simplicity,we begin with a first order AR model AR(T)

then {5-18) becomes

(1 - 6B)H(t) = a(t)

wheve ¢ is a full matrix of parameters of order m (see (5-20)).
For n states, m measurements, and p control variables, then in

{5-14), {5-75) and (5-19), the orders of the matrices are



A(nxn) x(nx1)
B(nxp) Z(mx?)
H{mxn) u(px1)
¢ (mxm) | N(mxT)
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After fitting the dynamic-stochastic state model in the form

(5-14), (5-15) with an identified roise model (5-19), one can obtain

the standard dynamic stochastic model form (5-11) and (5-12) as

Define m new states s(t) such that

oy

{£-20)
follcws.
{5-21)
(5-22}
(65-23)



{0i¢ ! (m+n) x (m+n)
B = {~-- (min) x »

w (t) = }---1 a{t) (wn) x 1

lm
*
v(t)=0
H o= [H 1 mox ()

x
S~
-
L
i
i
]
i
—
3
I
=
~—
><
—
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Then the ausmented dynamic stochastic model can also be represanted in

the form (5-11) and (5-12).

where
. nlolol o ‘
Rw = === | and Y = Ela(t)a'(t)]
° ;‘) ; ‘)“%
and

—~
L1
H
=3
71
——

(¢

o
&0y
[

Do
)

For an AR(Z) model one would have to defiuse Zi new states s{t)
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and the state model would be of order (n+2m).

5.4.2 Parameter Estimation

Least squares estimation of the ¢ matrix of parameters in the
AR(1) model in (5-19) is a Tinear probiem. Define the autocovariance

matrix at lag k as

(k) = ELt

poia
—~
t
N
—
d.
+
=~
~—
|

and

- then for AR(1) and modei (5-19)

rk) =6 7k - 1) k31
For k = 1

' (1) = ¢ 7'(0)
and therefore

¢ = (1o (5-29)
For k = 0

r{0) = ¢ (1) +J | (5-30)
where

o= Ela(tlat ()] (see (5-27)) (5-27)
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substituting for ¢ we get
(o) = TH(LT0) T 4§ | (5-32

Once the residuals have been obtained, ¢ is easily estimated from {(5-29)
The estimation algorithm was detailed in Section 5.3.2 and in Figure
15, and may be extended to include estimation of the stochastic para-

meters ¢ in a conditional manner (12).

Algorithm

1. Guess dynamic parameters Ao (k/ko}, etc.

2. Obtain residuals N(%).

3. Fstimate ¢ from (5-29) conditiocnal on dyramic parameters.
. Calculate a(t)'s recursively from (5-19).

5. Feed al*)'s to a minimisation routine to minimise the

Iy

determinant criterion {(5-2).
6. Obtain updates for the dynamic parameters conditional on

¢ and return to step 2.

Results

The rasiduzls in the dynamic stochastic models are the &(t)'s,
the variance-ccvariance or dispersion matrix {see (5-3)) of the a{t)'s
Y, can be uscd as a measure of the goodness of fit of the model.. The

Towey limit for the variances of ?( is the variance of the measurement

error and from Section 5.1.1, this is known to be of the order of


http:d2terwina.nt

The variance-covariance matrix for the dynamic,DN(t),and the dynamic-
stochastic micdel, D, (y,¥s given in Table 2. These matrices are for
the same data i!!u ated in Figures 14 to 19 and discussed in Section

5.3.3 {i.e., 26 May, 1976 run).

7
2
From Table 2, it is seen that the sum of variances ) o o has
7 i=1 i
. 2 .
been reduced to 27.4,from 48.5 for ) oy (see also Figure 17) by the
i=1 8

incorporation of the stochastic mod E.
Recalling that U is the covariance matrix for the 7 axial temp-

eratures in the bed in the order T] to T7, Table 2 shows that the co-

variance between temperatures hes been reduced, especially betwser

temperatures early in the bed. A1l the variances o, 2 have been ro-
i

duced close to the measurement ervor, suggesting that the noise segquence
N(t) has been adequately accounted for by the assumption of an AR{1)
noise model. The dynamic stcchastic parumeters were first estimatec by

%

minimising the sum of the sum of sauares of the temperature residuals J

Cad

5= L ar(valt) (5-33)

alt t ~

The estimates from this minimisation routine were then fed to a voutine
that minimised the determinant J (5-2) but little change occurred.
Towards the LPU of this study. a multivariate identificaticn and

checking vnrogram became availeble {W3). This program calculated mult

variabie auto-correlation and quasi-partial correlation matrices Tor @


http:residue.ls
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TABLE Z: Variance-Covariance Matrices for Dynamic and Dynamic

Stochastic Models for Data Taken 26 May, 1976

665 .93 1.65 2,13 - .44 - .0f 18
4,66 . 139 .88 .20 -1.586 - ,89
3.77 2.41 1.01 2.84 2.75
o - 6.36 1.81 5.28  2.46
N(t)
symmetric ‘ 7.60 7.40 6.30
12.17 10.54
10.35
Variance-Covariance matrix for N{t)'s
7
Y2,
iw]cai =48.5
Total sum of squares = 2867
3.83 .59 1.34 1.95 - .25 .55 .34
4.23 .39 1.26 .97 - .39 .065
3.23 1.84 .20 1.64 171
Dg(ﬁ} = 5.09 .28 1.24 .91
symmetiric 3.19 1.34 1.26
3.62 3.36
4,17
Variance-Covariance matrix for a(t)'s
7 o
Jooa T=27.4

Total sum of squaress= 1615
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multivariable time series. The g(t) series calculated frowm (5-19)

was tested and showed no evidence of auto-correlation in time: the

85% confidence band avound zero was 0.263; the Targest element in the
auto-correlation matrix at lag 1 was 0.232 and the average of the abso-
Tute vaiues of all the elements in the matrix was ~ 0.06. This con-
tirmed that the a(t) was a white noise sequence and that the AR(1)
model in (5-192) was adeguate.

The stochastic part of the model was thus properly identified;
a2 noise model was develeped and jointly fitted with the dynamic medet.
A Targe imorovement in the medel fit was obtained, as indicated by the
reduction of the dispersion matrix (Dﬁ(t) to Dé(t))down close to fiea-
stiremant erver (4.0's along the diazonal), In the next secticn, ihe posse

ibility of raducing the dimensionality of the noise model is examined.

5.5 Dimensionality Reduction for the Noise Model

In Sectien 5.3.3 (step (6)) it was pointed out that the 7 states
in the model are related tewperatures along the reactor profile. It is
thus quite possible that a few (2 or 3) underlying disturbances in the
systam e7fect grouns of these temperatures in a similar manner. It is
then these few fundamental disturbances expressed as a 15near combina-
tion of the 7 temperatures that defermine the actual dimensionality of
the rofse vector N{t), which may in fact be much less than 7. Tha

)

is directly preportional to the dimensionality of the noise model ﬁ(t?.

o

order of the augmented dynamic stochastic model (Section 5.4.1, (5-2


http:funda1r:entf.1l

141

It is thus possible te reduce the order of the dynawmic-stochastic model,
Furthermore, an analysis which shows up the fundamantai disturbances

in the system as seen through the temperature measurements, may provide
a deeper insight into and better understanding of, the process. Of

prime interest here is the development of a dynamic-stochastic process
model for the purpose of control. IT one can determine the fundamental
disturbances in the system, then the control scheme need take only these
few into account. In the next section, a cancphical analysis of the nnise

model is used to select out the ‘uvdum~.% 1 disturbances in the cvoten,

5.56.1 Canonical Analysis of the Noise Modeld

MacGregor (M6) nas epplied & canonical analysis to muitivaviate
noise models. For simplicity he considered a first order avtoregressive

model (see {5-19))
HOt) = si(t - 1) + a(t) (5-34)

g ’

It was shown in Section 5.4.2 that for this system, the auto-covariance

at Tag k given by

6 = o {10 (5-35)



r(0) = r (D)) v (1) + 7 (5-35)

Suppose that there exists some canonical form for N(t) such that
most of its "activity" cou]d be represented by a few Tinear combinations

of the N{t)'s say &](t) = £; Ht) Ké(t) = k?'g(t), etc. Box and Tiao
(B7) have developed a scale Tree measuie of the “activity" by using the
idea of the most forecastahle variation. Using this idea, the first

principal comporent

Ht) = £ dA\th & alt) = Ryt - 1,05 + 3 (t

=z

oy (8 =

is obtained by finding that linear combination ET which maximises the
ratio of the variance of the one step ahead forecast &1(t,i) to the vavi-
ance of the forecast errov a}(t).

MacGregor presents severs! alternative ohjective functions that

could he maximised {see (5-39) to (5-41)) The most convenient one baing

X \M(m)] g1 67(0)8 g
1 VETET ule,

()

H
[o%
<

e

o)
=
r.--

—
(&)

H
(5]
(2]

~—

! 11

o~~~
o

i
(%)
~3
At

where Vix1 is the variance of x. Eauation (5-37) is known as a "Ray-

t Il\

Teign Quotient” (N

F\J

Voand the solution ot (5-37) is obtained by solving
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~
1)

the generalised eigeavalue probiam
. .
-1 - "
[r (Mr(0) r(1) ~ a7 f = 0 (5-38)
The maximum value of (5-37) is equal to s the largest gensralised eigen-

value of (5-38) and the corvesponding generalised eigenvecter £y gives

1) 's which maximises (5-37). If alter-

——

that 1inear combination of the
natively, we had maximised the ratio

VIR, (£,1)]

V[NT{t)]
and obtained the correspondirg largest eigenvalue u1(0 <y < 1) from

I -
[T () e (1) - r(0)3¢; = 0 (5-38a)

we can see from (5-36) that if

VA (E:1)]
T ey (0 <3y < 1) (5-39)
1 VLN]Kt)J i
then
Max V[ﬁl(t,1)] ) o o)
f . mmmm———— >\-E i -'l"“:"'""" (5 [\J
1 V[a1(t)} Hy
also ()]
Viaq (t
tax ”iij"“”“ =1 ~ uy (5-41)
£y VLN, (t)]

AT the coveriance matirices ara symmetric positive definite
ethers can be positive semi-detiinite) and at mest there can be m real

positive roots Wy Y dp > w and all w.; < 1. The generalised mxm modal
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matrix L, formed by letting each zi be a row, simuitanecusly dia-
i o
. y i -1 . . 5 . ,
gonalises (N2) v (1)r(0) r(1) and } in (5-38); we can also cheose the

normalisation of the eigenvactors such that

(Va(t)l=)LJL =1 =] = (5-42)

-
A non-singular transformation of the AR(1) model (5-34) gives

N(t) = LN(E) = Leli(t - 1) + La(t)

(LoL™ LNt = 1) + La{t)

(t)

i

Gt - 1)+

[Fel
—~
[
H
s
L
o

Furthermore from (5-42) and (5-36) because L simultancously

H
~

diagonalises § and ¢r{1), both the a(t)'s and the N(t)'s wiil be un-

correlated with each other. From {5-42), the &(t)'s will have equal

variances and from (5-41), each V[ﬂj(t)] = 3—%;77—. The new canonical
. . ) "J
noise variables, N1(t), Nz(t)...Nm(t) account for the most activity,

the next most activity and so on. Say we have determined that,of the

m eigenvalues As found, the Tast r were not significantly different

.
i

vom zero. This would imply,using (5-37), (5-40) and (5-42) that

, i - .
Lo o1{0) g £, = st = je=m-4 4+ 1,..m
-J -J- [ Uj
i
this impiioes ¢ £, = 0 =t vi- ] m .
mpi ¢ J= ’ (5-44)



or that r eigenvalues of ¢ ave zero and that the noise model (5-34) ig
not fully m dimensional but may be represcented as a (m-r) dimension:
()

model. This alse implies that the covrresponding Tinsar combination of

the N(t)'s for measured temperatures y(t)'s,are white noise sequences.
Lon(t) = N (t) = a.(t) Jem-r+1,...m (5-45)

These last r elements of N(%) therefore contain no information

(not forecastable) and may be eliminated from the noise model., Making

use of (5-44) we can write the canonical noise model from {5-43) as

N, (t) L {t - 1) & (t)
A — - A i
[ ! } '
) . i ° R ,
N{t) by G et = 1) &(t)
m-v H -
o - = - . e s i e i e s [ S (RN - (Su[!‘.{)l
ML) ! Nit - 1) a(t)
Mmer+] . e im-r+l
i ¢ ;0 = :
X 3 i (- & L
Nm(t) " - Nm(c 1) am\L)
n N o . - »
where $m—r ic obtained as the upper left partition of ém = L¢L—£, The
forecastable part of the noise model is then
NCEso= 0 g, N - 0) 4 alt) + 6 a(tmn) N
m-r ) \ y ey -y r : (5-47&;
(m=yv ) X{m-r} {m-v)x1
The Tast term in (5-47a) can be added to a(t) to give a new correlatac
m-y
white noise sequence olt), say,where oit) = éﬂ ) + ¢Taw(t4ﬂ. However,
- s - “ifim ¥ -r
numerically, the elements of ¢ were of the same order of magniitude as
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-1 , L .
the lower portion of lgl. ' which is zero by hypothesis. So as a good approx-

imation, &rér(tiﬂwas negiected in comparison with the remaining ferms,
) is written as

and (5-47a

ey = 9 M(r - 1) + &(t) (5-47)
mn-r T omer m-r

(5-47) is the reduced dimension noise model and in order to write the
augmented dynamic-stochastic state model (Section 5.4.1) we would need to
define only (m-r) new states (see Equation (5-21))and the augmented state
model would be of order (n+m-r) for an AR(1) noise model.

It is advantegeous to be abis to test for the significance of
the remaining r eigenvaiues, once the {irst m~r eigenvalues,assumed to
be non zero.have been removed. Following MacGregor (16) we Tirst develop
an overal] test for the hypothesis HO that ¢ = 0. This test can be based

on the ratio of the generalised variances given by

_ 1L L Ire) - ¢ () ey .
A 4 5-43
]F(O)! IT(O)I \ /

Assuming normaiity for a(t), Bartlett (B8, B9) proposed an. approximate

test based on the fact that under the hypothesis HO: ¢ = 0,

o

L - m) - %—(Zm t 1)jlnn = Xzzm

o~
1
!
BN
l_l:;
-

~

N o= pumber of data peints, m = dimension of ii(t)
tence (5-48) is asymtotically distributed as a Chi-squared distribution

with 2m degrees of freedom.
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Now (5-48) can be written as (using (4-38a)

m

T T (1 - ;) - (5-50)

3
1 - (1)r(0) T r(1)r(0) 1; I -] m
i

i

1
and thus A provides an overall test of the hypothesis that all the can-
onicai 2igenvalues My are equal to zerc. However, we are more inter-
ested in testing the hypothesis that given the eigenvalues Hys Hopeoolin
are nhon zere, what is the probability that the remaining r eigenvalues

Mpept]® + My 8Ve zero. Bartlett showed that if we calculate

=y i
A= AlA“ o= 1 (] - u_;) i (] - UJ-) (5_51)
i=1 jem-rtl

the x~ test approximation for A may be extended to A" giving

S LN - m) - g (on o DTt = 8, (5-52)

as being asymtotically distributed as Chi-square with 2r degraes of
freedom. (5-52) may thus be used to test the hypothesis that the

remaining r eigenvaiues are zero.

2.5.2 fpplication to Reactor Dita
The canonical analysis described in the section above was
applied to the residual sequence for the data illustrated in Figures 17

to 19 and dispersion matrix DN y given in Table 2.

f’\

The matrices T(0) = By, . (1) and ¢, calculated from {5-35),

-
——

+
[

\/

are given in Table 3. The eigan\a?Lﬂ of ¢ were calculated o be
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Real . x¢ Imaginary
0.8208 0.1487 + i 0.1397
0.7207
0.4239 0.0869 + i 0.0868

indicatipg tnat the largest root .8708 was not too close to unity and
that stationary behaviour for the AR(1) noise model could be expected.
The ) matrix was calculated from (5-36) and the generalised eigenvalue
probiem (5-38) was selved using EISPACK (ET) and provided the following

t
soTution (eigenvectors normalised such that LEL = 1).

Generalised Eigenvaiues ia,u

(see (5-38)) A u Z'Tfé“x (see (5-38a)
3.361 0.7707
1.040 0.5098
0.2706 0.213C
0.1130 0.1051
0.0318 0.0308
0.0155 0.0154
0.0057 0.0057
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TABLE 3: Autocovariance Matrices and ¢ matrix for Reactor Data

r(0) = B§(t) (Table 2)
.
4,23 4337 067 - .45 -1.25 - .64
97 .81 042 23 - 54 - .77 - .71
1.50 -~ .23 72 1.44 82 1.09 90
r(1) = .18 - .49 1,13 2.32 25  2.82 .86
004 -1.23 1.38  1.81 471 7.0  6.13
32 -1.27 1.31  2.55  6.99  9.68  3.22 |
82 - .80 1.32 2,26 5.9  8.24 7.2 %
51 0673 15 - .081  .032 - .2 .25
058 .21 - .067 - .078 - .23 - .011 .13
002 - .11 10 16 27 - .34 24
o = - .13 - .007 .20 .30 4 -1 12
- 054 038 - .36 .23 06 49 085
- .15 041 - .36 .21 .27 .60 .070
~ 024 - 002 - .29 057 .31 .37 .20
J—
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Modai Matrix L of Generalised Eigenvectors

.09965 L3533 L1647 -.0635 -.1940  .5982 L1404

(21

~.5721 0683 L1260 . 1409 . 1807 .2650 -.3134

. 2457 .2444 1183

. 00069 . 3305 -.3280 -.3220

L=t 0934  .2710 -.2191 L0613 . 0669 .58569 -.6961
0545 3401 .0594 1625  ~.3020 .0255 2231
L0710 ~. 1631 -.4968 .2656 -.3343 .1084 . 1361
-.0922 -.07142  -.2506 .2720 L3479 -.8219 L6268,
o ._
L' . ‘
where L = ’ and the elements in £' refer to the temperature measure-
; _
% 2 ments yy to y., from left to right.
b )
Ly
. .

From the values of p above, we suspect that only the first {m-vr) = 2
or 3 eigenvalues will be of significance and we can test this using
(5-52) where N = 60, m = 7

TABLE 4. Significance Test for Generalised Eigenvalues

HO: Tast r u's = 0 A" ~[{N-m) - ;—(2m+1)]1nA“ x7m2(.05}
pi 0.8525 7.25 15.5
p=5 | 0.6709 18.16 18.3

L. 1

? o~ 'y + e - . “
The ¥~ values at the 95% significance level indicate that certainly the
tast 4 u's are zero and possibly the last 5. If we use the rasult that

the ltast & u's &re zero. this implies that the canonical noise mode?
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(5-47) will be of third order. Hence there are only three lincar com-
binations of the N(t)'s that have a significant amount of activity ar
information and only these three canonical noise variates ﬁ](t), ﬂz(t)
and N3(t) need be included in the noise model. The reduced dimension

$3 is calculated as (see 5-47)

¢35 = top left 3x3 partition of (L¢L']) is given by

- g ]

&1(t) ..862  -.127  -.061 i (t-1) 3

o~
[&21
1
(o]

(t) )= | -.045 .68 027 | . ﬁz(t-l) + éz(t)

N3(t) -.008  -.018  .432 Uy (t-1) | aq(t)
(1) = b5 Ny(t-1)  + ga(u)

What physicé1 interpretation can be put on the first three rows of
L, selected by the cancnical analysis, to be the Tinear combinations of
the cutput which contain the most information? The linear combination
for the most information (£1l3the first row of L) places the Targest
weight (-.5282) on the second last measurement y6(t). From Figure 17,
we see that this corrasponds to the average position in time of hot
spot temperature. This confivms an intuitive feeling that the hot spot
is the single most important measurement in the reactor bed. The second

'

Tinear combination places a large weight (-.5721) on the temnerature

w0
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yl(t) closest to the bed inlat. Thé inlet temperature is governed
closely by (see Section 3.2) the wall temperature and the feed pre-
heater. The wall temperature control configuration (because of its on-
off nature) would induce slow cycling dynamics to an otherwise constant
inlet temperature. Furthermore,when dynamic data was collected, the
total flowrate of gas tended to cycle due to the AR(1) dither signal
that was added to the butane flow (see Figure 14). The gas preheater

r
!

was selt at a constant heating value krrespective of the gas fiow through
it, and therefore induced inlet temperature swings whenever the *otal
flow changed.

The knowledge that the cooling loop and gas preheater was causing
a disturbance in the system would probably lead to a re-design o¢f these
elements in an industrial reactor’to eliminate these effects. Heve,
this is not possible and instead these disturbances are incorporated
into the noise model.

The third Tinear combination in L appears to place less weight on tne
previous two temperatures but instead weights all the remaining tempeva-
tures nearly equally, indicating that the average level of the tempera-
ture profile exhibited the third Targest variation.

The canonical a

s

alysis thus prevides a method for reducing the
dimensionality of the dynamic stochastic model. Furiner, it provides
useful, intuitive, information about the underlying disturbances present
in the process., which might, with proper interpretation of the under-

lying physical causes enable one to eliminate them.



CHAPTER 6

CONTROL STUBIES

6.1 introduction

In Chapter 4, Part B, a linear state space model for reactor
centrol was developed. 1In this chapter, the state model is used to
deveiop a linear multivariable, quadratic feedback control algorithu,
for regulatory control of the reactor (see Section 6.3.1). Kalwman
Filter theory (Section 6.3.2) is used to obtain state estimates for the
system. Two approaches are adopted in designing the controtier and
the Kalmen Filter from the reactor model. In Section 6.4, the white
noise terms in the stochastic state space model (w(t) and v(t) see fque-
tions (5-11) and (5-12))are not identified and modeiled independently,
but instead are approximated by adding a w{t) and v(t) (with estimated
dizgonal covariance matrices) directly to the dynamic model. The para-
meters in these covariance matrices are chosen such that the corres-
ponding state estimates approach their measured velues in the least
squaves sense. In Section 6.5, the reduced dimensional noise model
obtained in Section 5.5. is used divectly to derive an augmented state
model from which the characteristics ¢f the noise terms w(t) and vit;
are chiained.

in Section 6.6, the control &lgorithms developed from the two

-~
2]
5
[92]

e m e e 0 T S o P ; H + ~ Lovia 3
approaches (10 Sections 8.4 and 6.5) are implemanted on the reactor in

(84}

a seriss of DDC control studies. The two controllers are c"mparcd with

TE
[NV



eachmothﬁr (using predicted concentfations) as well as with a single
locp PI coniroller with feedback on the hot spot temperatura. A final
control run which uses the best of the two multivariable aigorithms was
implemented and the cutputs from fhés controlier were compared to con-
centration data from the gas chromatograph. This section is intendad
primarily as an initial control study on the reactor. Several future
control studies are planned (see Chapter 7) as well as a present para-
11el study based on an adaptive control scheme (Tremblay (T4)3, Numer-
ical values of all control matrices used in this section are presented

in Appendix 3.

6.2 Direct Digital Control (DDC) Configuration

A description of the experimental setup as well as the process
control configuration has been given in Section 3.2. An eguation relot-
ing temperature measurements to concentrations was given in Section
4.16.1. This enables one to develop a control scheme based on an object-
ive function expressed in terms of concentrations. Actual concentra-
tion measurements from the process gas chromatograph (Section 3.2) were
not used as part of the control algorithms developed here.

Soma contrel simulations ware performed with arbitrary noise
characteristics to obtain some experience with the multivariable con-
trol algorithms and to determine what levels of constrained control
would be reasconable for the reactor system (J2). Real Time Control
Software was developed using a Data General Nova 2/10 minicomputer

3 v I . Y- i 3 . R T S ST N I -t ox oy ey vy
ing undey a Real Time Disk Operating System (RDOSY. Data Cenerai's

ey

0pe

°s

p=]
13

Real Time Foriran langucge was used to write a multivariable, iinear



guadratic control "task" as a module program which formed part o

general data ddu1<1t10ﬂ a4 control package [Tremblay (T5)].

A Flowsheet of the control algorithm is given below:

Control Algorithm

- ' S
iStart Control Task )

o

1

- m——— T T s [
{Read initial Lcmperatur” proa11 est1mate initial state x(0) i
e -
R S e J—
e e % Reda current temperature profile and time of day |
o e | |
fCa culate ftuud estimates x(t/L) x{t/t-1))
- f
e e e e _“mrﬂwmwwmmm

N
put “control action u(t) = - L x{t/t)
n

! COmpUt“ “MJ out

[ IR,

B

i

‘Read time ofwday and calculate remaining time to next 60

sampling interval and wait

6.3 Cptimal Stochastic Control Theory

6.3.%7 Lirear-Chadratic, Stochastic Feedback Control

The design of constrained feedback controllers for linear,

discrete, siote space systems is well known [(N1), (A3), (S7)].

Analytical sglutions to the general problem are available for systems

which can be formulated with a quadratic performance criterion or

fo, 2 W
objective func

u
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Consider the Tinear discrete state space Equations

x(t +1) = Ax(t) + Bu(t) + w(t) (6-1)
y(t) = Hx(t} + v(t) ’ (6-2)

where (6-1) and (6-2) are defined as in (5-11) and (5-12) and for con-
venience, all variables are in deviation form.

Suppose it is desired to find the sequence of discrete controi
policies g(t), ult + 1), ulN) which will optimi@e the quadratic per-

formance criteriof

Min N-T
u(t)  EL T x (sh0gx(t) +u (£)Quult) + u (£)Vx(e) + x (E)V u(e)F1ie-3)
A t=0

"0t < N

where E[x] is the expectation of x.

Q] and Q2 are symmetrié positive semi-definite matrices. This
aguadratic performance criterion is quite general and inciudes the case
of minimum mean square error control, subject to a constraint Q, on tre

variarice of the manipulated variables, that is

Min N-T !
. EL Y 4¢ (eXe(t) + v (t)ou(t)r] (6-4)
u(r)  ELA TR d

Remembering that the exit {deviation) concentrations C(t), {or A@ey) may

v

ot

he expyessed as a lipear combination of the ste

i
[}

es x{i) and (deviation}

NN LR ! P L EPA Tt S SR IPLY PR B Y T P L
CoRtrots Uty ¢ or du) (see Section 4.10.1)5 iu the present notation we



can writé
Q(t) = Q3§(t) * Qq_t_f(t - ]) ('6"5)

A reasonable performance criterion would be to minimise the sum of the

variances of the exit deviation concentrations C (ov Agef)g subject to

T~

a constraint G on the variances of the input flowrates u. This is
obtained by comparing (6-5) and {6-4) to (6-3) and choosing

0., = 050

Q)

il

i
Q+ Q0 (6-6)

V = Q4 Q3

Q is usually chosen as a diagonal matrix of the form

where A;oare Lagrange multtipliers or simply cost parameters to be
adjusted to obtain a desired Tevel of constraint on the inputs u(t).
The steady state solution (as final time N - =) to the optimal

contret problew is given by

u(t) = - L_x{t/v) (6-8}

where u(t) is the optimal control seiiing to be applied at time t and

Tra K] Shim egn R T ST ORUURN AT Seop deom s - TNy g
KT/ 3 is the conditional gxppetation of tne stete vectoy X\L)'s'\"r}

¢
it

=
| S

y
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, ‘ (
wheve Y (t) = (y(<), y{r-1)....) represents the data available (up

to time 1) for computing the control action at time t. This conditional

state expectation is obtained from the Kalman Filter (see Section 6.3.2).
L 1s a constant feedback gain matrix obtained as the steady state

solution to the matrix Riccatii equations

[0, + 8's(t + 1)8171 Y + B's(t + 1)A]

—
P
larad
N
i

(6-9)

AS(t + 1A - BLIE)T - V L(t) + 0

(O]
—~
(a3
~—
i

1

*

with initial concentration S(t) = P1.

6.3.2 The Kalman Filter

The discrete Kalman Filter has been derived in several ways
(56, J3) and only the final equations will be given here.

Consider the general dynamic-stochastic model in Section 6.3.1.

x(t 1) = Ax(t) + Bult) + w(t) (6-10)
y{t) = hx(t) + v{t) (6-11)

7, o 3 ey e Bl - 1 ,
wheve as before, x{t) is an nxl state vector, y{t) is an mx1 vector of

observed outputs and u(t) is an px1 vector of input variables. w(t)

Y

and v{t

are white Gaussian noise vectors with zero mean and covariances,

Araea
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The conditional simultaneous and delayed state estimates are

given by
x(t/t) = x(t/e-1) + K(E)[y(t) - Hx(t/t-1)] (6-12)
x(t/t-1) = Ax(t-1/t-1) + Bu(t-1) ' (6-13)

K(t) is the Kalman gain and in general, one is interested in the steady
state gain K_which is obtained as the steady state solution to the

following matrix Riccat i equations

K(t) = P{t+1/t)H [HP(LHT/E)H + Ryv]™) (5-14)
P{t/t) = P(t/t-1) = K(L)HP(Lt/t-T) , {6-15)
P(t+1/t) = AP(t/t)A + Rw | {(6-15)

where P(.) is the conditional covariance matrix for the state estimate
§(=) in (6-12) and (6-13) and P_(-), the corresponding steady siate
value,

In the reactor system, there is no appreciable time lag or
transport detay and a change in the input u is registered at the out-
put before the next sampifngbintervai 60 seconds Tater. We thus
recuire the simultaneous state estimate %(t/t) in (6-12) and the optinal

control algorithm (6-8) becomes

u(t) = - L_x(t/t) (6-17)



Variance Formulse

Varience fornwlae for the olosed toon system (6-10), (6-11)

and (6-17) are easily derived {M5). These fTormuiae are useful Tor cai-

culating, a priori, the covari encp matyrices of the inpuls u and ocutpuis
y for a given constrained feedback contrel matrix L derived from &
consiraint matrix Qisee (6-7). The constraint, Q is varied until the
variances of the inputs and the outputs are jointly acceptable. 1t

would be unaccaptable for the input flow control valves tc bang opan

and closed freauently erd some Tevei of constraint on u (introduced

through Q) ususlly makes for smeother control action without appreciabl

{}"l

increasing the variances of the cutput {(M5) , ses also below).

The covariance matrices of u and y are cajculated from (M5)

i

ELy(t)y'(£)] = H r (OH + Ry
Efu(e)u ()] = L [r, (0) - P_{t/t)]L. (6-19)

covariance matrix of the state vector g(t), and cari

195
ot
=
0]

where FX(O) i

be obtained by soiving the matrix Riccat@i equation

H . t ] t [
I S TRV ol SV ¢ {437 & on= InY Lo T {47+ ; {
Pty s L.Au,)/\ (1] = D;X\C;D 4 \.‘Pm\t/i}?_m R + BLOOPOO,\'I‘,/T,)D
’ ' !
' . o - 1 ~” s
+ Bx_me\t/u)i.wb + Rw (6~

whera T = (A « Bl }. These matrix Riccat'i equations are most conven-

w

fertly soived numerically using an iterative approach (U3).

203



6.4 Controi Synthesis Using a Model with Apnroximete Noise Chavecicrisiics

In Section 5.1.%1, we discussed how 9 measured temperatures weve
interpclated to provide measurements of the 7 states. This ensured that
the measurement matrix K in (6-11) was the unit matrix I7, The nieasure-
ment arror v(t) in {6-11) can be approvimated by estimating the pure
ervor in the temperature measurements (oiﬁ « 4.0 °C, Section 5.1.1} and

choosing the covariance matrix Rv to be

Rv = diagonal <4.0> (6-213

6.4.1 Determinatior of the Covariance Matrix Rw

In order to determine K_  from (6-14) to {6-16) we require
both Ry and Rw. wit) is often referred to as the "geaeration” noise

and is difficult to interpret physically in the way v(i) can (see
Section 5.4). For simpiicity then, we assume that w(t) can be spproxi-

mated by specifying a covariance matrix Rw as
Rw = diagonal <8> (6-22)

where 3 is @ single parameter to be chosen. A similar idea was pro-

<

et B Bl me 2T e . a1 1487 1 [P Loy e v be ; -~
poscd by Hamilton et al. (H5) where the ratio Letween the diagenals of
Av and Rw was used to weight the state estimate. A large ratic of Ry

to Rw causad the model’s contribution to be emphasised in the state

estimate while a small ratio caused the data to be emphasised.

&1 4 FS . ~ P [ . 1.
In this study, 8 and the correspending K {g) were chosen by
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>
'_“.“)
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t) - x(t/t-1)] (6-23)
at

(6-23) is minimiced off-Tine based on a set of collected data (y(t)), and
N ~data
x{t/t-1} is calculated Trom (6-12; and (6-13). The following algorithm

Y Given a fixed Rv
)

hence Rw

.
[N

"y

Calculate K using (6-14) to (6-16)

;

——
(98]
A

x{t/t-1) using (6-12) and (6-13)

o~
L

e
()
[#H
PUSN 3
[
o
—
o
g

Calculate Objective (6-23)

(a1
L

(6) Returi to {2) iterating until a minfmum in (6-23) is obtained.

Aoviication to Reactor Data

The sum cf squares surface was not very sensitive to the value of

g as indicated below

g = 4.0 2770

jo
[e})
W

A value for g = 2.5 was selectec being satisfactory. For comparison,

: o £ 2 % ey IO T S B A ) M
ihe sum of squares of rasiduals for the same set of data (26 Hay; (sium

of variances 48.h, Table z) was 2867. Tnis sum of Souares was oblained by



accounting for ali noise in the wodel by & noise term K(t} at the output

(Section 5.4.1). The more vezlistic vvaegenvutﬂoh of the noise entering

both the dynamic wodel and the measurement equation through w{t) and v(t)

respectively, accounts cartly for the reduced sum of squares value for

oy_(-2762

6.4.2 Determination of Input Constraint 0

A satisTactory constraint Q may be chosen by calcutating tha
variances of the outputs y and inputs u from the variance formulae (5-18)
and {6-13). These variances should be joirtly acceptable for a uiven

G. For simplicity, Q was chosen to be

Q= Al

(6-24)

2

and the singie parameter A was varied until & satisfactory combination

of input~output veriances was obtainad.

&

oo . = ' -
Frem the tebie beiow, & value of » = 10 ° was selected as giving

satistactory vartances for both input flow rates, u, and Uy @s well
AP o

‘ £
!

a5 vor the average varviance of the outputs y. The individual vari-

3

ances for each of the cutputs was also adequate. UWhen applied to the

20 May data, the following results were ¢obtained,

\
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» Var u. Var u, MLy
[

10 .510 048 68.92 9.85
16T 638 .049 63.34 - 9.76
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One can see that 1ittle is to be gained in terms of reducing the out-
put variance if we reduce the constraint » belew 10 7. However, the

jarge increase in the variance of the two flows would be undesirable.

6.5 Control Synthesis Usi

-
s
A
jas)

r Model with Tdentified Noise Cheracteristics

In Section 5.4.1, the technique for augmenting the state equation
to take account of a noise model was demonstrated. In Section 5.5.1.
a reduced order noise model was developed. In this section, an aug-
mented state eguation is derived as well as an augmented objective func-

tion.

ate Favation

<N
M
S
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>
et e
= £
3
sl 3
T >
iD
=
o2
Y
™
\
-

Seotion 5.5.7, a transformation matrix L was obtsined that

sepavated the 77 order residual vector g(t} into three cancnical

iS{t} {see (5-52)), the remaining four being indistinguishable
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The measurement Equation {5-15) is transformed to canonical

variates

or

1oz |
(5%
——~
F
et
S %

#
1
i

f
L
|

—
(o3}
i
N
[ea}
——

oo
N

where - rvepresents canonical transforms and @3 and §4 are two parts (three

and four-dimensional, respectively)of the canonical noise vector N(t).

Following Section 5.4.1, the state vector x is augmented and defined as

. | x(£) | 7
5 - . s
o lt) = E e ; ((,_27,
= C eyl oa
} ljs\L'lz >



where H =

and

§3(f) = ¢3@

is incorporated into the dynanic state model (see Sectior 5.4.1)
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€-29) and (6-30), v (

<

4 * N . N . %
t) and w (t) are obtained directly

o~
o
t
—f

—

t-1) + w (t)

of the normaiisation {5-42). the covariance matrices are

(5-53}
(6-30)

(6-31)
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6.5.2 Augmentad Ohjective Function

as a quad-

.

v
ratic function of the augmented tenth order state vacter x (t). The
theoretical vaiues of tha concentrations can be obtained from the

-

sevanth order state mode! in the form (see {6-8))

e
.
fa
{
~
1>
iy, el
(e
LY
2
-
Lo
e el
o
3
e N
(2}
H
[€%]
~

-

ihe observed concentrations, if they were available at each time t,
would be modelled as
C

—obstb)

where (£} is e multivariable noise wodel for the concenivations anala-

o

gous to the (t) is unavail-

g the N(t) for temperatures. However, since Cobs

s~

able at every sampliing iatarval, hence M(f), the best approximation at

thiz time is to assume that the augmented state model is perfect and

o N v A . . *
vrite C(t) as a direct function of y(t), calling it C (t),

C () = Zy(t) + Pu(t-1)
= Z(Hx(t) + () + Pule-1)
iTH =T, = 2xit) + Pule-1) + ZH{1) (6-34)

56 in effect, the assumption 1s that M{t)= ZN(t), i.e., 2il the distur-

P U S N - A v -~ 3 i de by P LN
bances that appear in the temperaturas ars propazated through to the
concontratione in this manner. Thiz s, of course,. not necsssariiy

desar it by S Gl by e 4 P 3 S AP oy L
trug, out s one oest APPYSHMAVION,, Th Uag anstanie o7 COncantyanioy
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(e

data for control. (6-34) can be written in ferms of the auguented

4
state x (t)
3x1  3x7
*
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C (o) = 30z, T (e ], pule )+ (@7 E, ()
L
3x1
¥ . R ok \ ; .
CH(1) = 2y (t) + Pulte1) + go(z) (6~35)
where
3x10
* I P
z =1[zi(7L Iy
and

i(e

2 white noise vector.
N - *: . X R “ 4=
Ta (6-35), the concentrations C {(t) are expressed as a function

7‘: s 3 —d * 3
ten states in x  and the augmented objective function 1s calcu-
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Application to Reactor Data
2x10 10x7
The L and K _may be calculated as before in Section 6.3.

For this state space medel stvucture, the control matrix L for the

10x10 system ana the corresponding 7x7 system are related according to

2x10 2x7
Lo={t

[oo]

* ) i LIRS I s
where L are the additional elements reguired for the three additicnal

%*
states in x {t), the first elements baing identical to the seventh
. . : . 1 . ] o - : R L r *’4\‘ 8 7"’:,\
ordey system. The K_,due te the sirpie sivucture of w (v, and v (T

i * 4 ® . P ey " s
(and thus Ry and Rw ) in (6-31),turns out to be stiructured as

g
Lo
Yt

A3
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6.6 DOC Contro! of the Reactor

fs mentioned previously the control algovrithms are based soisly

on temperature measurcments, although the cbjiective function is expressad

a5 a Tunction of the concentrations. The two control algorithms devel-
oped in Secticns 6.4 and 6.5 were implemented on the reactor. A single
loop contrel scheme based on control of the hot spot temperature by
ragulating the hydrogen flow was also tested to provide a cemparison.

Without the aveiltability of concentration data, the basis usad for

—:

comparison was the ability of the contr01 glgorithns to hold the mole
fracticns of the verious species (as predicted by the model) steady,

at their targat values, in tha presence of stochastic process distur-

b TS, el L 1. 2 4o L i m e iz
> ability of the algorithms to control the reacior {(i.e.,

D

5
[N BE

(233
.

bance
to provent reactor vunaway) for step disturbanses in the malor toad

A

variahie {the wall temnerature) was also tested.

When concentration data became availablie at a later stage

(23 September), the state model was refitted using both concentration

y

and temperature data {see Appandix 3, 23 September data and end of

th

Chapter 5). The 77 order (see (8.4)) control algorithm derived from

this model, was imnlemented and the controlier evaluated, in terins of

o

the vartalions in Lhe sessured concentrations o L

. A

5o
-—
w

2

(6]
(sl
s

1Asa

g o ol - NS B B P i v g B oy 3ot by . . P , "
comparisen couid aiso npe wmade between the macsursd concentrations a

&
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]

Deactivation

£.6.7 Catalyst

The problems associated with catalyst deactivation were dis-
cussaa in Section 5.1.2. From the control standpeint, this probiem
presented a severe test for the robustiness of tha control algorithms
developed. These algorithms were obtained directly from the state
modals which were Fitted (off-line) to the reactor data obtained several
dayz or months earlier. The reactor could not be left running over
this period and when the control algorithms were eventually implemented,
a noticeable decline in the cataliyst activity was observed. A lTower
temperature profiie was chtained tor the same wall temperature and gas
flow rates previousiy used. In order to approximate the previous con-

ditions (under which the model was fitted), the wall temperature was

raised by a few degrees to offset the decline in catalyst aclivity.
This, of course, was not entirvely satisfactory since an increass in

=
&
o
u)

emperature cannot compensats exactly for a loss in catalyst act-
ivity. As a resu®i, scome redistribution of products could he expected
to ceoeur,  Nevariheless, under these conditions, a similar temperature

Rl
1
i

profile was obtuined for the same flow conditions previousty used. The

ot

P A
VOOUSTRESS 07 ThE Cehtron

ers s a weasure of their ability to control

S R | 4
these semewhet different conditions,

2 few days afier fresh

natm s e e s Fn T pem
S s e ala o WD oL He
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In Figure 22, a plot of the objsctive function {6-4) with con-
straint 0 = 0, versus the flow controls of hvdrogen and butane, i
presepted, together with the mole fractions of the various species and
the conversion of butane. The objective in Figure 22 is minimised if
the wcle fractions of all $pecies arre neld as closely as possiblie about
their respective operating levels, in s*1tn of thé pvesencé of distur~
bances. For the first 3C minutes, during which time the reactor is
subject to only the inherent stochastic disturbances, the controiler is
able to hold (with fzirly smooth control action) all the mole fractions
he conversion reascnably constant. The objective funciion
d, rises hy Tess than C.1, over this period. revious attempts at
steady state open Toop vuns indicated that removal of the control during

Il

this period would cause the cenversion to drop to zere {reaction guenchdd)

3

or scer to 100% (reactor runeway). i.c., the reactor w

s cpeas Tocp un-
stable. The stochastic control algovithms developed here,are designed

specificaily to coprersate Tor the stochastic noise disturbances prasent

in the precess. Nevertheless, a good test of the robustness of the

£

algovithn 1s to oxamine its response to a deterministic load disturbance.
The mest severe Yoad disturbance in thic syvstem would be to step up the
wall coolant femperature by even a few deagrees. Without control, the
highly exothavinic nature of the reactions would cause & reactor tempera-
ture vunevay. oiving rise to near 100% conversion and hol spot tempera-
ture in excess of 400°C,

Fiter cpproximately 30 winuies under control, ¢ 27 sted in

CLHYE was oW

responded {ses Figure 22) by veducing the buisre flow rate, Lhus ceiting

Al
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of f the potential sucply of heat (through the exotharmic reaction) and
preventing reactor runaway. The flow rate of hydrogen is increased
ightly {which tends to decrease the veaction rate (see Appendix 1)),
but the contrvolier obviously sees the butane flow as the more import-
ant manipulated variable. Some ofisetl in the CQﬁbEHtYdtiQnS is apgpar-
ent under this severe Toad disturbance. This is because the stochastic
controller is ¢of a proportional state feed back form and contains no
integral action; although, if this type of disturbance were ccmmon, in-
tegral action could be incorporated through the use of additional statfes.
After the process hed stabilised at its new Tevel, the wail teiperatire
wes stepped back down by 5°C and the flow controls returned to their

5

original Yevels. The rate of increase of the (cumulative) objectiv

function is raduced accovdingly, rising to just uvnder 2.0 for the

-

tolal /7 minute control run.

- -~ " < . ' s th 4 * 3 $.."
6.6.3 Contrcl using the Augmented {10°" Order) State Model
- o 5 Y e e th T o~ 3 i g 4
The control run using the 107 order algorithm, developed in
Saction 6.5, was performed within a few hours after the conirol run
using the 777 order atgoritin, to reduce the pussibilily of a change
in catalyst activity. The same proneduve was followed as for the

previous run., The vesutits of fthis control vun are presanted in Figure

tions of the various

\')

" order controller holds the mole frac
specias fairly constant over the first 30 minutes. The quality of the

eorteol is net auite as geod as the 777 order control. This is evident

T S N PU SO S Y (U P A SO Lo i U e e e 4 R .

LR e SO0y A CTT O P’U?'*J‘DV o7 bDutans) and The mele Traction
n gy r g R L S ’ i ek ~ " s e
YEsRonsas which arg not as smooth as those shown in Figure 22, The
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objective in Figurs 23 rises o aboul 0.2 over the fivst 30 minute
period, comparad te 0.1 for Figure 22. The butane conversicn oo,
shows move variation than that in Figure 22. A step up of 5°C in the
wall tenperature was introduccd after 30 minutes and this controlier
vesponded similariy to the previous one by ifwmediately reducing the
butene to prevent veactor runaway. The offsets for the two controilers
are approximately eoual as seen by comparing the change in levels for
the coniversion and varicus mele fractions in Figures 22 and 23. The
(cumulative) objective function rises to just under 3.0 for the same
period (77 minutes) as the previous coritrol run {where a value under

2.0 was obiained). The wali temperat d down 5°C anc

<
-~
23]
o
L
Q}
[d@]
juil
Py
=
2]
c'+
J
o
w

the process returns to its previous level. Some reasons for the
relative performance of the twe controllers are discussed in the follow-

ing seciion.

6.6.4 Robusthess of the Controllers

A preliminary control run was carvied out in which the per-

N 5 th . 4 th . .
formances of both the 77 and 107 order algorithms were evaluated.

I this run, the cataiyst was vevy weak and conditions were quite
difforant Feom those under which data was taken for fitting the state
moded,

A mavked characteristic of the control algorithm derived from

th . ) 0 . ;
" oorder dynamic-stochastic state modal in 6.4 was its robustness.

the 7
In tris preliminary control ruw, the sevanih order control algorithe

T | iYL [T P A ik o P " 13- N - el PR SR £ { C‘
! v e : + . & L 4 & ~y Pl A S PN HE- . ] i .
was 52111 abie Lo controel tno rescior weidl.  The vobustness of thiz 7

srdoy control can be azttributed o the fact that diagonal mabrices with
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equal elemenis were used for the ncise covariance matrices Rv and Rw.
This in effect, spreads the disturbances equally across all the tempera-
ture states. Should the hot snot femperature change its position due
to a change it catalyst activity, tbe hot spot at the new position is

~s
Ti

accorded equal weight by the Kalman Tilter, in obtaining the statie
estimates. This was not the case for the augmented iOth crder state
medel, which models the actual disturbance characteristics and locations
present in the process, at the time of data collection.

IOth

In the preliminary control run, the order control algo-

rithm controlled the process poorly and much cycling and wandering of
the reactor profiies was obsarved.

. I ¢ . |
The poor perfcormance of the 1077 order algorithm was attricuted

—

to its Tack of robusiness. t

e

1as not abie to accommodate the change
in the process disturbanhce characteristics coused by a change in catalyst
activity between the time the data was collected and the control was
implemented. When the model was fitted, the data showed the hot spot
positioned towards the exit end of the reacter {(z = .837, see Figure 16).
In deriving and fitiing the veduced order noise model,most of the
“aotivity” wnd distucrbances were associated specific aily with the hot
gsnot temperature in this position. The Tinear CthTHaTTQﬂa of temp-
ratures containing the most

or information were obtained

augmented state model, {see Secticns 5.5

:3.
w
g

and introduced into t
and 6.5). At a later stage when the control run was performed, the

hot sunt had poved (diue to a dyop in catalyst activity) towards the

PRECa gl ST w7 ~ RN R N R
CENLYE O Lhe YoRouo D Lvey jous Tingcar combinations of Loy ature
which roantatend tiha eac aetivity 10 onnpy cont nqn },:—r ey e
it St COOLatae SO0 TGS aCTIVvItY,, no Crae ‘:. ait jHi¢ P fhe



disturbance information.

For the final control run
was fairly fresh and the profiles
modet was fitted. The controller
ably but was still not as good as
22).

6.6.5 Single Loop Control

It was men

by fixing tha butane flow and

on the hydrogen flow. it was

from a cornirol vun. that if 3
tion anc height o the hot spot,
well controiled {(given that the

the veactor was to bes vegulated.

This PI
)L

tuning were

This led to a degradation of

tioned that historic
1mp7ement€ng a single
evident.
controlier could reguiate both the
the product

catalyst

that velue from the

cortroller

witiy cf

178

control.

presented in Figure 23, the catalyst

were closer to those under which the

performance thus improved consider-

. .t (e
that of the 7 h order model (Figure

cally, the reactor was controlied

-

oep PI controiier
from an examination of the dats

posi-

distribution too, would be

£ oactivity was constant). An

T o
1&Te

the not spot tenperature {sce

operating profile about whicn

This corresponded to a zero objective

was usually tuned on-iine. The

. 4 [ S
Libe reacter and speed

tn step distuvhances in wall temperature and flows (cee also Tremblay
{(T2)). The vropertional qain was ohtained by trial and error (in the
absence of integral action) and then sufficient integral action was
introduced to vomrove any observed offset. The controller gains usually
tonk several hoiys o obtain and depended on many Tactors inciuding

wil T tenooraiigee, Qalalvst aoltivity ~and Tower consirainis
impesed upon the Flow rates . Thic contrel run was performed one day
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befora the muyltivariable contirol runs in Sactions 6.6.2 and £.6.3. The
catalyst was thus probably sTightly more active. The resuits of this
run are presented in Figure 24. The flow rate of butane, UC4’ is shown
as @ constant next toe the hydrogen flow control which exhibits a wander-
ing cyclic behaviour. Tnis occurs even over che first 30 minutes, where
the PI controller is attempting to reguiate the hot spot in presence

of stochastic disturbances. The cumylative objective function rises

up to 20.0 over this period - (about 10 times that for the multivariable

schemes). The mole fractions and conversion (as predicted by the state
model} are seen to oscillsete considerably about their mean values. A&

5°C step in the wall temperature introduced after 30 minutes, causes

the hedrogen to increase to its upper Timit. An upper and Towey con-

straint of 120 and 80 cc/sec (1 atm, 25°C) was imposed by means of ihe
controd ¢ustvare to stabilise the control ection. The rapid drop to

)

almost zero conversion (due to increased hydrogen fiow) predicted by
the model is almost certainly not accurate and is the result of the

tact that, with‘hydrogen at its upper Timit of 120 cc/s , the linearised
state model predictions will have a large evvor. In spite of the pres-

ence of initegral ection, the mole fracticns still have csome offcet aver

) o

the pavind 2R o 45 minutes, after which the wall temperature was

¢ 5°C, The (cumulative) objective rises 1o

ettt 65 over a 50 minute control run - a considarable increase over
the muliivariable schemes in Secticons €.6.2 and 6.6.3.

The muitivariable control schemes {which Tullowed this vrun)
ipdicsted (et botang was

R S T IO j A S - 1
cehibrast Lo hydrogen flow whieh historicaily was used fov contvol.
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On this besis, a single looy butare PI coentroller was later implemented
by Tremblay (T4). He found that using tutane flow as the contreiler

for @ date collection run, allowed him to obtain higher hot spot temp-

ratures {up to 300°C) with less danger of reactor temperature runaway.

]

fdowever, Targe manipulations in the butane f
reguived on Tremblay's run and this would have the effect of upsetiing
the production rates of the vericus products. This controller may thus

be of VTimited usefulness in an industrial environment.

5.6.6 A Control Run With Concentration Daota

The concentrations predicted by the mcdel in the previcus vruns,

used only tempersture measurements. At the very end of this study, the

2

as chromacograph was successfuliy interfaced and concertration data
covld be obtained. The wmultivariable controller's abi?ity-ta regulste
the actual corcentrations (measured by the gas chromatograph) couid
therefore be evaluated. An exact comparison between predicted mole

fractiuns and the detz was not possible due ic a lack of praper syn-

{see end of

chvanisation between temperature and concentration data
fielass, the comparisons (shown in Fi gu‘ﬂ 25) aen-

apated » let of confidence in the model and the control algorithm. The

ot
Ts

d to hoth concentration and temperature data (see

.t.
213 and uszd to devive & 7 order control

state model wes Tit

b3y

Chapter b with Flgdres 20

114

ot

i

. ) . .th . ) . .
atgovithe (the 777 order algerithm was shown in previous sections

L

Lo

2 i N 5 y ) bR [ . BRI A
ha <unorior and more vobust than the 107 order algoritim).
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days before the control run and soms loss of catalvst activity was
observed when the control run was operformed. To offset this, the

i
wall temperature was raised by 3°C and thus some bias in the product
distribution and Tevels was expected. In spite of this, the model
predicted the mole Tractions and conversicn vemarkably well as show

in Figure 75. The contrcller is seen to hold the mole fractions fairly
constant and close to the values measured by the chromztograph, over

the initial period of contrel, 60 minutes, where only stochastic dis-

turbances were present. Over this period, the cumulative objective

3%

o e n fo e n ~ e 3 3 i
rose o 0.07, as campared to 0.1 over a 30 minute pericd in Figure 2

[l

y

3

Again a 5°C step in the wall temperature was introduced (at
60 minutes) and as hefore, the controllay nrevented reactor runaway by

copping the butanz flow significantly and raising the hydrogen flow

stightly., The offeet in the Tevals is again duz %o the absence of

- t

integral action in the control algorithm. Even atl the new Tevel, the

model is able to predict the moie fractions well. After approximateiy

35 minutes &l the offsat Tevels, the u

A
&

11 temperature was stepped back

down by 5°C and the wole fractions and conversion returned to their

pravicus lavels, The total rise in the objective fuaction over the

130 minvte control vun was 0,68,
A state space model has been Titted, using both concentration
and temperature data. This model adequately predicts the concentration

aynamics and lavels in the reactor. The controi algerithm derived

from this wodel is able to vregulate the rzactor in the face cf stochas-
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The multivarisble control studies discussed in this section
were the first to he implemented on this reactor. Thev have demonstrated
that this reactor can be well regulated by means of a multivariable
linear quadratic stochastic feedback controller. The emphasis has been
on applied control studies in the hope that the implications of these

studies may be extended to include industrial process control probiems.
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differential equations was developed. This wmethed was successfully used
to tit the state model tc first, dynamic temperature data and then, to
dynamic temperature and concentration data from the reactor.

The stochastic noise disturbances present in the reactor system

were characierised end two procedures for modelling theso disturbances

wers epplied., This resulted in two dynamic-stochastic state space

nadeis for the veactors a seventh order model and a tenth order wmodei.
Optimal stochastic feedback control alcoriilins (to regulate

reactor exit concentrations) were derived from these two medels and

~3

v okl
in a series

of DDC control

5."1

o

successfully implementad on the reacto
studies. The two control alcovrithms showed considerable dmprovament
over a singte Toop FI controller wnich was dmplemented as a bese case
.for COMpArison.

In a finéi multivariable control run, the modal damonsirated
its ebility 1o predict the actual exit resctor concentrations (as
measured by the process gas chromatographland the control algorithm
was abie to reguiaie these cencentrations wel

A large effort was necessary to cbtain a low order state model
This model howevar, provides extensive dinforgation
about the sveiem, allowing one to veiate concentrations to temperatures
and to pradict dynemic temperature and concentration nrufiles in the
redial and exial divections. in an industrial envirvonment, the value of

the information provided by this extensive rmodel and the guaiity of the

A T RO % o < . LI L. LR [ S T
control schemes deveioped from it, woula have to be weighed against the
rpi e e iz e R et oy T e e be TS o o PR WO
COSC TR MEn-nouys o7 Gaveroirg The U weal, IR nS R0 genman-

strate that extensive process medele can be eobtained and successiuiny


http:1'\Jv2rre.nt

used to devive and impiement multivariable control schemes, which did
show considereble improvesent over singie loop schemes heve. This thesis

thus arques in favour of opening industrial process control prcblems to

modern contyol theory.

Futyre Mark

Ldirect extension of this work would be the development of a
combined concentration and temperature noise model and the inc}usioﬁ of
both temperaturs and concentration measurements in a state estimator.
The fact ihal ihwese messuvemerts are available at different time inter-
vals peses an interesting problem.

The Extended Kalmen Filter, which uses a Tinear filter sauation

1

coupled with g non-Tunzar state medel would provide an interesting

g T g B s e SN I 4. i IV N K T ey PR R AN At
application to the reactor. The development of a non-linger state model

weuld incraase its range of application and could lead to the development

of & serve control scheme which may be used for startup, shutdown and
optimal changeover control schemes.

Some technigue which specificaliy accounts for the changing

catalyst sotivity on the veactor would be of great interest. Either
the rate of charge of catelyst activity could be modeiled or sowe on-

coneime could be deveioped to track the changes in catalyst

activity

There sre, at present, severzl on-going or planned studies on

the veacter.  fremblay (74) has dezveloped a control scheme based on a



miuttivariable model veference adaplive contrel technicuse which uses cori-
centretion and temperature measuremants. The adaptive ability of the
centrol schome should be able to track any changes in cataiyst activity.
Some of ihe nen-linearities in the process should be accounted for and
this woeuld allow one to operate at a variety of conditions.

ERE R

Worig (W3] s studying the identificution and estimation of ¢

multivavriable transfer-function noise

nodal from the input-output data
of the vreactor. This empivical or black-box model will be usad to

derive and impiement a muitivariable siocrastic controller which witl

orovide a direct comparison with this study.

on of a univeoriats self-

cumler a syttam Lo nro-

(-«

PP R P . . RN £y o C il S e R € vsum d rr 1, o g
yvide an intevesting application for a vartety of modeltiing and control

this study will provide some ground work
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BUTANE HYDROGENOLYSIS KINETICS

The kinetics of the n-butane hydrogernolysis reaction on a

nickel on

Shaw (S4).

Shaw. They have ;

represerited by Figure A-1. This machanism is based o

silica catalyst have been modeliled by Orlikas (07) and

The fundamental work done by Orlikas was

assumptions:

- butane end provane are absorbed on the nata
and reaction fekes place entirely as o surf
reaction

- tha veaceion products from these rezctions
or be desorbed
pecause of Tow probability of brealking two
bonds simuitanecusty, reactions converting
paite Lo mechane are assumed not te ocour.

Tre formal machanistic wodal based on these a

been ooteh

tished and is presented below. From a numb
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improved by

nostulated a mechanism for the reaction and it is

n the folliowing

ivst surface

f

~ N BT
di¢ Lftd7yéuu

may raact Turirer

ov bhres oayhnn

butiane end pro-

ssumpltions has

opr of tresi:

veen estimated o
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Reacticn Rates of the Reastion Swacies

Net rate of disappearance of butans

where A = kB . exp{mAEB/RT}
Net rate of appearance of propans

F . R. KK LB LD
LAH}O 0

WK

R SR

exp{~AE92/RT}

Net rate of appearance of ethane

o n
Lo .

e

where D = kpy . expl-aFg, /RT}
i
&= ke, . exp{waEEQ/RT}

Net rate of appearance of meihane

R = A4, R -2 .7
Lo &Q/H L3 RC

10

2. R,

H8 UzH

3 6

Het rate of disappearance of hydrogen

34 “ H i o
il L' 1 v by L. o
Z &0 38 A
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where
F = fraction of butane which reacts to pronane
k/k = catalyst activity (dimensionless)

. "]
kp = frequency factor for butane (moles-sec  -gm

(n'+n),

I

cata]yst”}~atm

= activation energy for rate of butane cracking
ST e -1

(cal-gm mole ')

m' = exponent on butane partial pressure

n' = exponent on b

butane rate expression

H = partial pressure of butane (atm)

D
Loty

p = partial pressure of hydrogen {atm
f 3 '

L

k = pre-extonential factor in propana rate expreseiog

-1 s - +n”})

(moles-sec ~gm catelysi '-atm
kP? = pre-exponential factor in provane rafe axpression
{dimensionless)

Aap}’AED? = activation energies in propane rate exeression

R |

>

{calegm mole )

m . = eyponent oh pronane nartial pressure

n" = exporient on hydrogen partial pressure in ithe
propane rate axpression

?

Peon = partial pressure of propane {atm)

H —_ - g RN Dol e M PO I - N P
K;:1 = pre-gxbonentiay vaclor in elthane raia eApIresston
L ] RS IE DUROR I BN
e R e VR PR ES1H i RS
{moles-sec -om cotalyst ‘-atm ‘)
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Kio = pra~exponential factor in ethane rate expression

{dimensionless)

-
p
s

i
2

wctivation energies in ethane rate expression
[t aa
(cal-gm mole ')

i = exponent on elnane partial pressure

pte = exponent on hydrogen parfial pressure in the

ethane rate expression

Po i = partial prassure of ethane (atimn)
..v2» 6
R. = yate of dizappearance or appearance of component

. . -1 =1
i {om moies-sec  -gm catalyst ')
T = reacting tempevatirve (°K)

i H b : 1 + 3 - ]
R = universal gas taw constant (atm-cn “-gn mole -

_ . R .
Afg = 5.1 x 18 n' = - 2.34 (or - 2.15)

relE LAPression

4
Y x 1C

A
1

Y
"
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(c) Fthanz rate expression

PNV

- 10681

-
s
!

foq = 2.6 x 107

AEEZ

;nlll o

= 1.6 x 10
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A SUMMARY OF ORTHOGONAL COLLOCATION THEORY

Since the initial paper by Villadsen and Stewart (V1),
[}

Orthogonal Collocation nac become a popular techiuiaue for approxi-

mating the soluticn 1o differential eguations. The method of

Orthogongl Collocation is simply cne of the wany methods of the more
fami Hiar group of approximation methods known under the general

heading of the Methods of Weighted Residuals (MWR) (F12). However,

Colloca

Considger as an exampie, cvobien of the Torm

7T = 0 (A1)

3
whare v© is the Laplacianoperator in x,¥,z space. The boundary con-

Jo n 3 arie moer ot Tl e
Ureions &g Bpediied as

in
-
tn
Ll

To obtain an spproximate solution to (A-1) by MUR, wa fi

choose a3 trial function of the form

N B
; = T 4+ CLu {A-2)
(3 [

203
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where Uy are chosen approximating functions which allow the boundary
condition (A-2) to be satisfied and also allow for any symmetry exhioit
ed by the problem. c; are unknown constants to be determined and {n)
is the ordar of apovoximation. Notice how the trial function (A-2)
incovporates the boundary condition into its strucﬁuwé, We substitute
this trial function into the differential Equaticn (A-1) and since the
trial function is uniikely to be an exact solution, we obiain a residuz

function, R defined as

Q(C s XY

i\.
po—g
i
3
-—3
FH et Rt
(@]
<3
o
—
o
H

Sirce the boundcary condition T and chasen the functions U, are Know,

£

the resicuat R, s & known Tunction of position x.y,z for any given set

af constonts .. 0 MWR, we chiccse the cons

l i ; L
RPN P = e T . AN teyd g le !
the restduad ds minimisec in some weighted averages sense. The weiygnied

integrais of the residual are set ecusl to zern

Ty s i

<l > = 0 J=1.2,...n (A~

;
]

B o= % w . Rdxdydz
i

ans v ois the domain of inteuration.

Combiniag fauatiors {A-4) and {(A-5) gives

1

o>

Lo

o

o

)

"wa,,v’g:>-<“<w?5v T o (A»G)
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) Basco o= d, 3=1,2,...n (A-7)

whera

<]

-

v
Py

P

i

o

e

The unknown constants are then simply obtaired from (A-7) as
The unknown constants are than simply obtained from /) as

These constants when substituted into (A-3) given the approximate s¢

I
!

tion to (A-17.

N ALY o e PR oy e pm yem e g b
varicus MUR and the Coliscaticn method can

ey ey W) ‘.
be stated sf

weights wj,uaed in (A-5).

i

“X,¥.2 in Vj

- X,¥,z not in vy

¥

{1} Subdomain wmethod Wy T

o ey

o
e e

ot

{2} Mothod of Moments We T X

12} #arhod of Calerkin W

it
o
Coie

SEN O T e e ek s IS TR | - ¢ PR Y
(5} Coticcation method Wj = G(x«xﬁs y"yiﬁ Z-Z.)
£l ~ w

ers Lo the divac delta Tunction. The use of this function

i

P oy G oy ey . g 3 b b B B T B T R I g 4 R
that tirst o tvlal tunction | thy CHOSENH Wit 11 uliac e i hicd
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.. These coafficients are then chosen so that the residual function

ps 3
wr

R is exactly zeru at each of the n selected peints in domain V. TR
cap be verified,since using the definition of the dirsc deltz function

Fquation (A-5) bacomes

Ry, = 0 J=1.2,...n {(A-10)

G

Because the resicdual vanishes at these points, the spproximate solution
wWwill be exact at these so~-called collocation points. MNotice also, that
the boundary condition is satistied exactly by choosing the trial func-

y
< o=dn . . - . o _—
tion i( ! appropriately.  This particular type of coliocation iz calicd

interior Collecation (V7).

Two guestions remain to be resolvea:

(1) Location of the collocation points in domain V.

w2} Choice of the approximating functicn type U

The collocation points j. at wiich the residuals R are set
to zeve are not chosen YuthWTj but ua‘cvd hg to a method which min-
thises lhe averadse eryor over the whole domain. The cheice of colioca-
tion peints can best be itlustrated by means of a quadrature exampie:

Say vie wish to obtein an aporoxiwation to the integral I of

symmatric function S{«) over a normalised domain V

e
i

Fex (A-17)

Choose an 1 ovder trizl function FY'7 of the


http:obt1.i.h1

2o
|

AR

o

Ty / y \ ) . . o
1 - xd)ﬂco\“) + 61(n}x‘ oot (EHJ‘(P"')("n “I{A-12)

- e ey poe R o FES ot A n a4
The superceript (n) on the coefficients Ci( ), is to emphasise that the

coefficients change as the order of approximation changes. Say the

optimal collocation points Lo be determinad ave writien as Xy, X,....%,.
Recause F(x) is symmetric (given), the residual Ffunciion R, must vanish
r

at & Xqs & Xos...% X, the coliccation points. If F is the exact func-
1 2 ]

tion, then the residual function R may be represented as

o

el
H
e

This resicual itcelf can be expanded about the collocation points as

i 1
[y \
Fdy = [ SV RI ( P(nfdx (£-18}
| . ;

The Tast term in (A-15) represents the quadrature errvor which, from {(A-14),
depends on the collocation noints x.. Te minimise this error, we saiect
the n coliocation points so that the fivst n coefficients hq,b,,..bn 1

L ] -

©integeal. This defines the following

"')
-3
C

maks no contribubion to the &

P B B P URNR A e B4
sev 01 u?thbgunultux Coliat




the veipts thys selected, the integral will be exact if the actual

) . . . - . G)

deuree of T does not exceed 4n (since all the coefficients o.(“’ ars
: i

. et n) s . -

zeyo beyond bn-i( © for any function Fof degrez 4n or less). The cal-

culation of the collocation points can be simnlified by rewriting (A-16)

the form

—te
g

4

'r(x ix“dx - O K200, 0. o iimd (A-17)

and Tinding the zeross of the polynomials P {x

Y. Furthermore,

Y
(A-18)
The polynopiats P oave in Tact, Jecobi polynomials, voois of which ave

cottocation points are chosen to be the roots of

se some peiynomiais may be uced as approximeting funciions

goou approximation proper-

-

JANEN o i o "

Lo A Py / Gey \ SN 7 Y ion o0

H e ‘z\‘) + ‘\!. A / rz })A\‘){ '[ LHR= )
fmy
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Lertvative snd Quadralture Fonnujae

Once these functions are available, they may be uszd to

generate quadrature formulae (V1). One can also develop an exprassion

T(n‘

for the first derivative and Laplacian of
tives in (A-18). This provides expressions for the derivatives in teris
of the unknown coefficients c, (“); these in turn, may be ekpressed,usihg
Tinear algebra {Vi)sin terms of the temperatures themselves at the

collocation points. Based on this, Villadsen (V1) and Finlayson (F7)

provids & set of forimulae for ouadreature and derivatives

e fea d, ~(3-2) T (n)-(n) 5
av A - /,i X G‘;‘( (/\ E;X ) - > B;J‘ T (’(‘_;) \A‘“rl

Whore a is a geometry factor,

a = 1 flat geomelry

"
3

o= 2 cylindrice gecmetry

jt
4

sphorical gecmotry

S

i
()

,‘. ,(

The first two equations are exact provided the true function
ordeyr doas not exceed Zn.  The guadrature is exant for functions up to
4 (V1Y

ne guadrature Tormu are of a feniiiar form but the deriva-

41 FFey -
diffe

(I P T . P R N N e . . P - PR S ol S
Live rTorntiae ave new and Loey may be viewsd g extended Tiaiis

y TSN i - - e L * . T e
crmulac:  instead of expressing the derivative at a particular
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point in terms of funclich vaiues cn either side of that point, the
derivative at point X is given in terms of function values ogross

the whole function.
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(4) Dynamic Temperature and mole fvaction data (23 Santember) approxi-
mately synchronised (see Chapter 5) as 1,1:;2,7:3,13....17,97.
(8) Fitted State Space and Control Matrices (23 Septembor)

{(6) Tveical parameter correlations matrices for 26 May, 23 September

Fitted Control Matrices are identified as

A - discrete A matrix in x{t + 1) = Ax(t) + Bu{t)

L - L feedbeck gain matrix in u(t) - L X

. . -5,
Cﬁﬂsiraxnt: 0=, »= 10 26 May, X = hH x 107 232 September.

K- K~ Kalman Gain

ax3
Hi - Measuremsnt matrix M, (see Eguation (4-82)) in aclt) = H, x\t)

ex
Ci[\u(t - 1)

3x2

CI - Measurement matrix N (se2 FDaustion (4-82%)
STP Flows Reactor Inlet Conditicps

iy Ca T Pressuii

YA N oy p N RO s P TR
26 Hay #25.3 16,4 212°K .65 {aim:
DA Qe i Y T 'n 0 S T
23 Saplarber 87.4 i6.1 522°K 1.65 {atm)
Convert STV filows o reactor iniet conditions whai calcuiacing controls
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