
STATE SPACE MODELLING AND MliLTIVJ\RIP.SLE 


STIJCH!l.STJ. C CONTROL OF A Pl LOT PLANT PACKtD-GtJ) Rr.:ACTOR 




ST/HE SPACE MODELLING Nm MULTI VARIABLE 

STOCHASTIC CONfKOL OF A PILOT PLANT PACKED-bED REACTOR 

By 

ARTHUR JUTAN, B.Sc. (Eng.), M.Eng. 

/\. Thesis 

Submitted to the Faculty of Graduate Studies 

in Partial Fulf"ilment of the Requirments 

for the Degree 

Doctor of Philosophy 

Mc~ast2r University 

October, 1976 



DOCTOR OF PHILOSOPHY McMASTER UNIVERSITY 
{Chemical Engineering) Hamilton, Ontario 

TITLE: State Space Modelling and Multivariable Stochastic 

Control of a Pilot Plant Packed-Bed Reactor 

AUTHOR: Arthur Jutan B.Sc. (Eng.) (University of Witwatersrand) 

M.Eng. (McMaster Univeristy) 

SUPERVISORS: Dr. J.F. MacGregor, Dr. J.D. Wright 

NUMBER OF PAGES: xvi, 243 



ABSTRACT 

This study is concerned with the multivariable stochastic regula­

tory cont;~o1 of a pilot plant fixed bed reactor which is ~nterfo.ced to 

a minicomputer. The reactor ·is non-adiabatic with a highly exothermic, 

gaseous catalytic reaction, involving several independent species. A 

low order state space model for the r·eactor is developed starting from 

the partial differential equations describing the system. A parameter 

estimation method is developed to fit the model to experimental data. 

Noise disturbances present in the system are identified using two methods, 

and two alternative dynamic-stochastic state space models are obtained. 

Multivariable stochastic feedback control algorithms are derived from 

these models and are implemented on th~ reactor in J series of DOC 

control studies. The control algorithms are compared with each other 

and with a single loop controller. The best of the multivariable control 

algorithms is used to regulate the exit concentrations cf the various 

species from the reactor and the results are compared to data. 
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OBJECTIVES OF THIS STUDY 

There are very few reported pract"ical irnplementa.tions of modern 

multivariable control theory to complex chemical processes. Most studies 

appear to be confined to systems such as distillation cnlumns, evapora­

tors, boilers, paper machines, etc., which are generally easily mode11erl. 

Applications to tubular reactors have been largely by-pJ.ssed due to 

modelling complexities, particularly because tl1ese reactors often reqvire 

partial differential equations to adequate·1y describe their- dynw:1"its. 

Indeed, to this author's knov:ledge, no experimentc;'J app.iicatii:.ins o·r lt!!J'!ti~ 

variable contra1 theory to these reactors have been pub1i shc:d, 3ecause 

of a lack of practical application st~dies, a ler~e gap exists between 

rnoden~ control theor·y and jts use in the complex control problerr.s often 

found in industry. The objective of this study ·is to narrow this gnp~ 

by developing and implementing a multivariable stochastic control scheme 

on a pilot plant~ non-adiabatic, packed-bed catalytic rectct0r. A low 

crder stfatc 5pacB mJdel sui tab1 e for on-1 ·ir.e control of th12 reactor is 

<leve1oµed. This n-:odu1 ~s then fitted to experimental dyne.mic dc\ta 

us"itig i3 parameter estimation method. Stochastic feedback contro1 ·1e}·s 

are derived from the fitted model and implemented on the reactor in a 

cataiyst) 

1 
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is a complex series-paralle·i type, involving several species and is 

hig~ly exothermic. The equations describing the dynarirics of the reactor 

are highly non-linear and represent a considerable cha1lenge in develop­

ing a model suitable for control. 

In Chapter 2, some of the overall gaps in the application of 

modern control theory to chemical processes are discussed 1>.1ith refer­

ence to leading workers in the field. A review of the present state 

of the art in the modelling of fixed bed reactors is given. 

In Chapter 3, a mathematical model for the fixed bed reactor 

is developed. This forms the basis for the simpler models tho.t are 

eventually used for on-line control. 

In Chapter 4, the mathematical ~odel is simplified in two stages. 

First, a high order state space model for simulation studies is developed) 

followed by a low order state space model, suitable for on-line DOC 

stud·i es. 

In Chapter 5, we discuss the problems of fitting this low orde~ 

state model to dynamic data, obtained from the reactor. 

In Chapt9r 6, multivariable stochastic control algorithms are 

derived from the state model. These algorithms are irnp.lemented on the 

rGactor in a series of control studies. 

Chapter 7 discusses the significance of this work and possible 

exten5ions of it. 

This study is intended to provide the ground work for a series of 

future app1ication studies on the reactor with a view to e1courage the 

epp1iceti~~ of modern crnt~cl th~ory tc indust~ial re~cto~ co~+rol 

problems. 



CHAPTER 2 

INTRODUCTION AND LITERATURE REVIEW 

2.1 Control of Chemical Processes 

Many workers in the area of process control readily acknowledge 

that there is a wide gap between the theory of process contra l and its 

application to the chemical industry. Some contend that the theoreti­

cians are far ahead of those who apply the theories and it is simply a 

question of catching up. 

Recently there have been some sttong comme::nts or. the state of 

modern control theory. Two leading groups of workets in th2 fic1d Here 

selected for their especially enlightening remarks and their suggestions 

for new directions in modern control theory. 

(1) Foss 

(2) Weekman and Lee. 

Foss (F8) in a critique of chein-ical process control theory 

presents a strong case against modern control theory and contends that 

it sti 11 has some rugged tE:rra in to cover before H can be cf some !..!::; s 

in salving the complex control problems often found in the chemiral 

proc2ss industry. 

ross beg·ins by e1nphasisin~~ ~!ie cuinµ1e:x no:1-!·i:-1ear interactions 

3 
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economical to measure all the relevant variables of the system and even 

if we could, all measurements would be subject to random and systematic 

errors. The crucial step, Foss proposes, is the design of a control con­

figuration. From our complex i nteractirig system, we shou1 d determine 

what inputs should be manipulatE::d, which var·ia!Jles should be measurt::d 

and what connection should be made between these two sets of variables ­

a difficult problem, which has been tackled almost wholly qualitatively 

in the past vlith heavy reliance on previously successful configurations. 

Information needed for design of a control system concerns both 

static and dynamic characteristics of the syste1D. Some control systems 

have been designed using only static info1·mation; however, for rational 

design, dynamic characteristics are required. The problem occurs in the 

quantitative characterisation of cheMical process dynamics. This is 

often extremely difficult and ti~e consuming. It is also true that for 

the purposes.of control, a detailed description of the dynamics is 

impractical and unnecessary and only the dominant dynamic characteristics 

need be included in process control models. What Foss fails to emphasise 

though, is the fact that it is almost impossible, a priori, to decide 

what constitutes "dominant dynamics 11 Obviously we require the "bare • 

bones'' equations that constitute our simple model, but then we begin 

the process of adding tl'.!nns to our model; terms which we feel describe 

or give rise to significant dynamic effects. Even for a particular 

process, there are no guidelines as to wheth2r the inclusion of an 

extra dyncmic effect (if this can be done without overly complicating 

the rnocfol) viill) in fact, si~:r:-i~''icantiy improve the auality of control. 

http:purposes.of
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In other words, the question: 11 sa:'l vw ·impro_ve_tf]R ouality of c:o1~~ol__!!.-¥_ 

jmprovi!:!.g_gur model?'? 11 remains unans\·1ered. 

Foss proceeds to discuss briefly the success (or lack of it) 

of various control theories in the process control industry. In spite 

of all the research effort put into multivar-iab1e control theory over 

the past decade or so, most processes today are sti'!l controlled by more 

or less isolated single loops and occasionally cascade loops even though 

the systems are inherently multivariable. 

Single loop methods are nevertheless inadequate for the treat­

ment of dynamically interact-Ing multivar-iaule syste1ns. 1; theory of non 

interacting control (Gould (Gl)) was proposed; it attempted to reduce 

the multivar·iable control problem to a set. of s-ingle loop contr01£ Mere 

inputs are rnan·ipuldted in such a way as to affect only or.e autpsL ~,t a 

time. This technique, borrov1ed from the aerospace literature has seen 

limited success. If the system under control is weakly interacting in 

nature (as in the control of an aircraft) then this technique has some 

success. However, most chemical processes are highly interactive and 

it is, in a sense, unnatural to force the control model to be non­

interactivas simply becaus2 it is difficult to design interactive control 

schemes. Rather than eliminating interactions it should be exploited 

to achieve better control. 

A method which doE~s exploit interactions is the method of Moda"I 

Control intrcduced by Rosenbrock (Rl) more than a decade ago. He 

proposed that the rate of response of the natural modes (eigenvector­

ci::;2nv&lw0: pc:.irs of the: sta:e n;atrix) couhi be contro11ed by chocsfoq 
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a suitable feedback gain matrix which, in effect, shifted the poles of 

the system. In theory, this idea ca.n provide rapid and stable control 

but in practice, the ability to measure only a few of the states results in 

confounded estimates of modal dynamics causing the control to degener­

ate rapidly. 

The theory of optimal control, although it held many promises, 

led to many disappointments when it came to applying the techniques in 

industry. Engineers soon realised that the word 11 optimal 11 cari'ied no 

g1obal significance, and a performance index that is optirnal for one 

process may be totally without merit for another. Hence, the choice of 

an 11 0bjective Functi on 11 to be optimised is of the utrr.ost importar.ce in 

the design of a controller. The widely used quadratic perfo~T1a.:ice 

criterion was chosen primarily because it simplified the mathematks 

of the optimal control problem. 

A more serious problem of this theory is that it assumes one 

has perfect knowledge of both the process model and its parameters, 

and that there is no "noise" in the system. This fact was sufficient 

to explain why so many computer control simu·lations work well, while 

the same contro1 when imrle1nented on the actual process has 1imHed 

success. 

There have been attempts to include noise in mathematical mode1s 

an~ to tRke account of measurement error~ and lack of measurement of 

all states through the use of Luenberger Observers and Kalmar-Bucy state 

estimators and this will bs discussed later. 

http:importar.ce
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Foss concludes by stating quite clearly that chemical engineers 

have been working on the wrong problems and only a dent has been made 

into the significant fundamental problems of chemical process control. 

Foss enumerates some central problems to be solved: 

(1) 	Theory for determination of a control system structur~: 

what and how many variables should be measured, with how 

much accuracy; what inputs should be manipulated; how 

should the inputs be connected to the outputs? 

(2) 	 A practical way of formulating low order models of 1arge 

multivariable systems. 

(3) 	Parameter estimation in control mode1s. 

(4) 	 Development of adaptive strategies to account for changing 

process variables. 

(5) 	More meaningful formulation of control objective functions. 

(6) 	The study of more complex chemical systems and a brei:'\k away 

from the past trend to confine studies to utext book 11 cases 

borrowed from the aerospace industry. 

A few other areas of endeavour may be pinpointed: 

(7) Studies concerning the ra1ation 	between comp1exity of a 

model anrl the quality of control that is derived from 

these n;od21s. 

(8) 	 Problems associated with applying present day multivariable 

control theory (which applies mainly to systems described 

by sets of ordinary differential equations) to systems 

ciescribeci by partial differential equations. 
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This last point, the author believes, was a great shortcoming 

when state space control theory was 11 borrowed 11 by chemical engineers 

from the aerospace i ndus tr·i es, and then app1 i ed to chemi ca1 processes, 

which are often only adequately (even for the purposes of control) 

described by partial differential equations. 

(2) Weekman and Lee 

Weekman and Lee (Ll), in a recent publication, present some bo1c! 

statements concerning advanced control practice in the chemical process 

industry. 

Firstly their topic is refreshing, in that their emphasis is on 

the control of reactors and this represents a break away frcm the empha­

sis on the control of distillation, evaporation, or adsorption columns 

so prevalent in the literature, Fisher (F9), Shins!~ (S2). 

Weekman (L 1) agrees readily \-Ji th the views expressed by Kesten­

baum et al. (Kl) and Foss (F8) on the shortcomings of advanced control 

theory; howeverJ he goes a lot further by giving some economic perspec­

tive to the type of problems being solved by academics versus the actual 

problems that confront the practitioners in tile petrocl:emical industties. 

Wackman ~upports his arguments using an example of a catalytic 

cracking plant which includes a coupled reactor-regenerator system. The 

conventional control of this system had been arrived at by distiiled 

experience cf many years of operation. AftE!r a theoretical study by 

Kuri~ara (K3) using simple processes models, it was demonstrated that 

the r12actor r..:oulrl be 1•tAll corit~·0l1ed by contrnliing the reaenerato;~. 
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Th"is novel scheme v1as ·1at.::~r imp·1emented and patented by Mobil Research. 

WeekmanJ?_Qj__nts to the lack of good_p_r..:0r.:ess n1ode1s.. He mti.intair.s 

though, that a complete and perfect model is not only impossible but 

not even necessary. He advocates the 11 Princip1e of Optimum Sloppiness 11 

suggested by Prater: "Obtain a reasonably good model that accounts for 

major process variable effects and dominant dynamics". He does, however, 

strong1y believe that the current state of the art in model building for 

the process industry has room for considerable improvement [Heekman (W1)]. 

Simplified models of complex processes are frequently inadequate and 

iead to erroneous process control design. This comme11t appea·ts to add·· 

ress itself to one of the questions posed by the author while discussing 

Foss 1 s (F8) critique above. Namely, do2c; an "irr:proved precess mcdel ·!eod 

to better control? 

Weekman µresents some rather disturbing rcveiations (at 1east for 

the petroleum industry) concerning the economic incentives to process 

control wh"ich he divides into three categoi''ies: 

(1) 	Major benefits result from moving the steady state operation 

to a better operating point. 

(2) Additional 	 benefits (but significantly less than (1) above) 

resu1 t from improving the tightness of regul ato:Ay c:ontro 1 

about a set point. 

(3) 	Minor benefits obtained by controllers which concentrate 

on fast response to set point changes with minimum excurs­

ion from so~e chenge-over profile. 
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Although Weekman does not use the term specifically, he implies 

that the petroleum industry has much more use for servo controllers 

than regulators. He continues to emphasise the need for better process 

models and this is understandable since during servo operation (start-up, 

shut-down or simply changing to new operating conditions) the process 

is operating over a wide range of conditions. This implies that any 

model which purports to describe the process must be valid over this 

same wide range. 

Many complex processes are non-1inear and for the application of 

most of modern control theory, models are usually linearised about a. 

single operating point. Thus, their validity is restricted to within 

some area around this operating point. Any servo control schcr.1e wo1;1d 

therefore have to use the non-linear model for control design - a fo0nid­

able theoretical problem for single variable control problems, let alone 

a multivariable servo control scheme. It is no wonder that most (if 

not all) start-ups and shut-downs are conducted manually in the process 

industry. The demands on a process model to cover such a wide range 

of operating conditions are for the moment very difficult to meet, 

nevertheless~ this does point to the directions of greatest challenge. 

Some of Heekman's remarks are~ howevers confined to the analysis 

of prob11::ms typic<i1 of the oil industry ~vhere specifications on prorluct 

compositions may not be as critical as in -0ther industries. 

In the polymer and paper making industries, there are well 
,. 

documented ex::tmp1cs (J\strcm (.42))\..ihere ·improved qurility of regulatory 

contro: hus h:::d :i sonsiderahle effect nn !'"'ofit::ibil"ity. Jn these 

http:schcr.1e
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processes, regulatory contra 1 is of pr lmary i rnportancc. Other examples 

include any situation \•!here operation close to a economic or safety 

constraint is required. 

Weekman presents an interesting discussion on some difficulties 

of implementing a control scheme: 

(1) 	The control scheme although designed for an isolated unit 

should take into 0.ccount the rest of the p"lant as well. 

(2) 	The control scheme should take into account the actions of 

a human operator and safety considerations, since it is 

unlikely that a contro·1 scheme \·Jill be cornpletely autcmated. 

(3) 	The control should have the ab-ility to be gradua1ly inte­

grated into the existing sc~eme and allow a smooth change 

from automatic to m3nual operation. 

Weekman points to sor;-;e n:~v1 di rec ti ons: 

(l) 	Closer co-operation betv1een the control theoreticians and 

process operators. 

(2) 	 Integration of the process design and process control con­

figurations: Many contro·1 problems would he eliminaled if 

proper design was carried out. 

(3) A high 	 priority for r.e\: techniques to a.~d mcdel1ing for 

the c011tro1 of chei11ica1 processes. 

(4) A systematic approach to 	difficulties encountered in im­

plementation of advanced control to replace an existing 

conttel schE.ir.e. 
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The chemical reactor, in particular, the fixed bed chemical 

reactor, represents one of the n:ore co1~1p1 "icated processes to model 

in ch2rnical engineering. Of course, uppern1ost in one's mind when 

deriving a model for a reactor (or any other process for that matter) 

must be the purpose for v:hi ch the model is to be used. Here, the purpose 

1s to develop a model satisfactory for use in on line regulatory 

control of the reactor. This necessitates large simplifications to the 

current reactor models that arc proposed in the literature. Host of the 

literature on reactor modelling is based on the assumption that the 

model is to be used for simulation or design (most of these models are 

usu01ly steady state also). As a result, the models tend to be S(1r;1c1:1ha.t 

complex and in general, unsu"itctble for co1rtrnl. Nevertheless by exam­

ining the formulatio11 of these cor:1plex n:odels, on::-~ gains some insi~1ht 

into the important effects occurring in reactors and one is led to ideas 

for simplifying the models for the purposes of control. 

___,,_______ .__2.2.l Steadv State Models 

Beek (Bl) pro·;ides excellent -ins·ight into the factors surround­

ing a complex mclE.1 of '1 p.:.cked b2C: reactcr. Hs begins by laying out 

his assumptions which may be summarised as 

(1) 	Properties of the packed bed are homoqen·eous and vary smoothly 

over the bed .. 

(2) 	 Unccr conditions in co::::-:~erciJl practice, u.xial diffusion 

to 	bulk flow terms. 
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(3) Heat transfer at the wall m~y be lumped to express conditions 

at the wa11 as 

aT--­ Bi(T
VJ 

- T) at r = 1 

(4) Eddy diffus"ion is C:onrinant as long as the· Reynolds number 

is not too l 01·1. 

Beek discusses some of the difficulties asso~iated with estima­

tion of transport propert"ies in packc::d bed reactors. The essence of 

his observations may be st:rnmarised as: 

(1) The 	 velocity profile in the rad·ial direction is ess€ntil<1ly 

flat except for a region close to th~ wall, where the pro­

file can show a maximum. 

velocity-[ r-~---...,,"-,~ 
r I 


(2) 	The Peclet number for radio.l mass diffusion, NPe is 
m,r 

fairly constant at a value of 10, especially for 

Reynolds numbers greater than 80. 

(3) 	The effective thermal conduct·i vity (>..er) is particularly 

difficult to estimate due to sevc:ral m2asurem:mt difficu1­

ties. The behaviour of the reactor is very sensitive to 

this parameter. Most correlations do not take into account 

a reaction system and apply only for reasonably large 

Reynolds numbers (> 40). 

(4) 	 The rate of heat transfer at the wall as characterised by 

J 

tions are han~pcrcd by the necessity of obtaining measurements 
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v1hich rely on extr<1.polation of temperature profiles to 

the 1·1a 11 . 

Finally, Beek discusses by me2ns of an example, the numerical 

solution of his two-dimensional partial differential equations. It 

should be emphasised that Beek 1 s treatment applies to a steady state 

analysis only. 

Froment (Fl) presents a comprehensive analysis and review of 

the field of fixed bed catalytic reactors. He classifies the current 

models in the literature into t\'w basic types: 

(a) Pseudo homogeneous 111odels 

(b) Heterogeneous models 

where, in the l1eterogeneous models, the conditions of the solid are 

distinguished (and accbunted for separately) from conditions in the 

fluid. \'!ithi n each categor1, FrornE:~nt considers steady state mode1s of 

increasing complexity from a bc:s'ic one-dimensional model, to a complex 

tvm-dimens ion a1 mode1 1·1hi ch i 11ch1des radi a 1 effects. 

Froment (F2) addresses himself to the problems associated with 

the estimation of transport properties in fixed bed catalytic reactors. 

He notes that in spite of the complexity of the system, certain simplify­

ing statements Gan be mad2 for practical applications, namely: (1) 

the effective radial diffus·ivity (Der) is relatively fixed by the 

observed fact that the radial mass Peclet number (NPe ) for all 
m, r 

practical purposes lies between 8 and 11. (2) in industrial 

applications, the axial heat conduction may be neglected 

cornpai'ed to ovet21l flov1. Us·ing an c:Xui1~p1r-: of hydrocarbon oxidat·icr., 

Froment looks at param2tric sensitivity ar.d concludes that profiles 
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in the reactor are insensitive to the mass transfer parameters but 

extremely sensit·ive to the heat transfer parameters; so sensit~ve~ in 

fact~ that the degree of precision in measurements required for current 

correlations is se"ldom achieved, and thus any predktions based on these 

corr-elations may have large errors. 

In a more recent article, Froment (F3) reviews current findings 

in the 1iterature and provides comments on a series of still unanswered 

questions in the modelling of reactors: 

(1) 	 If axial dispersion of heat and mass transfer were to 

significantly influence reactor profiles, extreme variations 

of temperature and concentration would have to occur over 

a few centimeters within a catalyst bed - u situation ur­

likely to occur in industrial situations. 

(2) 	 Because of high velocities encountered in industrial 

situations, differencesbetween s0lid and gas temperatures 

have been found to be sma 1"I < 5°C. He does however, comment 

that no studies are available for transient conditions and 

the effect may be more important here. 

{3) The existence of non-isothermal catalyst parti c1 es is un-, 

likely. 

(4) 	The poss,ibility of rnu1tip'le steady stat.es have been excluded 

from a number of industrial reactors. 

Hlavacek (H1) prov·ides an excellent extensfon of Beek's (B.l) 

work and points out sowe of the persisting problems associated with 

para.meter estiH1ates: es peel ally -for the heat tr;:..nsfer caramet2rs. In 

particular~ he comments th2t heat (and mass) transfer characteristics 
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are always obtained in the absence of chemical reaction and therefore 

correlations in the literature have limited validity when applied to 

reaction systems. Scatter in the prediction of heat transfer coe­

fficients is still very high. 

Hlavacek also considers some problems associated with the 

numerical integration of the reactor equations. He includes a discussion 

on non-·linear least square estimation of kinetic and transport parameters 

where he talks about problems of parametric sensitivity and problems 

associated with temperature and concentration measurements. 

A comprehensive work on the subject of parar:1etr·ic sE!nsit·ivity 

in fixed bed reactors is presented by Carberry (Cl). He studied the 

steady state behaviour of naphthalene oxidation and demonstr&tes the 

effect on predicted profiles of varying certain parameters in the rei';.ctor 

model. His main findings were that: 

(1) 	The assumption of iso-therma1 catalyst peliets is rec.sonabl2. 

(2) 	Both radial and axial temperature profiles are sensitive 

to radial Peclet number for heat transfer (Np ) when it 
· eh,r 

is 	varied within expected limits. 

(3) 	Conversely, conversfon and yield of product predicti::d by 

the model is insensitive to values of radial mass Peclet 

er 	(' 1ndm. 	 b 'J , r'Pe 
m,r

(4) 	 Both conversion and temperature profiles are drastically 

altered by relatively small variations in wall heat 

transfer coefficient and coolant tP.111perature. This fact 

v:i11 ca.use: consider:tbie dHf'icolty 1oihen tryinq to match 

model predictions to actual data. 
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Indeed, Carberry cautions against t:oo much confi1fonce iri simula­

tion studies due to problems of parameter estimation and sensitivity. 

Butt and Weekman (B2) present a review of procedures for testing 

the relative effects of various transport phenomena occurring in hetero­

geneous packed bed systems. They divide these criteria into three groups, 

namely: Intraparticle effects, Interphase effects and Intrareactor 

effects. 

Most (if not all) the criteria appear to apply to steady state 

effects and are limited to single reaction systems of a. specif·ic order. 

Also certain criteria require the estimation of pa1·ameters whic'1 them­

selves are hard to come by, thus causing them to be of ·1 imited usefu·(-· 

ncss. 

2.2.2 Dynamic Moqels 

All the above literature is concerned with steady state analysis 

and modelling of chemical reactors. There are a limited number of 

studies concerned with transient effects in packed tubular reactors. 

Al'l the transient studies seen by the author neglect radial gradients. 

Inclusion of both axial and radial gradients for temperature ana composi­

tiOil in a transient system would give r·isc to a set of three-dimensior.3.1 

partie.1 differential equations which presents a very difficult computa­

tional problem. 

In an interesting paper, Sinai and Foss (Sl) c0nsider an adia­

batic packed bed reactor in which a non catalys2d reaction occurs in 

the liquid phas£ of a solid 1iq~id syst2m. In their system, the 
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thermal and concentration wave velocities are of the same order of 

magnitude. 

They vary the concentration and temperature inputs in a sin­

usoidal manner in such a way as to produce interference patterns 

between the concentration and thermal waves, producing constructive 

and destructive wave patterns which significantly influence the profiles 

within the reactors. This phenomena is probably limited to liquid­

solid systems where the concentration and temperature wave velocities 

are of the same order of magnitude. In their paper the ratio 

of concentration to temperature wa"/e velocity is about 0.5. 

These phenomena are not expected to occur in reactors considered 

in the present work, where the wave velocity ratio is of thf order of 

1000. 

Crider and Foss (C2) attempt to isolate the important factors 

affecting the dynamics of packed bed reactors. They conclude that the 

phenomena most important in transient studies are 

(1) 	Thermal capacity of the packing which slows down the temp­

erature wave. 

(2) 	 Resistance to heat flow between solid and fluid. 

(3) 	 Coupling of temperature and concentration effects due to 

r2action. 

Unfortunately, ail aspects of their results cannot be generalized to 

other systems in that they specifically studied a non catalytic liquid­

sclid system with sma11 n.dial gradients, V!hich they neglect in their 
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Crider and Foss (C3) use this same reactor under adiabatic con­

ditions, where~by ignoring radial gradients and a~ial and radial diff­

usion, they obtain an ana1ytical solution for a single first order 

reaction system. 

FergLJson and Finiayson (rlO) make an. attempt to analyse the 

validity of the quasi steady state assumption often used in modelling 

dynamics of fixed bed reactors. By a judic.-ious survey of models in the 

literature, they arrive at a set of criteria which they recommend to 

be used to test the validity of the quasi-steady state approximation. 

[The quasi-static approximation used for a gas-solid reactor system, 

may be described as follows: The response of the concentration profiles 

to say, a step input in flow, is very rapid. The temperature profiles 

respond much more slowly and their dynanrics persist long after the 

rapid concentration clynami cs have ended.. The essent·i al dynamics cf the 

system thus appear to be governed by a sl o~Jly changing temperature pro­

file coupled with concentration profiles which are always at steady state 

with these temperature profiles. Thus the concentration dynamics are 

ignored in comparison with the more enduring temperature dynamics]. An 

important criterion for fixed bed reactors, is the ratio of the heat to 

the mass v!av<.~ v£>1ocitics, Hansen (H2~ H3) uses this ratio as a basis 

for neglecting the mass accumulation term. 

They quote examples in the literature which show that the extra 

computational effort involved in solving the full dynamic equations 

(quasi-stP.::tdy state riot assumed) is anyv1here between 60 to 100 times 

gr~ater. Thi~ is due mainly to the fact th2t when the ratio of wave 
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velocities are very different from unity ("" 1400) in this study), the 

resulting differential equations are very stiff, thus requiring sma11 

time steps when being integrated. 

2.2.3 Orthogonal Collo~ationin C~emica1 Reactor Theory 

Since some of the original papers on orthogonal collocation 

applications to boundary value problems were published [Villadsen (V1)], 

there has been a tremendous interest in the application of collocation 

methods to the modelling of chemical reactors. One of the drawbacks of 

the complex reactor models being formulated today is the often iritract­

able computational problems that result. The ability of collocation 

methods to provide wo~kable approximate solutions to co~plex partial 

differential equations is se2n as a great advantdge by mar1y workers. 

Finlayson (F4) uses collocatinr to solve a set of partial 

differential equations (PDE's) describing radial temperature and con­

centration gradients in a .reactor. He also shows how coliocatfon may 

be used to express the PDE's as an approximate lumped set of ordinary 

differential equations. He shows how the equivalent lumped model is 

quite adequate for small Biot numbers {< 3.5). LargeY' Biot numbers 

imply that most .of tht! resistance to heat transfer is in the bed itse1f 

(as opposed to being lumped at the wall) and a distributed nDdel is 

required to ade~uately describe radial variations. This in turn, 

implies that higher order collocation ap~roximations are required. 

Finluyscin (F5) presents a cornp('c:h:81sive summary of the applica­
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work first presents a summilry of the general features of the method of 

collocation and then applies these techni~ues to a sulphur dioxide 

oxidation reactor and an ammonia reactor with counter-current cooling. 

Included in this paper is a detailed analysis of the importance of 

various transport phenomena effects in the modelling of packed bed 

reactors. The following is a summary of his a.nalys·is: 

(1) 	 The importance of Radial Dispersion of heat can be evaluated 

in terms of the Biot number for heat transfer at the v1an. 

For large Biot number dispersion effects are marked (unless 

heat of reaction is ve.ry srnal1), 

(2) 	Axial Dispersion of heat is usually of relatively minor 

importance for fasi flow reactJrs with small catalyst 

particles. 

Finlayson uses Young and Finlayson's crHer·ion (Yl) to determine whether 

axial dispersion of heat may be neglect8d. Mears (Ml) criticises this 

criterion, pointing out that its derivation does not take into account 

radial temperature gradients. 

(3) 	Finlayson quotes Mears 1 criteria (see Butt (82)) for decid­

ing whether the assumption of equal solid and fluid tempera­

tures is reason ab1e. He cri ti d ses the criterion because it 

is based on reactor inlet conditions and instead suggests 

using an effectiveness factor obtained by solving the full 

set of reactor equations. The effectiveness factor, n, is 

defined as 
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where R is the rate of reaction. n should be between 0.9 < n < 1.1 

to justify neglecting any temperature differences between solid and 

fluid. In practice, it would only be practical to compute n for 

simple systems. 

(4) 	 Interndl resistance in catalyst pellet: lf rate of diffus­

ion is slow, significant concentration gradients can exist 

in the catalyst particle. 

Ferguson (F6) uses collocation to reduce the computational 

burden for solving the transient equations that account for the diffus­

ion of mass and energy within catalyst particles. 

In his book, Finlayson (F7) devotes an entire chapter to the 

application of collocation to chemical reactor~. Hansen (H2) u~es 

collocation to integrate the transient equations of a packed bed gas-

solid catalytic reactor. He considers a singl~ reaction, no radial 

gradients and makes the quasi-steady state approximation only after 

the first 3 seconds. This allows him to integrate the initial concentra­

t1on dynamics for the first 3 seconds using the full equations, after 

which time the slower temperature dynamics are integrated, using quasi-

steady state equations. 

A Sllmmary of the basic theory of orthogonal collocation is given 

• r. •• 2l n r.ppEHH.!1 X • 
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2.3 Process Reactor Control Studies --------· 
Control of present day reactors in the process industry appears 

to be still somewhat of an art [Lee (Ll)]s except perhaps for control 

studies on simple CSTR or batch reactors [Marroquin (M3)]. Multivariable 

control of plug flow reactors, however, appears to be confined to the 

literature as an academic excercise, [Dyring (01), Seinfeld (S3), Chang 

(C4)] and the literature is extremely sparse when it comes to applica­

tion of control techniques to actual processes or pilot plant reactors. 

An interesting paper, far ahead of its time [Tinkler (Tl)(l965)] reco­

gnised this gap when it attempted to use frequency do~ain techniques 

to develop a feed-forward control algorithm for an actuai fixed bed 

chemical reactor. 

Multivariable control studies in the chemical engineering lit-· 

erature have concentrated almost entirely on distii1ation columns, 

adsorbers and evaporators (F9, S2}. The lack of control studies on 

the fixed bed reactor appe~rs to be directly attributable to modelling 

complexities. The processes described above (distillation, etc.) are 

often quite adequately described by sets of ordinar~ differential equa­

tions and hence are amenable to relatively direct app"!"ication of' state 

space control theory. rtrny fixed bed reactors, in particular, the 

catalytic fixed bed reactor ccnsidered in this study~ require a set of 

partial differential equations (PDE's) to fully describe their complex 

dynamics. The first problem then consists of representing this set of 

PD!: 1 s by a set cf ordinary differ~rnt~al equations (often linen.risPd) 

so that th~ r:~ultiv'.:lriable state s;'lilce cnntroi ;:ind est·imation thwlry 
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may be applied. This is not a trivial task. 

A first attempt at this problem was made by Foss and his 

associates [Michelsen, et al. (M2)]. Foss considered an example of a 

fixed bed adiabatic reactor in which an exothermic non-catalytic reac­

tion occurs in a liquid phase. He considered a single, first order 

reaction and neglected radial gradients in temperature and concentration, 

as well as axial diffusion, and intra particle resistances. He also 

found it necessary to account for differences between temperatures in 

the liquid phase and solid phase to adequately describe the dynamics 

(C2). 

The system of hyperbolic PDE's describing Foss's system is con­

veniently transformed to charRcterist·k time and the methcd of Ortho·­

gonal Collocation [F4, F5, F6, F7, Vl] is effectively used to approxi­

mate the PDE's by a small set of ordinary differenti~l equations. 
I 

Fosss system included an extra dynamic equation for the particle 

temperature. Byusing a single characteristic (the other characteristic 

direction coinciding with one of the original co-ordinate axes), he 

was able to rewrite all his equations in terms of characteristic time 

T and true distance z. Derivatives with respect to characteristic 

time appeared only in the single equation describing particle tempera­

ture. This, in effect, eliminated the explicit time dependence of the 

remaining equations and since the size of state space model is a function 

only of the number of equations with explicit time derivates, the model 

size was considerably reduced. Problems m~y occur when the state space 

equatiJns are written in ter~s of cher~cteristic time T (& function of 
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z too) instead of real tirne, t, when rea1 time measurements are nw.tched 

to a characteristic time model. With a single characteristic, one can 

circumvent this problem but it remains an inconvenience. In general 

though, for hyperbolic systems, one has two characteristics and then 

there is no simple procedure for matching either tne boundary conditions 

or the measurements (in z and t) to characteristic time and distance in 

the model. Also, since characteristic distance, say x, is a function 

of time as well, it is unbounded and the question of using the ortho­

gonal collocation formulae (which are based on normalised, hence 

bounded variables) is in doubt. In the Section 4.41 it is seen that 

by the 11 elimination 11 of the radial derivative terms among the partial 

derivatives, we obtain an equivalent set of hyperbolic 2quations with 

two characteristics and \!Je are thus unable to take advantage of Foss! s 

method (M2). The availabilHy of the analytical solution for the 

transfer function of his system allows Foss to test out the accura:y 

of the approximation by ex.ami ni ng the abi "I Hy of the approximate system 

to correctly predict the position of the dominant zeroes of the system 

(those close to1 and in, the positive half plane of the frequency dom­

ain). He uses six collocat!on µoints to obtain a satisfactory repres­

entation of bis .rca.ctor profi1 es, b11t corrrrr:nts that though, i r. theory~ 

an increas2 in the number of collocation points will increase accuracy= 

the resulting equations are prone to numerical ill-conditioning. Ha 

shows how the accuracy of the collocation approximation dep~nds on the 

specific dynamics of the particular process. In Foss~sreactor for 
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and solid is increased, a large increilse occurs in the numbers of colloca­

tion points necessary for an adequate 0pprox·i111ation of the reactor 

dynamics. In this paper then, Foss develops an effective method for 

representing fixed bod reactor dynamics in a state space form (that is, 

in a set of linearise~ ordin~ry differential equations). 

In a following paper, Foss and h~s associates ~akil et al. 

(V2)] use this state space model to investigate the design of a feed 

fon-iard control schern~ for their fixed bed reactor. The control design 

is carried out through simulation of the reactor and various configura­

tions are evaluated numcric~lly. Due to th2 prable~s associated with 

concentration measurements, the system \'/c;s assur;1ed to have ternperoture 

measurements only, at1d concentration nE~asurc'nK::nts are inferred from 

these through a mo,jel. T/12 reactor sin1ulatio~1 system is subjected to 

random feed di stur;)onccs in ter:1;Jeraturc~ and concentration and r2ndom 

measurement error was added. The manipulated variebles consist of a 

concentration or temperature "-injection" (usir:9 a secondary feed of 

different temperature) at some point a alon9 the length of the reactor. 

From the simulations, Foss concludes that temperature injection is the 

preferred manipulated variable and he compares this with the variance 

of the controlled variable using concentration injection as a mani­

pulated variable. It is not clear why he does not consider the 

simultaneous manipulati0n of conc2ntration and temperature for the 
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control of this multivariablc system. For this study, the temperature 
1 

measurements are restricted to the first section of the reactor (below 

injection point) and the objective is to maintain the reactor operating 

as close to steady state as passible. Foss milkes use of a Kalman 

filter (to be discussed later) to estimate the states· of his system. 

Under his measurement. cotrf·i gu1-ati on, he fbund that state estimation 

became a severe problem and the level of his noise input (which is 

generated) had to be lov!E!red considerably~ before the state estimation 

routine could produce meaningful results. He concludes that measure­

mcnts along the full length of the reactor are necessary. 

An all tco conrnon finding in this [paper) is that, when the 

sophisticated nultivariable stochastic controller was compared to a first­

order transfer function form 9f_ con.trol ler,, the performance index of the 

simple controller was only 1% higher than that of the optima]: stochastit.: 

controller. 

Foss points to possible extension~ of this work and they include 

investigation of: 

(1) 	 Gas solid systems where fluid residence time is small 

compared to thermal wave transit time. 

(2) 	 Complex reaction systems. 

(3) 	Catalytic reactions. 

(4) 	Non-adiabatic reactors. 

(5) 	Use of w~ll heat flux and reactant flow rate as manipulated 

variables. 

The present study ~ttc~pts tJ invcstigatr all of the above 

pro bl ems. 



CHAPTER 3 

A MATHEMATICAL MODEL FOR THE FIXED BED REACTOR 

3.1 Introduction 

We require a process central model of the reactor, suitable for 

on-line process control studies (see Sections 2.1 and 2.2). In Chapter 

3, the mass and energy equations for the reo.ctor are developed. This 

leads to a set of four coupled partial differential equations in three 

dimensions. These equations are far too complex to be used as a pro­

cess contro·1 model~ but nevertheless form the starting point fer rJ. 

series of simplifications (see Chapter 4) which reduces the e~u~tio1is 

to a form suitable for process control. 

3.2 ~L~.?_DescriJ2tion 

The reaction considered here is the hydrogenolysis of butane. 

The react~on 1s carried out over a nickel en silica gel catalyst in a 

fixed bed, non-adiabatic tubular reactor. The process flow sheets are 

presented in Figures 1 and 2. The reactor consists of a single 2.045 :m 

radius tube, 28 cm long, packed with finely divided (average diameter 

of particle is 0.1 cm) catalyst particles. The flow rates of the two 

feed streams, hydrogen c:nd butane, are contro11ed usfog a mirl"icomput2r. 

These feed stream flews are to b2 manipulated according to en algo­

rithm, so as !:o maintain control of the exit concentr;_;itions. In the 

absence of control, these concentraticns v;\;U1d deviate from t::irgct dt.<c 

28 
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to internal or external disturbances (e.g., cata1yst activity fluctua­

tions or wall temperature fluctuations) of a stochastic or determin­

istic nature. The inlet gases are preheated to wall temperature by 

passing through a tube filled with silica gel particles, heated by an 

electrical resistance heater. The wall temperature of the reactor tube 

is controlled by flowing counter-currently, heat transfer oil (Sun Oil, 

No. 21) through the annu1us of a cooling jacket. This heat transfer oil 

is continuously circulated by a Sihi (Model ZLLE 4017/155Q) centrifugal 

pump equipped with high temperature gland and gasket materia1s. Heat"i!;g 

of the oil is provided by up to S electrical resistance heaters with 

an overall rating of about 5.8 kw. The reactor wal'I temperature is 

equal to the oil temperature and for a1~ practical purposes, indepen·· 

dent of length along the reactor. Oil temperature is controlled by 

heat exchange with air at 100 psiy. Oil flows thro~gh the tub2 side of 

an Amer"ican Standard (Model 200-8) sin~{ie pass, heat exchanger. The 

control algorithm for air flo•tJ is a simple on-off type, and air flov; 

to the shall side is computer controlled by a solenoid valve (ASCO 

Model 3210 02). 

Nine thtrmocouoles (chrome1-alumel) are oositioned inside 
' ' 

the reactor at equi5paced roints along th~ central axis. Several off­

centre then~~couples are ~rovided as well. 

THo furthe:" therrr.oco'..!p1cs (chro:nel-alurnel) are provided: 

one located in the gas preheat reactor entrance region and the other in 

the exit gas ~tream. 
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as indicated (See Figures 1 and 2). 

Exit concentration measurements are obtained using an on"·1 ine 

process gas chromatograph (Beckman, Model 6700). Pressure in the 

reactor is usually set between l to 2 atmospheres and pressure drop 

experienced by the gdses flowing through the reactor ~s less than 0.2 

atmospheres. 

All data collection and process control is accomplished using 

a Data General 32 K Nova 2/10 minicomputer to which the reactor process 

has been interfaced. A Control Software Package [Tremblay (TS)] handles 

all the data logging and control imp1emertation for the system. A con­

trol configuration layout is presented in Figure 3. 

For details of the reactor design, control softw~re packa£e 

and process computer interfacing, the reader is referred to [Tremblay 

(T4)]. He designed and bu"i1t the pilcc plant re&ctcr and interfaced 

it to the minicomputer, thus opening the possibilities of several 

future combined experimental and theoretical studies of which this 

work in conjunction with Trcmblay's is the first. 

3.2. l froces_~Control C~1fiq_~ratic.n 

The necessity of setting up a sersible control configuration 

was e·laborated 0n by Foss (F3) ~s discussed in Section 2.L Every 

control configuration is specific to one 1 s application and a good 

starting point is to compile a list of all possible manipulated or 

control variables and a list of possib)e response or measured variables: 
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Possible Manipulated Variables 

(1) 	 Hydrogen flow. 

(2) 	Butane flow. 

(3) Oil coolant or wall temperature. 


{4) Inlet gas temperature. 


Possible Measured Variables- --·~~~·~~~-

(1) Temperature 	measurements along the central axis of the 

reactor. 

(2) 	 Exit concentratio1s of the various species. 

Jhe 	Obj ecti v~ Function 

In the present study, a realistic objective is to maintain 

the selectivity of a product, s11y, propane (dc~fined here as the 

change in the number of moles of the product, relative to the amount 

of the key reactant (butane) used up), or conversions of sevr~ra·1 of 

the products at some prespecified level. This level is chosen arbi­

trarily here, but would be based on economic considerations in an 

industrial situation. 

In this studv. the manioulated variahles ..... - . were selected as the 

butane fl ow a.nd hydrogen fl ow. These have c.n advantage over the other 

variables in that the system responds extremely rapidly to any changes 

in these flows, due to Uie rapid concentration wave velocity. Flow 

contro1 is also evsy to imi;1ement and not cnst"ly. Wa1·1 ternperatur2 
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present study, use of this variable for control is complicated by 

the fact that it has non-linear dynamics of its own, due to the 

configuration of the cooling system (the oil can be cooled rapidly 

but heating can take several minutes). The cooling does have a large 

effect on the reaction and at present, the wall tempe~ature is being 

used as a safety variable for rapid quenching of the reaction in case 

of temperature runm'iay. The inlet gas temperature control would in­

volve extra equipment and it has not been pursued. 

Temperature measurements are more easily obtained from our 

ptocess than concentration measurements and in general, this is always 

true. Neverthelesss a realistic objective function is expressed in 

terms of concentrations. Ideally then, we would prefer to mtiiSW'e 

temperatures and control concentn;tions. He require~ however, a mode1 

which relates temperature to concentration and this is developed in 

Section 4.i0.1. 

Concentration measurements can be obtained using the pr0cess 

gas chromatograph (see Section 3.2). The chromatographic u.r1a·1_vsis used 

in this study required 361.3 seconds to produce concentration measure­

ments of a·11 ti speC'ies. A fair·1y crude mechanica·1 mu·1 t·iplexer {see 

Sectkrn G.l) a11::v1ed nev: t2:r,1p2tature r;;;a(:ings to be obtained 1::.vsry 12 

seconds (an electronic multiplexer would allow almost instantaneous 

ternpe ra tu re read i ngs) . 

This study will rely primarily on temperature measurements and 

will use concentration measur2ments tc check and correct for a~y 

~o~ccnt~a~1~n level bias fourd ~n the ~odc1. 
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3.3 Reaction Kinetics 

The butane hydrogenolysis reaction h;;:s been studied previously 

by Orlikas [01, 02] and Shaw [S4, S5]. It is a high1y exothermic series­

para11e1 reaction that is catalysGd by nicke1. 

A representation of the overall reaction mechanism is presented 

in Figure Al. The mechanism is based on the assumptions that: 

(1) Butane 	and propane are adsorbed on the catalyst surface 

before a reaction takes place. 

(2) 	 The reaction products from these reactions may react further 

or be dcsorbed. 

(3) 	 Because of the low probo.bi'lity of brea1dng, two or three 

carbon bonds sirnu1taneously, reactions converting butar1e or 

propane directly to methane are assumed not to occur. 

The hydrogeno·iysis rE~a.ctions may then be represented by the 

following four (three independent) reactions: 

(1) 	 C3H8 + CH4c4H10 + H2 + 

(2) c4H10 + H2 + 2C 2H6 (3-1)
' 

(3) 	
. c3H8 + H2 ~ c2H6 + CH4 

(4) 

The re~ctio~ rate ~ndels associated with these reactions are given in 

App en di x -: ,, 
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3. 4 Reactor Modej_,_~:..ations 

An extensive analysis of the problems associated with the mode11 ing 

of fixed bed reactors has been presented in Section 2.2. A discussion of 

the various assumptions surrounding the reactor model developed here will 

be presented. The reader is referred to the references enumerated and 

discussed in Section 2.2 to supplement this section. 

In the present study, we are dealing with a non-adiabatic, fixed 

bed catalytic reactor. The reaction is the nickel catalysed hydrogenolysis 

of butane. Mass balances for the three independent species (see Section 

3.3) as well as a single energy balance are required. Certain assumptions 

which are necessary for the development of a process control re~ctor model 

are discussed under several headings. 

Catalyst Particle 

In this reactor we have the rapid flo~ of gases over solid, porous, 

catalyst particles. The cat.alyst is prepared on silica gel porous part­

icles [Tremblay (T2)]. The reaction is highly exothermic and occurs on 

and ~\lithin the small, (average diameter 0.1 cm) approximately spher-lca1 

catalyst particles. This reaction schern12 has been stud·ied by Orlikas (01) 

and Sha1·: (S4). 

ou rti c1c rr,.1s s tr..rns fE::· 1i rnita tions . .....____·--··-··-----~----~~----·,----·--- ---.~--~~--~ -·--- --·-· 

They also concluded that the effect of pore diffusion on intra-

particle concentration profiles is minor and hence, that con~_£ntration 

l1nd2r rr.ost conditior:s c~counte:ed irrl~1st~·ially) rat;:i.l 1t5t Pi':di,· 1 r-·s 



38 

remain nearly isothermal [Fl, F3, Cl] even for exothermic reactfons. This 

is especially true for the small (0.1 cm diam) catalyst particles con­

sidered here. Shaw, in his thesis (S4) provided evidence that this assump­

tion is valid. 

The presence of unif0"'m conr.:eritration and temperature profiles 

within the cataiyst make the probability of rnulti.Qle steady states within 

the particle s.!_11all. Industrially, this is often the case (Fl, F3) and 

a unique steady state will be assumed here. 

In situations where it is not possible to assL1me uniform cata'lyst 

particle profiles, the resulting complications to the model would make it 

unusable for control; another approach to the problem would have to be 

so far as changes occur continuously and smoothly throughout the bed. 

The ratio of b~d diameter to catalyst diam0ter is about 200 and under these 

conditions (Hlavacek (Hl)) this assumption is val id. 

Gas 	 Phase 

(1) 	The reactor operates at low pressure and we assume the_~_se~ 

obe.u_he i cl ea1 l@S 1aw. 

(2) 	There is a mi nor pressute drup across the reactor (Section 

3.2) and because the reo.ct·ion is equimo1ar, we assume 

(provided temperature rise is not too excessive) that th8 

!"las_Jl ow_ may be represented as a movc:ment of a p1ug down 

the reactor with co;1starLt average ve1ocity, i ndepenJent of 

r2dial position [(Pl), see also Beek (Rl)]. 

(3) 	Ax·lal diffusion of mass and temoeratur·e !:as been neci1ectcd 
--	 -~--~·-·~··-,----·-~-~,.-- ...,---·-·-·-~---·--... -~--~~~-~-~~ ~,-M 
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in comparison with bulk flow or convective terms [Bl, S4, 

01, F3]. Shaw (S4) presents an analysis which shows that 

mass diffusion can certainly be neglected. There is recent 

evidence [Ml, F3] that some error may result if temperature 

diffusion terms are neglected, No evidence is presented to 

suggest that this term would significantly alter the major 

dynamic effects within the rea.ctor. Furthermore, by exam­

i n'ing the criteria [Ml, F3, see also Section 2.2.3] _th~ 

effect of axial dispersion is minimal for fast flowing 

gases over small catalyst particles. The reactor here 

operates under these condit'ions and we neglect both heat 

and mass diffusion terms. From a control pcint of view, 

this assumption is mandatory s·J1ce inclusion of U1ese terms, 

apart from making the equo.tior.s compi.:tatior:ally unfeasible 

would force us to deal with 

(a) multiple s.teady states in gas phase, 

(b) solution of a tvm point boundary vo.lue problem, 

both of which clearly could not be considered for a control 

model. 

(4-) 	 For ,fast flo1:1ing gas-solid systems such as the one considered 

here, the ~J_ff€rs-:D.£<:_betv_:een gas and solid catalyst tern~~.ra-. 

_tures may be considered r.i..~Hl..:l_g_ib1e. Industrial experience 

appears to support this [F3, Gl] and criteria in the lit­

erature for testing the validity of this assumption are not 

Hence. it appears at this stnge, 

http:tern~~.ra
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to be safer to rely on reports and experience gathered from 

industrial situations [F3, Gl]. Shaw (S4) presents an 

analysis to show that there is ample driving force to remove 

the heat generated by reaction and that essentially no temp­

erature difference existed beti1ecn cc:ta1yst pellet and gas 

at steady state. 

From a control point of vie\11, there is a further problem of 

measurement. Although theoretically, it is possible to measure 

separately the gas and solid temperature, in practice it is difficult. 

In cases where catalyst particles are sufficiently large, some wcrkers 

have tried embedding the thermocouple inside the particle. To measure 

gas temperature only, the thermocouple may be surrounded by C:i mes:1..::d 

cage. These practices can seriously disrupt flow patterns and are not 

co!r,mon industrial practice. There ·:s also the question of measurement 

error. The difference between gas and solid temperature (< 5°K) is of 

the order of error associated with the thermocouple (see Section 5.1.1). 

Heat Radiation Between Solid and Gas 

Heat transfer by radiation from the solid catalyst to the gas 

can have a significant effect on the temperature dynamics in the reactor, 

e:specic.lly c:.t the high temperatures attainable by highly exothermic 

catalysed reactions. According to Hlavacek (Hl), heat transfer by 

radiation need only be considered fer operat"ing temperature in excess 

of 673 ~K (400°C) and since our operating temperatures should remain 

betv12er~ 520--570° K, rad i 2tion should not be excessi Ve. Hm!c~ver; if 

ra.diat"ion becc.rne sigrrificant: it wou1d have the effect of en·1ar9ing 
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the convective heat transfer parameter [see Equations (3-3) and (3-4) 

below] and hence, this parameter should properly be considered to 

be an overall heat transfer coefficient. Beek (Bl) also includes a 

radiation term in his correlation for effective radial conductivity 

:\er - this procedure is tised in Sectfon 5.3.1 under parameter estima.­

tion. 

Radial Gradients 

In this reactor, extensive coo1ing is provided at the reactor 

wa·11 to ensure that temperature runaways can be prevented. ilri s 

coo1ing can cause steep radial gradients and temperature drcps of up 

to l00°F have been observed across th2 radius (2 cm) of the r~ac~or 

[Tremblay (12), this study]. 

Radial gradients are a1n-0st ~~~ays ignored in any unste&dy state 

analys·i s cf reactor systems, partly because of the res;,;1 t·i ng comp1 i cat·l ons 

to the model. In any indu~trial situation where wall cooling is 

required for safety or control, radial gradients will exist. No-where, 

to our knowledge, has an attempt been made to include these gradients 

"in any dynamic model, and th2 inajcrity uf dynd.rdc studies avoid systems 

Our reactor unavoidably= 

has significant radial gradients and these are accounted for in the 

model. 
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The Reactor ~~od2 l 

For cla.r-ity, w2 f"irst dist·inguish betv1een the ga.s temperature 

T u.nd the solid t0:rnp2ro.ture, Ts. Th·is allo~1s us to v1rite t\':o energy 

ba.l ances afong 11i th the r1E\SS b(1l unces for each of the three independent 

sp2ci es. Tfw fo 11 o·di nl] norina1i sed equations resu1 t: 

Mass Balance 

,,c· i 
0 , (3-2)
()t 

v1here i 	 :.: 1 ,2 ,3 is the coi11i)0;12nt numb2r. 

Enerov Balance: GRs 
-·--~-"------- ---------·--· 

(3-4} 

~:e moy combine tf-,e two ene1·9y balances by e"li!ninating the term bi:;twecn 

them which describes heat transfer between solid and gas) hap 8(T 5 - T9). 

If we then make the assumption of equal solid and gas tc:mperaturcs and 

vie designate the ho;:ng2neous s;as/sol id te::·1r,J2rature as T, Equc.tions (3-3) 

and (3-4) becorne 
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3 
I A I p
I 11(1.,\.Pn
"" 1 ' 

I 
I.)+ _c:_~ ·-1 _____ = (3-ti) 

c 
where 

(3-·6) 

is a gas/solid heDt capacity term and T represents a homogeneous gas/ 

solid tempera tun;. 

r :::: 0 
f ,_, ., )'
\.v-i 

r ::o l T) 

z :; 0 T == T for a11 r'w 

(3-8) 

t - 0 T = T(init·ial)(r~z) 

.; ri,· .. l'( '. ~ "' ­c =-., t1n·1t1.:i.) r~ZJ -i •• 1,c..>.i (3-9) 

http:11(1.,\.Pn
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The expressions for the rate equations R1 are gi~en in Append1x 1. 

We can also identify [Gl], the thermal (v1) and concentration (vc) 

wave velocities as 

GoCP og 
v = (J 

(3--10)T L C 

( 3-11) 

Equations (3-2) and (3-5). represent four couoled, three-dimensiono.·!, 

non-1in~ar partial differential equatfons. In ·i:heir present form, a 

solut,ior1 (even mimer'ica11y) is not feasible and we thus havE~ tD seE~:<. 

s0m2 approxi!T.ation to these equaticns th;it vrill reduc2 thG:n to R f;()l·n: 

suitable for use for on-line control. 1·he method of Orthogonal Colluca­

tion (discussed 'in Chapter 4 and Ap;~f.ndix 2) is used. 



CHAPTER i! 

STATE SPACE REACTOR MODEL 

4.1 Introduction 

In Section 3.4, we developed a set of partial differential 

equations vthi ch describe the dynamics of the concentratfon and tempera­

ture profiles in our fixed bed reactor. In this section, these Equa­

tions c!l'e broken down and sim:'lifierl so as to fit ·into the fro.n1evwrk 

of modern multivariable control theory which most often requires ct model 

for the process to be expressed as a set of linear(ised) first 0rd9r 

ordinary di ffercntfo 1 equations in the (state spac2) form 

•A ' 'X""'l\x+Bu \'"!-·I ) 

or using a discrete model,· (t = samp·1 ing interva1) 

~(t) - A ~(t - 1) + B ~(t - l) 

Thero is also an output or measurement equation associated with 

the dyno.mic equi':ltion and it is usuul1y of tne fon;1 

~(t) =- H ~(t) (4-3) 

or more gene~a1ly, 

v(~)
v --

-
v-<.. u vf~\ + rII~\(,/ 
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The set of vari ab1 es contained in the x vector are kr1own as t.1e states. 

or internal variables of the system. u is a vector of control variables. 

Xvector is a set of output or measured variables. Matrices A, B, and H 

are constant or t·irne-varying mntr·ices of the system. 

Once the dynamic equ~tions for the system have been expressed 

in the standard form of Equation (4~1), that is, in state space form, 

much of the current multivariable control theory may be used to design 

one or more ~ultivariable control schemes. When dealing w~th real 

processes, it will generally not be possible to describe the system 

exactly in b:rms of the determin·lstic statE: Equations (4-1) anc: (L!-3) 

and one can account for noise in the system, modelling errors ard 

measu~,e~r:ent errcrs by identifyin~J a.nd by adding a stoch;;1.stic no·ise 

term to these equations. This will be discussed later in Chapters ~ 

and 6, 

The first step then, is to express the set of non-linear par­

tial differential Equations (3-2) and (3-5) in thf state space form 

given by (lJ-1). Because we are going from partial differential equa­

tions (PDE 1 s) to ordinary differential equations {ODE 1 s) some 

form of discret·isation of the spatial variables r and z is necessary, so 

as to prodJc2 an ODE in time at Gach grid point in ths ;.... ' 
... " 

I 

genera1. these equations will be non-linear (since the PDE 1 s were non­

linear) ant! it is necessary to linearise about some operating prufi1e 

in the z,r do111ain. This operatin£! profile could be obtained first by 

so 1 ving the steady ::; t.:i. tc vers i eris of the ori gi n.:i. l PDE 1 s, or by chcos in~ 

to be relatively straightforward, but this ·is not so as may be i11ustratcd 
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by the following example. Assume that 5 grid points are adequ0te for 

discretising the radial direction r, and 20 grid points for axial direc­

tion z. This would define a mesh of 100 grid points. At each grid 

point we have four ODE 1 s in tirne, one for each of the three concentrations 

and 0ne for the temperature. Hence:, the tota1 number of ordinary diffc~ ~ 

entia1 equations necessary to describe our system wot.dd be 400 - th·is 

is much too large a model for control. 

Also, any discretisation or lumping procedure in the axial 

direction would probably have to take into account the position of the 

hot spot (and discretise more finely here). This would mean that the 

discretisation would have to change for different operating conditions. 

This is a great d·isadvanteg:?. 1:1D 11Jeth•Yl of Orthogonal Co1locatic1n has 

been very successfully applied to simplify reactor equations [~4, FG> 

F6, F7] and provides a poi'l'erf1.(l mi::"'.:.hcd for tra~sformillg PDE 1 s to OD~ 1 s. 

Some of the basic aspects of thi~ thc~ory are discussed in Appendix 2. 

4.2 f,lrrq_n_ologi~~-~veJ~p_!!leQ_!__of tr~~_tate Space Model 

l\t the onset of this work, very little experimental data v-rn.s 

available for the reactor. An earlier version of this reactor had besn 

built (Tremblay {T2)) and somf~ 'lir11ited steady state datD weteavailable. 

Initially, in order to keep the dcve1opm8nt as general as possible, in 

the face of limited e~(perience \IJith this reactor$ the number of simplify·­

ing assumptions and approximations v~as kept to a mfo~mum. ,d,t first, 

collocation af}proximation was used only fo the radial directionl r, 

sfoce the expected orofi"ies in Lhis dfrcctfon Here Mt severe ~rnd 
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1ow ordet· approx·imati ons wou1 d be adequate. The reactor equations were 

quite general with no specific reference to the reaction environment 

(catalytic gas/solid here). This led to a set of lfO ordinary differential 

equations, i.e., a state space model of order lfO. Somewhat less than 

an order of 400 referred to in Secti on 4.1, but sti'I l too 1 arge for cuntro1. 

A state space model reduction technique was developed to reduce the 

model order. We obtained an equivalent 80th order model whose dynei.mics, 

it was shown, closely matched the original HDth order model. Current 

techniques (see Section 4.6) for reducing state space model order were 

inadequate and no further reduction seemed .Possible. 

Several simulation studies were performed with this Both order 

state: model in order to develop an ur:dei~standing of the dynamics of the 

reactor system. It was also possible, using the limited steady state 

data, to test out some of the collocation approximations used. This 

high order state rnodel thus proved very useful as a preliminary sirnu1a­

tion model to study the reactor system. 

Fr9m further dynamic studies with this high order state model, 

it was soon realised, that for the time intervals of interest the 

quasi-steady state approxirna tfon for the concentrat-1 on dynamics woul rl 

be quite ad2quate. After mJki~g use cf this us~umpticn, our reactor 

model became more specific, but still described most ges/solid systems. 
+.' 

A relatively low order co1locatio11 approximatfoil (6'.n order) 't'las then 

introduced for the axial direction. There was not strong physical 
,..thJustification the.t a !) . order app"'oximation v1•)1J1d {ldecp.F3tely approximate 
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approximation). Nevertheless, a collocation approximation to the axial 

derivative was easy to implement and is not tied to a grid structure 

based on a particular temperature profile, the way a usual discretisaticn 

or lumping method may be (see Section 4.1). A further motivation for 

using axial collocation is that the size of tne state space model is 

greatly reduced and is equa 1 to the order of thr= co11 ocation approxi ­

mation plus one (a 7th order model was obtained). Subsequent simulation 

studies with this 7th order model and. somewhet higher orders (up to 11th 

order revealed that the dynamic features were still intact and that 
.,

indeed, a low order state model for the reactor was feasible. I :J'/! 

order state model would be fitted to dynamic data when it became avail­

able and then used to develop an on-line control scheme fo:' the reaccu:·. 

It is advantageous to divide up Chapter 4 into two parts: Part 

A1 which covers material presented in Sections 4.3 to 4.7; is concerned 

primarily with the development of the high order stat2 models and re0­

resents a prel imi na.ry simul.ati on study. Part B, presented in Sec ti 011s 

4.8 to 4.11, is concerned with the development of a low order state 

model suitable for process control. The reader, if he is familiar with 

the ideas of conocation and interested prir:1dri1y hi control ti!C.1} 11rlsh 

to skip Part A and proce~d jirastly with Part B, using Part A ~~ a re~-

erence. 
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Part A: Preliminary S·i111u·1 at ion Study and Dev2lop~nent of a High Order 

State srace 1~2~~-·1-·-··--·-----­

4. 3 Adaptation of Col1ocati_on FormuJ ae toJi~Qctor System 

Although collocation has heen primarily used as a numerical tool 

to aid the integration of non-linear differential equations, it will be 

used here as a method of cipprnxin;ating derivative terms in the part·ial 

differential equations (3-2) and (3-5). Refcn"ill£1 to the fon:iulae 

developed in Appuidix 2 fol' dcrivat:ivc:s, (ri.-20) 2.nd (11-21), His easy 

to extend these foriw1ae to pattla1 d2riv2.tives by s·irr;p.ly coliocating 

with respect to a single inder:icr:dent variable. For exr::mple, the partial 

derivatives of t2i:1peratLwe vrith respect to rat collocation point r 1 

is 9iven hy: 

n+l , 
r = r. I P... (n;T_(n)(z,t) . (4-4)

l j=l lJ J 

n+ l ( ( ) l dr == r. I B.. n)T. n (z,t) (4-5}
1 r ar j~l 1J J 

where Tj(z,t) is v:ritt2n for T{rr?.)t), a function of z and t. Villad­

sen (Vl) and Finlayson (F7) have tabulated values for the collocation 

weights A.. (n) and B .. (n). 
l J 1 J 

4.4 ·Radial Collocation 

The order of colloc~tion approximation (n) in (4-4) and (4-5) 

necessi)ry to ap:)rc;:·i!Ti0te s. ft•:;:--;-~ion is ~ot knc:':.'n beforehand and rer:1ains 

http:s�irr;p.ly
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very much a matter of judgement. Experimental measurements [Tremb1ay (T2)] 

and an examination of typica·: temperature ar:d concentration radia.1 pro­

files in the literature [Finlayson (F4)] indicate that often, radial 

gradients in temperature may be well represented by a quadratic and the 

corresponding radial concentration profiles by a quartic (see later). 

For the symmetric radial profiles in the reactor, a suitable 

trial function (see (A-19)) is g·iven by (Vl) 

(n) ') n-1 (n) 2
T (r,z,t) = T(l,z,t) + (1 - r~) I ak (zst)Pk(r-) (4-6) 

k=o 

where the ak (n) are unknown coefficients and!\ are Jacobi polynom·la'!s. 

The technique involved here is to write the three-dimensional 

differential equations as an en·i arg0J ~et of tvm··dir,;ensiomd equations 

at the collocation points in r. We then make extensive use of the 

boundary conditio~s to derive relations between the dependent vari­

ables at the conocation points and hence eliminate some cf them, reduc­

ing in turn, the number of equatio~s. 

As illustrated in Figure 3, the axial temperature profile of the 

reactor is measured by a set of thermocouples located along the reactor 

bed centre (r ~ o). These axial temperatures ~rovide some indication 

of the overall behaviour of the reactor. 
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_x______Temnera.ture Equation­
At r = o, the energy balance equation (3-5) becomes: 

(4-7) 

using L'Hopital 1 s Rule 

1 a ( aT ] a2r[ r ) = [2 -] (4-8)r ar -ar 0 ar2 0 

We now make use of orthogonal collocation t0 obtain an expression for 

Equation (4-8) in terms of T
0 

and the known wall temperature Tw. Using 

Jacobi polynomials for the approximation function and using the first 

co11 ocati on approximation (which results ·j n a qua.drat-i c tempera tu re pn.1­

file), we obtain two collocation points r = 0,577, r = 1.0. The centre 

point is not a collocation point and in order to obtain an expression 

for the temperature at r = o, we write (4-6) in an alternative form 

(F4), T symmetric with respect tor). 

n+l 2i-2 ·- I d. r. j = l,n+1 (4-9)
i=l 1 J 

Evaluating the coefficients di in terms of the temperatures at the 

collocation points, for a first collocation approximation ((n) = 1), 

we obtain an extra~olati0n to the centre point temperature T
0 

. Dropping 

the collocation superscript (n) = l here, we write the extrapolation 

formu1 a as 



53 


(4~10) 

where 

The boundary condition at the wall has been characterized by Beek 

(Bl) in terms of a Biot number B1 (see Equation (3-7)), 

( 4-11) 


Using the first collocation approximation from Equation (4-4) (omitting 

the collocation superscript {n) = 1, here) we have an expressibn for t~2 

first derivative in r, at the edge ot the bed. 

1,.,\(llr- C, I 

Similarly an expression for the second derivative may be derived from 

Equation (4-5)14-10) and then (4-8) to give , 

(!!··13) 


where the ~Ojis are functions of the collocation uarameters Aij and Bij" 

Equating Equetions (4-1~) and (4-12) and using (4-10), we may eliminate 

a·11 thf' temperatures except T and Tw. By further substituting th(~
0 

numerkal values for the co11ocatfo?1 con<:"'"'-'nts A_, t...•. i j and §~~ we obtain: 
' .J 
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(4-14) 


and 
8. 

T2 = T( r=l) = (-B. ~ 2)To + (-B·----+l--2) T (4-15):. w 
l 1 

Equation (4-7) then becomes 

l
3 

llh.R.pB8T >. 4B. i=l 1 1 )0 + er i [T _ T J + (4-16)VT~ R2C(B. + 2) w o c
1 0 

The temperature equation has now been reduced from a three-dimcnsio~al 

equation in variables (r,z,t) to a two-dimensional equation in va~iables 

(z,t). This reduced equation is a functi~n of the axial temperature T
0 

only but includes radial information via the wali temperature and Bio·:~ 

number. Radial temperature profiles Cuti be obtaine:d from the collocation 

Equation (4-9) or (4-lO)(for typical steci.dy state profi"les> see Figures 6 and 7), 

Concentration _Eg_uatioQ_ 

For the radial concentration profiles, standard boundary condi­

tions require ~ zero first derivativ2 at the ~cactor centre r = o, a~d 

the n~acto¥' wan, r = 1 (3-7). A suitable po·1yno1n-ia·i satisfying these 

requirem<:nts is a qtw.rtic and this requires a second collocatfon approxi-· 

mation and three collocation points 

http:steci.dy
http:llh.R.pB
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Again the axial point is not a collocation point. Notice also that 

collocation point = 1.0, for the second collocation approximation r3 
coincides with collocation point r 0 ~ 1.0 for the first collocation 

(.. . 

approximation used in temperature. Writing the concentration equations 

at points r = O and = 1.0, we obtain: 
0 

r3 

r = 0 

iR P 

c 
B ( . l '"'\l~- b J 

i -· 1,2,3 

Proceeding in a similar manner to that followed for the temperature equa­

tion, the corresponding concentration equations (for second collocation 

approxmation) are: 

c~ = 1.5572 c~ o.8922 c~ + o.3350 cj ( 4-19) 

and from (3-7) and using the form (4-4) we obtain 

ac 1 
c1 c1 c1= A + ~ + ft - o ( 4-20) 31 l ~32'2 . M33 3 ­ar r=r3 

where i = 11 2,'.:i is the component number. The information that the first 

derivative is zero at-r = 0 has already been included by the assumption 

of the quartic radial prof"ile from wh-ich Equation (4-"19) is obtained. 

For example, from Equation (4·-9) with cortocat-icn api1roximatfon order (n) -· 2, 
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which provides for symmetry in r and a zero first derivative at r "' 0, as 

did the temperature equation. Thus for the concentration equation, we 

have un1y two Equations (4-19), (4-20) between the con~entration at the 

four radial points, r , r 1, r2, r3, and we may express the partial deriva­
0 

tive in r in terms of C at r and c3 at r3.
0 0 

(4~21) 

Substituting Equations (4-21) into (4-17)14-18), w~ obtain the set of 

differential equations 

{4-22) 

"!" i D
0 
'"'0 r i ·i­- v ·----- + ~-- [fl. C + s c J (4-?3)c oz ~2 ~01 0 02 3

t( z 

component number i = 1~2, or 3. 


L'l ~ k! ''ht' t t -· t' '41~' ("16) 'd th
v!rn c 1 l.;oge·:...11er wi c nc ·ernpera .ure !:.qua 1ons \ - ~ 1 , :+- · prov1 e e 

complete collocation ~odel 
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(4-24) 

In the above equat1ons, subscript o indicates conditions at the reactor 

centre r ; 0 and subscript 3 denotes conditions at th8 outer radius of 

the bed r = 1. 

We have now reduced the system to seven, two-dimensional, differ­

ential equations; six in concentration and one in temperature. in-

eluding an at9ebraic equation for teDperatures at r=!. These may now b2 re­

formulated to obtain a state s~ace mQdel reprPscntation (see Equation (4-1)) 

for the reactor). 

4.5 State Scace Formulation 
·-----L--~-------,-

Reducing the set of Equaticns (4-22), (4-23)~ (4-24) to the state 

space form given in Equation (4-1) reqtrires linea.risatfon abo~it some pre­

specified steady or operating condHion, about which regulatory contro 1 

is desired. Details of the steady state solution of the abo-.,1e equat·;on::; 

are provided in a later section. 

In Grcier to obtain <l state space d;namic reactor mcdel ~ the part­

ia1 derivathes of T and C ilfith respect to z (in Equations (4,-22); (1··23) 

an~ (4-?4) must be approximated in some way. There are at least two 

methods available: We could use Orthogon~l Collocation approximation 

in the axial directi0n z using formulaa similar to (4··4). Ho~ever~ at 
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order (n) would be required. Other authors (Michel :sen (M2)) have re .. 

ported numerical ill-conditioning problems of colloc<:i'l.ion orders become 

too large. It thus appeared safer at this stage to search for an a'lterna­

tivc inethod. Nevertheless a.ta later stage (see Pa:·t B)~ axial colloca­

tion iras used w~th great succe~s. 

Another method of approximatfog the ;: del'ivative is to set up a 

finite difference along the z axis. Since the steady state profiles are 

already known and we expect only small perturbations about this steady 

state, the grid poi~ts May be optimally spaced, for integration accuracy, 

according to the slopes of the profiles in z. If we choose 20 grirl points 

along z and linearise the 7 partial differential equations, we obtain 140 

simultaneous ordinary dHferential equaticns to be solved. (cf the 400 

simuitaneous equJt·tons obtained if a f\11·1'..:c: dHference tec~miquc ~vere to 

be employed "in the r direction as well; see a·l sc Section 4.1). The 

resulting state space formulatio~ becom0s: 

x = l\x + Bu (4-26) 

x = 140 x l vector of deviations from steady state in temperature, 

u ~ 2 x 1 vsctor of deviation feed flow rates (hydrogen and 

hu+-"""'~ctn....., I .,~ 

A - 140 x ~40 matrix of constants 


8 - 140 x 2 ~atrix of constants 
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4.6 A State Space Model Reduction Method 

It is now of interest to try to further reduce the number of 

simultaneous equations (140) without sacrificing the essential dynamic 

behaviour of the model obtained thus far. To accomplish this, an idea 

based on r.:he concept of aggregatio11 i (l state space dynamics (/\1) is 

employed. Given an n-dirnensional state space system: 

x = Ax + Bu (4-27) 

a reduct-ion in the dimensionality of the system to an .<l··dimensional system 

s = Fs + Gu (4-28) 

is considered using the (1xn) linear matrix tra~sformation 

s = Zx ('!~29) 

where rank (Z) = 1. The statement that s satisfies (4-28) is equivalent 

to the condition that F and G are related to A and B by 

FZ~·ZA (4-30) 

G = Z B 


No~ Equation (4-30) is not of full rank 1 fort< n and has, in general, 

no exact solut·ion. In the ever:t that A and Z satisfy the matrix eo,ufat:ion 

I I , 

/!~A -, . 7 (-t·_· 7.· )- 1Z --:-- ':'')'.... ,,,,., l/. t' ::.: '- ;; 1_ !. - ( 
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then (4-30) has an exact solution fo~ F and is given by 

1 
F - Z A Z 

I 

(Z Z 
I 

)- {4-33) 

Nevert:ie1ess, even if (4-32) is not satisffod, (4-33) represents the ~est 

solution (in the least squares sense) to (4-30) and is often adequate for 

control purposes. Other methods have been suggested for reducing the 

system order of a state space model (Davison (03)) using the techniques 

of Modal analysis, originally presented by Rosenbrock (R1). Howevr=r~ 

these methods rely on being able to calculate thA eigenvalues of the A 

matrix. Even for our simplified system, A is of order 140 and has no 

special structure other than being sparse. Eigenvalue calculations on 

so large a scale would cause many prob12r11s, 

4.6.l /\µplkatfon to /\veraged Conce!:tr~atio_!}_ 

In our system, strong motivation exists to transform the theo­

retical concentration at the centre point C and at the wall c3, into a
0 

more meaningful averaged or mixed concentration which can be measured. 

It is not poss1ble to measure point concentrations and the model in its 

present form (4-27) cannot be L!ssd for control, where measu11::d values of 

mixed concentratibns at the outlet and axial temperatures are to be 

compared with µred·i ct·i mis by the model. 

According to Villadsen and Stewart (v~). collocation principles 

catt be applied directly to iriteQrals and they present a formula (see (A-22)), 
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l n+l 
f(x)xa-ldx = I w.(n)f(x.) (4-34)J . l 1 11= 

0 

where the wi are quadrature weightss a is a geometry factor (= 2 here) 

Tne averaged or mixed concentration ucross a radial section is given by 

{ 4·-35) 

Applying (4-34) to the radial concentration and using Equations (4-19). 

(4-20) to eiiminate c1 and c2 in terms of C and c3 we can obtain
0 

c = w c + \.Ii c (4-36)
l 0 2 3 

These integrals are highly accurate and even this low order aoproximati0ii. '' 

is exact if the radial concentration profiles can be represented by a 

polynomial of order no greater than eight. 

The 140 dimensionai linearised state variable Equation (4-26) con­

tains an A matrix and x vector of the fol~1 

60 60 20 

I 
-1 

60 IF F H ltiC~·o I 0 0I lJ
--;--.,A----·;----­

t 
 I ' l 
F~ i E t x ­A = 60 LI(:.~ (4-37)H3...s I 3 : 

I--~-----,.,··-~-'!'---···- ' 

20 
I I 

I 0 
I 
I K lt:,T._I G l ,___:'._ I 

L-, ·-· J'­

where all b·1ock mo.trices, E, F, H, GT, K$ 0 <H·e banded and sparse. 

Applying Equation (4-35) to each set of concentrations in the vector x~ 
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we obUdn a r12lution bct1·.'ccr1 sand x of the form ('1--29) remembering that 

temp en:: tu res are not transfon::ed 

s = Zx (4-29) 

v;here 120 20 

60 ~!.;__ _z :::: 
20 : z2t

i-

I .:J 
and 

where In denotes th2 u~it m2trix of order n. 

Using Eqi.E1·1··1on (t:-3~;) 1:Je obtcdn c:n Exµressfon for F by rnultiply­

ing out the matrix b!ocks to 0:1tr.:.in 

60 60 

60 

F :::: -----··1--·--··­
1 

20 F21 : F22 
I 

\'Jhere F = (\ir .•. \·I 1,, ( r + r:: ) -'- \..2i:- )/"'2n •1-0 ' 1 '2 Q l 3 ' 'Z--3 VY 

=(\•I u + ••.1.H )/\·'2F, 2 'l r.o "[ ·3 ' .. 
(~·-38) 

where w2 = wi + w~ 

The matrix G is obtained dircctiy from Equ2t°i;)r (4-31 }. 

http:0:1tr.:.in
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We now have a reduced set of equations 

s = Fs + Gu (4-39) 

which is a system of order 80 and the state vector ~ consists uf deviation 

variables of ixial temperatures and averaged concentration~ at each of the 

20 locations in the z direction. The model is now suitable for simulation 

studies and comparison with experimental measurements obtained from the 

reactor. 

It is instructive to point out at this stage~ that if a reduction 

from the 140 equations via an aggregation matrix is intended, then the 

order of the n:~su1ting D.gqrcg&ted system (4-39) is independ9~1t of trtE! 

order of the collocation approximation used in th~ r direction. So if, 

for example, one decided that it was necessary to approximate both temp·­

eraturc and concentration radial profile~ by 10th order polynomials= say, 

extrapolation to centre temperatures and application of quadrature for 

mixed concentnrtion as above, wou1d again reduce the system to one of 

order eo, fur 20 grid points in the z di:--ection. On the otheY' ha~Hi,. 

reduction of the number of grid points along z directly reduces the order 

of the system by 4 for each grid point . 

•A. series of simulation st1Jdies 'vJas 1 perforin":'.d fo order to ga.fo: 

insight into various aspects of the reactor dynamics and steady state 

cha_racteristics. F-frstly, usin£J the available steady state data (Tremblay 

(T2)) we~ can determine hm·J v1el'! the model Equations (3-2) and (3···5) can 

predict the steady state prcffles measured in the reactor. Secondly, 
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we can perform some parametric sensitivity studies: most workers agree 

(Hl, Bl, Cl) that reactor behaviour is very sensitive to heat transfer 

parameters but not to mass transfer pariltnetcrs. Some may err in conclud­

ing that 111ass transfer terms may be entfrely omitted; that this is not so, 

will be dem::mst;ated oy using radfa.1 mass diffusivity as an example. 

Thirdly, using the two state space models, lfOth order and aoth 

order 9 an evaluation of the effectiveness of the mod.::l reduct'ion metiiod 

presented in Section 4.6 can be made. Due to computational limitatio~s, 

only the initial dynamics can be compared but in fact, it is this early 

dynamics that is the most revealing in term;; of the qtiasi-steady state 

that is rar>i dly approached by the concentrat'ion dynamics. This lwp~·e•!S 

before the slower (by a factor of I\, 1400) temperature dynamics have !1Ll<l 

a chance to respond. 

The details of these simulation studies are presented b~low. 

4.7 Simulation Studies 

Using a limited amount of steady state data from a previous study~ 

Tremb1ay (T2), in 1t1hich a reactor very similar to the 011e used for this 

study vrns built, and a s8r'ies of sirriuh.tion stJd·ies \i.Jere performed. Due 

the data w2r~ considered adequate to judge the effectiveness of the colluca­

· tion methods and matrix averaqing techniqJes described above. Para1neter 

estimates were obtained using the previous data ((T2),(T3)) and from 

CO M,r.·~lat~.v"~.-.-~ ~~+ha l1'k 0 r~t 11 i'0 (Bagk f[~l)\ Values of the kl?.y p~rarneters1_. _ _, ~ j; -... 1 ...,. , L· •_,. ~..... \4 '·· ~ .;:_ '-" ' \ · I "" 
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2B; = 43.5, Der= 0.316 crn /s, Aer = 0.0018 cal/(cm°K s) 

Other pertinent reactor data is presented in Table la. 

4. 7. 1 Steady StatE' Gehavi o~I_ 

One of the modifications to the original reactor was to enlarge 

the gas feed stream preheat section. Previously (T2) the inlet gas 

entering the catalyst bed was bel0w the wall temperature. In the new 

design, the assumption that the inlet gas is at wall temperature should 

be valid. Apart from this difference, we expect similar profiles in the 

two reactors. A Feed preheat section was also added later. 

In order to compare the steady state temperature profile dat~ 

with profiles from the collocation model, the steady state versio:1s of 

Equations (4-22), (4-23) nnd (4-24) were solved. Because the highly exo­

thermi c nature of the reacti ens rr;su1 tea in stt:ei: temperatur.3 grad·i ents 

around the hot spot temperature along the z axis~ a variable step size 

integration procedure, Han1ming's Modified Predictor-Corrector, v:as used. 

Comp•.Jti'ltfon time on a CDC 6l''if1G was ab0ut .20 CPU seconds. Typ·ica1 profiles 

are shown in Figure 4. By comparison, a 4th order Runge-Kutta method 

required about 45 C?U seconds far comparable accuracy. 

Figure 5 compares the ,oda1 teni!JE:i a.ture profne pred·1cted by the 

model equations with that obtained experimentally for the previous reactor. 

Apart from the aifter~nce in entering g2s temperatures, these profiles are 

in good agreement (D ,~ = 0. 316), No point conc~~1tr2ti on measurements are e. 
available. Nevertheless, the 01ernll predicted conversion of butane (77%) 
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TABLE 1a 


Reactor Parameters for Simulation Studies 


(Kinetic Parameters are given separately in Appendix 1) 


-·--·---------·--~-··-·------·- --­
= 520°KTw 
::::B. 43.5 

1 

Go(H2) - 60 ClH 
3/s at STP 

,... ,,,. H ) = 5 cm·' 
~ 
/s at STP'-'0~1.,,4'HJ 

R -- 2.045 cm 

Recictor Pressure -· 1 .0 Atm 

Cata1yst Activity= 2.35 

L -· 28.0 cm 

8 = C.4 

0er - 0.316 cm2/s 

= 0.22 c;111(,-.,«k)
" i I ' ~') ..,CD 

' ...
'-' 

PB ... o.n g/cm3 

0. .,
dp -· • cm 

\
')., = 0.0018 c.;i l I (cmc I< S)er 
Inlet COii·· 


centretions -· pure Bt•tanc:.2 and Hydrogen 


rn·i et "f'

i t;~;·,p- .,. f"'V\OK)Iera tu rs -- \ ") '- t..; I
l \I~ 

!~C?.2-:..!:;........:~--B'='::!:_S'._:t:..L'.Jf:_ (! i ne::ir a;-1p rn1~·irnaH r11•} for 4 n~a r:tio(1S gi VE:11 in Sect ion 
j,j lUnits: cal/g mole) 

- - 10~322 o 3(r 29BJ 
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TABIJ: la (continued) 

Reactor Parameters for Simulation Studies 

J
13,305 - 3.28(T - 298) 

o- • 15,542 - 2.52(T - 291) 
s 

Radial Collocation Points 

= 0.577 = 1.0 Ref. Villadsen (Vl)r2 

Axial Collocation Points (Section 4.9) ((n) = 6) 

= 0.0zo 

z, = 0.03377 

z2 = 0.1 G940 Ref. Kopal f\ K2), 

z = 0.380693 


= 0.61931
Z4 

= 0.83060Z5 

= 0.96623z6 

= l. 0Z7 
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agrees well with the actual value obtained experimentally (76%). In 

addition, the model is able to predict variations in hot spot locations 

and butane conversions observed expC?.rimenta1'!y (Trembaly (T2)). Although 

these tests are by no means exhaustive, they do prov·ide some confidence 

in the collocation methods used here. 

Typical axial concentration profiles. radially averaged for the 

four hydrocarbon species are shown in Figure 8. These correspond to 

temperature profile (2) in Figure 4, where a 49% conversion of butane 

(c4) 
{ 

and a 52% selectivity to propane (C) is achiev8d. The e.xistenc:e 

of appreciable radial gradients in temperature (confirming exper·i111entu1 

measurements) and concentration profiles are illustrated in Figt1res 6 

a.nd 7. 

4.7.2 Parametx_ic Sens·itivity 

Parametric sensitivity has been studied in some detail in the 

literature for the steady state fixed bed reactor (Froment, F(l), F(2), 

F(3), Carberry (Cl), for details, see SE::ction 2.2.1 above). This 

section is concerned in particular, with the influence of Dar' Radial 

variatfons "in temperat:..ire arid concentr·atfo11s ha:v't been charactP.;~ized by 

the Pech.·t r.ut:1 bers fc;Y' c>ffoct·i 11e radial heat NPr.~ and rnass NPe traris­
h,r m,r 

fer. Equlvalently, t!le effect'ive rad·ial Uieri:!(;.l conductivity; >.er' and 

For all practical 

pur·pus0s N,. ta.kr:s on va 1W?S bet\!Jeen 8 and 11 for most reactor ;,ystcms 
re..~ r· 

Hi l 

(F~:'.), A genc~ra; resuH c:rr.er~~ing frnrn these ~':..tdies sl:<)lt/S that simulation 
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profiles are insensitive to the actual value assur.1ed for N vdthinPem .,.i'll ·--~--,I 
th-is ra!!_;~· A precise estimate of it is tl·ier·efore not required. In 

contrast, the profiles are highly sensitive to the corresponding Peclet 

number for effective radial heat transfer. It is important not tc inter­

pret "insensitive" as implying ''unimportant 11 
, since the latter' inteq,;r-e­

0er a ~.c
tation would imp1y that the term -- -~ (~) in Equation (3-2) may be,,2 ai ar 

St\ r 
neglected altogether. The result of forcing D to a small value 

er 

"D - 0 OS "'1 · 60) in our simulation is shown in Figure 5. The\. er - · ~ ' 11 Pe ,
m, i 

result is a 20% drnp in the conversion as pred·icted by the model as \11e1l 

as an alteration of both tne hotspot tempcr~ture and its location. For 

parametric sensitivity to :\er' see Figure 5a and Sectir:in 5.5.1. 

The dynamic character~stics cf the reactor are best viewed in 

terms of the concentration and temperature wav(~ velocit·ies, vc and v1 

respectively. Since vc is of the order of 1400 x v1 in this sytem, 

two distinct phases of the response are observable. The rapid response 

as the concentrDtion wave passes through the reactor occurs under the 

influence of an a1niost constant ter:iµc:rature prof'ile:. The concentraticn 

profiles rap!dly rEach a pseudo steady st1te which then gradually change 

as the slower temperature wave pctsses through the reactor. These dynamics 

are typical of Quasi-Steady State Systems. 

Unsteady state solutions for the reactor for step and pulse changes 

in hydroJen flow rate were obtained by integrating both the reduced 80 x 

0 i"U v .~tL system ltqua· 1on 1·,-<'.'.bJ).01) C:.J":-.. t'.'ri,,•1 (r..:r.11'"+1''1"' 1'11 .. ·~q\\ r"t"(-l 'thP '"'' ·1·11 ,_ t• ('1 "~'' 
- ..., - "' ~..;_ . \ ..... '--, ~ '·"' "' "" : I \ ( -" ,,; J .I ••\' ' ., • • ' , , 

http:1�,-<'.'.bJ
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Because of the very large ratio of wave velocHl~~ss. a variable step size 

integration method was used (Hamming's Piodif'ied predictor corrector). 

Integration times on a CDC 6400 were about 4 seconds and 2 seconds CPU 

time par second of reaction time for the full and reduced models, ~e-

spec-L"ively. a s!·.oulJ lie remai'kcd at t!ris sbge, that dy:-:J.mic eqt!atio:--:::; 

of this type, with a very large ratio of wave velocities, are st'iff 

differential equations. This in turn implies thJt one requires a sman 

time step to properly integrate the system and hence the computational 

burden is greatly increased. In particular, the rapid initial concentration 

dynamics required especiGlly small integrntion time steps, which may be 

gNdually increased as concentrations reached their quasi -steady stat£:. 

Hence, a variable step size integration vms well suited tu this probh::n, 

Recall that the concentration v~riables in the reduced 80 

model are rad1ally averaged. After integration of the full 140 x 140 

model, radial point concentra:ion£ are availab1A which can then be 

averaged for comr;0.ri son with the results of the reduced system. The com·· 

parison should indicate any foss of informatfon caused by tl1(; mc;trix agg­

regation techrique. As mentioned above, the concentration dynamics 

rcspGrd r.::tpic!1y. Table l compar::::s the dyna•:rlc µrofnes nbtv.1rii:.:d fr·YP th~ 

two sys terr1s for a 10% step decrease in the fl O\f! of hydro9en. Respunses 

are summarized for· one feed (H 0 ) and one intermed'late (Cr;). Nute that 
L ~1 

the agreement between the two profiles is good to at least three signi­

ficant figures. A quasi-steady state is reached within 3 seconds and 

http:comr;0.ri
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profiles respond only marginally in this short time period. The a9ree­

ment between the profiles of the 140 x 140 and 80 x 80 models, indicates 

that the aggregation technique applied here is able to reduce the model 

order while retaining the dynamic behaviour of the system. 

In otder to exanrine the slower- <.\_ynarnics of the tempe'r'atur-e pro­

file, a much larger step change was made in hydrogen flow. From an exam­

ination of the reaction kinetics (Section 3.3) and the corresponding 

rates (see Appendix 1), it can be determined that a decrease in the 

hydrogen flow tends to increase the rr:action rate and raise the temp­

eratur'e. Previous stuuies (Trmnblay (T2)) and Tremblay and iJright {T3) 

have shown that the te111perature transients may persist from 3 to more 

than 20 minutes for perturbations in inlet flow rates. The sirnulaticn 

model is consistent v1ith these observations. F·i9ure 10 ilfostrates trir;; 

dynamic behavioui· of the ternpeni.tu:·e prof·iles resu·i:!ng from c 40% dovn·~ 

1t1ard stepp~d pulse in hydrogen flow sHe lasting for 40 sec:onds. The 

entire profile rises initially (curve (2)) anci continues to rise for 

some time after the input has been restored to its init·ia1 value. Only 

after about five minutes does it begin to return to the initial steady 

t~e~t~.tP~ ... _ - \'cee'·' ~ .,,..! I ~ ~p1"+1·-1} 11 "'"" 0. SeC~.. t,. 
6 
l U ~" I~ i.Jr~I C\· A

11-vot. 3\/ • 

The hotsgot location moves from about z = .59 to z = 0.61 during 

this c:w.nge. The temperature transient at the hotspot is potentiarly the 

most serisitive me11sv.rernent whid· can )'C<id·ily bf.! used fer control purposes. 

The dynci.rni c response of th2 hot spot t£:0niperature is shown in Fi guri; 11. 
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Jyra~ic Response of BOx80 and 140xl40 systems tn a 10% step decre2se in Hydrogen Radially averaged concen­
trations o~ Hydroge:1 H2 x lo-4 mo1es/cc and Propane c3 x lo-7 moles/cc. z = normaiized axial di3tance. 
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Figure 4; Typical St~ady-State Central .t:.x·i~ Tt?mrer·r.ture Proflles in the 

Reactor (s1mu1ation). 
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Up until this po·int, the dcvc~lopr~::~t1t has been perfectly general 

in the sense that no specific reaction schcGa or rc~ct~nt properties has 

been assumed in the develo;y,;2nt of the r1:;U1r.:1natic&l model in Ch;:;pter 3. 

Ho'.·!ever in the present reacto1·, u.s i'lith r':ist solid Urtalysed gas reactfons, 

the ratio of tLe concsntraUcn 11aw~ Vc~locity Ve to th:~ thermal t·:ave ve1o­

city VT (see Equations (3-·10) and (3-TI)) is very li.ltge ("' 1400, here). 

stc2"d.'/ state rc:picly in response to sci;-!2 slnc:k ·co the system (see Section 

4.7.3, Figure~ 9) a1·:d this quas·J-ste2dy sttd:e then fol1m·1s the slov!ly 

~1·r,:, "L" · -"1 -·'·r .,,)·,, sJ·:;,·'·-, dyr1·-~1 1',... c''ara'''"" ......\c..'.::-> ·-:.>' ~tl -· ..:: tv.le CH; 1...., la -t < ­

is m2ntioned th;.:t, altli·Juj!< the quasi-stc:'.c;ciy statG approximation is often 

used, it is seldc~ verified for n specific sy~teM. In this respect, the 
th th80 orde1· and 141 order models were helpful and indicated that within 

about 3 seconds~ the concentri.\ 1. b11 dynarrli cs had stc.:,di ed out (Section 

/J 7 3 i:1·gt1'-· 0 a' Since ~r ~re interested in sa~pling intervols of theI • • ' I i \.- _, / • 

order of 60 seconds (so that ~e can follo~ the temperature dynamics), the 

quasi-steady state approximation is quite adequate for our system (and 

indeed, for most gas/so'!-id fixed bed reactor systems (see Section 2.2.2)). 

The quasi-steady stc.:te approximJtfon aHo'.·1s us to set the con­

centration time derivatives approximately to zero: in Equations (4...22) and 
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(4-40) 


Note that (4-40) does not imply that concentrations are not a function 

of time, si"nce concentrations are coupled to temperatures via (4-41) 

(previously (4-24)) 

aT >- 48. 
v o + er 1 (4-·41)
T az-- R2C(B. + 

r~o1 

where reaction rates R. are a function of concentrations~ and tempera­
1 

tutes obviously change with time according to (4-41). Incorporating 

the quasi-steady state assumption, the concentration Equations (4-22) 

and (4-23) become: 

( ,1 "'))·+-1+,:.. 

C i 03 3 er i--- = ---·- [ f3 c az R2 01 o 
s Ve (4·-43) 

4 ° Axial Ccllocation 

Typical concentt~tion profiles along the length of the reactor, 

obtirin0d frum steady stC<te simulations (Figure 8) indicate tha.t these 

profiles can be aoproxfo:ated by relatively low order po1ynomials. HovJever, 

certain ternpei~ature protTles (curve 1, Figure 4) rnay need a much h·lgher 
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ordt>.r. Mich2lsen (rl2) used a;.:·i~i colloci:tfon for lfr:; reactor and vms 

able to adc:qLJL1toly reprc;r)(·nt the dynanr!c bchctv"iour of his re<lctor using 

6 col"loc0tion points. f\lthou~:1 :;10rc; cono::atfon points um reduce 

appro;:in:aticn crrof, nu1c~~··ic;11 in.-conchtioning induced by the co11oca­

One of th(~ probk:ns of fitting high ordc:r polynorni a 1 s to process 

curves is that the p1yn:):rir.-Js, if of suffici':;ritly rrlgh order, may begin 

ulae to approximate derivatives, the dangers are apparent. ·The order of 

modc~l beco::1 2s equal to t!,;: order- of th: collocc:;t·;cn ap;Jroximation (n), 

plu:; 1 (sec 0."lso dLcu:;s·io:l ·;i; s::~~t·;~;,; l,,l Dr:d f:.2). A 6th ord-~r 
' I • 

( tnlS "irnplies 

7 collocation points, 7. = Ci, vJhere \"le hc;ve constant in1et con·­o 
ditions over a st:1':p1e The. colTespondi ng 7th orc;::r mociol together 

\·Jith othr::r moc~Js of (hfferc;,t s·ize \·1as s·imulatcd a.nd cc:::Hrecl. A non­

fori:I 

n+1 r. ) 
....1 (-i. ... 0) -: z ; (,(_. \fl p. ~ (z) (4-44) 

. ., I 1 ·• I
·1= I 

\vht~rt? a. ( n) a t'e coefficients to be determined and P1 are Legendre poly­
1 

. . • ( r1) .
no:n"ict ls , ( n) is the order of approx1mat1on ano T 1s a polynomial of 

order n+l. An 2n::.L1gous e:;.:;irc·ssion for the first derivctive (see L",-4) 
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n+l · · 
z = z. I D;. (n)T.; (n)(z,t) (4-45)

1 az i=l J J 

A corrasponding expression for the concentration derivative may be 

written. The D~~(n) weight may be calculated according to Finlayson
•J 

(F?), Chapter 5. 

4.9. ·i _/1~e_plic;_~;tion to Reactor Equations 

Rewriting Equations (4-41), (4-42), (4-43)) using (4-45) to 

approximate the axial z derivative, one obtains a set of (n+l) ODE's 

from the temperature Equation (4-41), at n+l (= 7 here) different axial 

collocation points z1• Two sets of algebraic equations are obtained from 

the concentration Equations (4-42) and (4-43). The temperature differ­

ential equations are obtained as 

dT (i) A.,.,r_4B 
1
. 

0 + ---"'---- [T - T (i )]z = z-1 dt­
z, R2e(B.

1 
+ 2) w o 

1 
3 
\' l.lh.R.p...,

.L 1 l u1=1 (4--46)+----..-­
c 

i = 1 ,2, ... n· where n = n+l 

When we subsitute Equation (4-45) for the axial derivatives where they 

appear, we obtain tvm sets of algebraic equations from Equations (4-..42), 

(4-43) and a set of n+l ordina~y differential equations from Equation 

{4-46). 
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All equations at this stage are non-linear and to obtain the 

standard state space equation (see Equation (4-39) we must linearise 

the algebraic and diffe1~ntial equations about some operating profile. 

An operating profile can be calculited from the non-linear steady state 

versions of E~uations (4-41), (4-42), (4-43) with (4-25)), by simply 

setting all time derivatives to zero and integrating.the resulting set 

of non-·'iinear ordinary differential equat·ions in z. If v~e express the 

radial temperature at the edge of the bed, r3, in terms of the tempera .. 

ture along the central axis, T , using Equation (4-25) we can linearise 
0 

the two sets of alg2braic equations and the set of ordinary differential 

equatfon.s in terms of the d<->.viation variables LlC , LlC 3, t.T , togetht~r
0 0 

with two controls tu1 ,Llu 2 representing the flow rates of the two react­

ants, The fol1ol'rir1g equations are obtained: 

(4·-48) 

dllT
0 

_-_::: r:' AT + E· "r. + E AU (4-49)dt .. ,1.1,0 -2-·~o 3~ · 

..., •·" ­

calling the state spoce model order n· = n+l, we then have: 

ri\T (z 1 )i'.:IT (z,.,) ... /\T (:~r.)]
- 0 , 0 C o· I 
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and AJ., B., E., j = 1,2,3,(4) are matrices of constants representing the 
J J 

partial derivatives of the various terms in Equations (4-41) $ (4-42), 

and (4-43) ev~luated at a given operating orofile. 

It is possible using Equations (4-47) to (4-49) to elimi~ate 

concentration to obtain a self consistent set of ordinary differential 

equations in temperature alone. 

From (4-47) and (4-48) 

f;C = X f;T + X f;u
0 1 0 2

·substituting into (4-49) gives 

n"xl n'xn· n'x2 

dt;T


-0 

A ~T + 8 /:;Udt- 0 

where 

-1 )-1( -1 )x1 = ( ­A1 A3B1 B3 A2 + A3B1 B2 

X2 = (Al - A3Bl-lB3)-l{A4 + A3Bl-lB4) (4-52) . 

A = E1 + E2X1 


B = E3 + E2X2 


Equation (4-51) is a self consistent set of n· linear state 
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equations in temperature where n = n+l and n is the order of the colloca­
•tion approximation in ( 4-45). In our case, a value of n=7 was tentatively 

assumed to be adequate after simulation with higher orders (up to n=11) 

resulted in essentially identic~l profiles. Lower values of n· (< 5) 

began shovring d·ifferences in thr: profiles. 

4.10 Discrc:~~e Stde Space Model__ 

The state space model (4-51) is now in the standard form of 

Equation (4-53) and can be used to formulate optimal control schemes. 

'4 .. '2)x= Ax + Bu I, -!),_,. 

···). ) {4y == H~ . -o..:,a, 

Hmvever, since the reactor is to be controlled directly by a digital 

computer, it will be more convenient to have it in the corresponding 

discrete form. 

The formal discrete so1utfon to Equation (4-53) is \ve11 kriovm and 

may be e~p~essed as (Noton (Nl)): 

~(t + l) = exp[At]~(t) + s)]B~(s)ds (4-54) 

where t is the sampling interval and exp[ ] represents the exponential 

matr"ix. 

Assuming that control is implemented in a step-wise manner at th~ 

sampling instants and the control variables held constant over the i~ter-

val, s, that is 
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u(s) = u(t) 

t::ss<t+l 

Noton (Nl) provides a simple and effective method for expressfog 

Equation (4-54) in the form 

~(t + 1) = F~(t) + G~(t) (4-56) 

This indirect method for evaluating the exponential matrix involves inte­

grating the continuous form (4-53), up until time t with the initial con­

ditions given by 

I I 

~(o) "' [1 0 0 -- OJ ,~(o) = [O OJ" 

The solution at ~(t) is seen from (4-54) to be the first column of exp[At]. 

By proceeding in this manner until each element of ~(o) and ~(o) has 1n 

turn been set to unity (the others remaining at zero), we can obtain all 

the columns of the d·iscrete form matrices F and G in Equation (4-56). 

In the state Equation (4-51), the 7 state variables (n" = 7) are 

the deviation temper3tures (about the operating pr6file) at the n' collocation 

points along the central axis of the reactor. In the actual reactcr, 

temperature meci.surements win be avallable at 9 equally spaced points 

along the central axis. Tl1ese 9 axial temperatures will have to be 

expressed in tern1s of the 7 states, ~i, in order to obtain a measurement 

equation of the form (see (4-3)) 
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y(t) = H~·(t) ( 4-57) 

This problem will be discussed in Section 5.1.l. The concentrations may 

also be expressed as a function of the 7 states, ~ 1 ; this is discussed 

in the next section. 

4·. l 0. l fon~ntration as a Functfon of_ Temperat_ure 

The measurement equation given in (4-3a) is general enough to 

accommodate the form suggested by Equation (4-50) for concentration c:s 

a function of tempera.ture, Since we are more interested in rni;rnd (v·;vi·· 

ially averaged) concentrations at the reactor exit,Equation (4-50) has 

to be modified for averaged concentrations. 

Following Villadsen (Vl), the radially averaged concentrations 

throughout the reactor may be obtained using the collocation integration 

formulae (see Equation (4-3)) and Sect.ion 4.6.1). 

l 
. { . n+ l ( ) . 

E1 (z,t) = 2 I C1 (z,t,r)rdr ~ I w. n C1 (z,t,r.) 

.. J:"l J J 


·u 

where w.(n) are nth order collncation integration weights. Assuming a 
J 

quartic radial profile for concentration, we obtain (see Section 4.6.1) 

·j = 1,2,3 (4-59) 

and ·in terFls of d-:=vi at·i on va ri ab1 es 
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The expression for AC i in Equation (4-50) together with an analogous
0 

one for ~c3 1 may be substituted into (4-60) to obtain an expression for 

the vector of radially averaged (deviation) concentratio~s ~e as a func­

tion of (deviation) temperatures and (deviation) manipulated variables 

at the pre vi ou::. time ·i nterva 1 fo the form 

(4-61) 

The mixed exit concentration vector A~ex (at z = 1.0) can be obtained by 

selecting that row of matrices x3 and x4 which correspond to exit condit~0ns 

for each of the three species. Thus the three element vector of r~di2lly 

averaged exit concentrations can be expressed in terms of th(~ tt:n:pet ature:; 

and flows as 

3xl 3x7 3x2 


1:.r (t'1 = 
::ex 

4.11 Simulation Studies 

The steady states of the quasi-steady state model Equations (4-41) 

to (4-43) and the full dynamic Equations (4-22) to (4-25) are i.~entical 

and have been studied in Section 4.7.1. 
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4. il .2 Dyn~!tic Behaviour 

In the absence of sufficient dynamic data at this stage, no 

detailed comparison of the dynamic behaviour of the 7th order state 

space model could be made. Nevertheless, general trends and approximate 

values of time constants ava"ll able from the previous experimental study 

(Tremblay (T2) indicated realistic dynamic behaviour of the model. 

In Figure 12 some results of a dynamic simulation using this 

model (Equation (4-51))s are shown. Starting at the initial steady state 

curve (1) a 3% increase in the hydrogen flow was made. Curve (2) re­

presents the dynamic response after 10 minutes and curve (3) represents 

the final steady state as predicted from the linearised state space 

model. Computaticns were pertormed using a Bulirsch-Stoer (810) inte­

gration method and requ"ired 1 s':!cond of CDC 6400 computation time for 

250 seconds of reactor t·ime. A considerable improvement on the pn:vious 

model (Sec ti on 4. 7. 3). 

To investigate the.effects of axial collocation and of linearis­

ing the model about its original steady state (1), the new steudy-state 

profile (at a 3% increase in hydrogen flow) was also computed using Equa­

tions (4-41),to (4-43) which contain none of the above approximations. 

This profi1e is ~hown as curv8 (4). The combined eff~ct of non-linearities 

and axial collocation are obviously quite strong and presumably the succPss 

of a control scheme based on the linearised state soace model (4-51) will 

depend on the magnitude of the distu.r-bances present and upon the severity 

and stabi1 ity cf t!:2 operating prof"ilc about \iJhich control is to be 
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The response of the l"inearised model (4-51) to a pulse(+ 'f0%) 

in hydrogen flow rate lasting for 120 seco~ds is shown in Figure 13. The 

most note1,,iorthy observations are that the hotspot location shifts s i gnifi can­

tl y during the transient. The final steady state profile agrees with the 

initial one after about 50 mi~utes. These responses will have to be 

evaluated in light of the actual reactor data but in the meantime give 

some indication of the reactor model performance. 

In the next section, the model is fitted to experimental dynamic 

data. This places us in a much better position to evaluate the model 

performance. 
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FITTH:G THE REACTOR HODEL TO EXPEPJiiUHJ\L DXf/\-------------------- •-------------·-----------N-~---

5.1 Introduction 

A process description has been given in Section 3.2. In this 

section, we describe how the rc~ctor was configured for the purpose of 

data collection. These data were used in estimating the parameters in 

the state space model prior to its use for on-line control of the r·eactor. 

1He descd b2 here v:hat measurc~1,· cnts 1·1ere ta1~e:n, hmt th2 data were" collected 

and the tech1riques used, first, to fit the dynamic mocle1, and then tile 

dynami c-s tochc:.s tic state space r:1odel. 

5 . l . 1 t~ c2 sure r:v::: nts 

In Section 3.2.1, the advantago of measuring temperatures in­

stead of concentrations for a recictor system 110.s presented. In Section 

4.10.l, an expression was derived relating the exit concentrations to the 

axial temperatures and in1et flo\·Js (contro·ts). Initiclly, \'!e re1y on 

temperature rneasurer:1c:nts and a.ny concentratfo;·i infon::aL·ion is obtafoed 

from Equation ((-G2). 

Temperatures in the reactor are obtain~d se~uentially usirtg a 

mech2nicci.1 multiplexer act-lvated once a second by a r'e1ay in the mini­

comp11tcr. The multiplexer connects each thermocouple in turn to an 

amplifisr/tra~smitter which transmits th~ sicral to the computer. Each 

96 
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multiplex system.together with individual amplification for each thermo­

couple signal,would have pennitted more rapid scanning of the tempera­

tures,and measurement noise levels would have been reduced. Noise level 

on the thermocouples was estimat~d by setting the reactor temperature 

to some constant value and then taking temperature readings for several 

minutes. The data indicated two things: 

(i) 	± 2 a limits for temperature measurements were of the order 

of ± 4°C. 

(ii} 	a level bias was detected for certain thermocouples. In 

parti cu1 ar, the second thermocouple from the entra.n,•:c r1ad e. 

bias of - 4. 5°C. Other thermocouples (usually only one c::· 

two) developed smaller biases, and furthermore, these biases 

were not constant for each experimental run. The exact 

reason for these biases could not be determined, but was 

probably due to contact resistances in the thermocouple 

welds. See Figure 16. 

It was mentioned in Section 3.2 and 4.10 that axial temperature measure­

ments are available at nine positions along the length of the reactor. 

Hmi.Jever, the 7th order state model for control is given in terms of 

(de1riation) te:npe:·at1.;i·ec; 0.t the 7 collocation points in z (see Section 

4.9.1). The normalised distances at which 9 temperature measurements 

were available are compared with the 7 collocation points. 
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Measurements 	 Collocation Points 

0.0 	 0.0 


.03~- .034 


• "158 	 • 169 

.282 . 381 


.407 . 619 


. 531 .831 


.655 • 965 


. 779 1. a 


.904 


1. 0 

The 9 measured tempera tu res were 11 convertedll to 7 tempe:a:.urc:s <'rt the 

collocation p0ints by: 

(1) 	 selecting the m2asurement temperature closest to a co1loca­

tion point; 

(2) cheesing the 	two measurement temperatures on either side 

of this cPntre temperature; 

(3) 	 using quadratic interpolation. An alternative method would 

have been to express the 9 measured temperatures t-ts "· func·· 

tion 0f the 7 collocation point temperatures through a po1y­

nomial model but this was considered less reliable. 

t~ith the 7 interpolated collocatfon temperatures, t!1e measur~ille(it 

equation (see 4-53a) becomes 
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where r7 is the 7th order unit matrix 

Input f1 ow measurements of the two reactants, Hydrogen and Bu·· 

tane, were obtained by measuring pressure drop across lengths (162 and 

19 cm, respectively) of stainless steel needle tubing (I.D. 's 0.137 

and 0.0338 cm respectively). This pressure drop is ~onverLed to a 

voltage by a differential pressure (DP) transmitter which transmits 

the voltage signal to the minicomputer. 

From the reaction scheme (Section 3.3), the stcich'ic::.metric ratio 

of Hydrogen to Butane is 3.0. If tha feed ratio becomes less than this, 

carbon is deposited on the catalyst causing it to deactivate, thus 

1 eadi ng to a shutdovm of the reactor. The minimum hydrogen fl ow rate 

was set at 3.5 times the butane flow rate for process operation. 

Flow rates of the reactants were maintain0d at their set points 

through s"lngle loop PI flow controllers. The flow contro1ler for the 

hydrogen flow had a fairly damped,smooth response. The butane flow 

control was more erratic u~d tended to oscillate somewhat in response 

to a step change in set point. Thi~ was due to the fact that the lower 

flows of butane caused a smaller pressure drop signal to be sent to the 

DP transmitter (which has a noise level of its own). Thus the feedback 

signals for the butane flow control loop had a lower signal to noise 

rat·io than those for the hydrogen flow control. The time constants 

for both flow contro1 lo0ps were nevertheless no more than 1-2 seconds, 

and since the intended sampling interval tor the system was 60 seconds, 

the d_vnar.iics of these loops could be neglected, relative to the samplin9 

i nterw:1.1 . 
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Although the "ic::ngth cf the reactor is giv.:m as 28.0 cm, only 

25.6 cm was used; the last few cm were filled with inactive catalyst. 

The catalyst bed is supported by a sintered stain·11:ss steel disk (Type 

H, por2 size: 5 micrvn:;). This disk (due to the mechanical con·­

stream end of temperHture profile to be dragged down to the wal1 temp­

era tu re. Thi:::. i!i i.~ffect would requfre an ex er'" b0trnd:::ry conditfon on 

the reactor E:t1<::rgy equa.tion. The inacti·,:e catalyst minimised the 

effect of the sintered disk. 

One of the most important paraneters as far as 1'eac tor p(;r­

carnet b~ directly measured and must be estimated, a posteriori, 1n 

conjuction with several other parameters. 

From the l'eactOi' nK;G(~·1 equr.:t"icr.s (Section 3.4) ~,.nd the reaction 

rate eq~ations (Appendix 1), one can see that no provision is made for 

a time varyin~~ catcdyst activity. Certain1y~ from exper-ience 9r<ir:.::d 

with this cat~lyst in ·i oss of 

act"lvity w0.s expected during the p1~riod of an P.xp2timento.·1 run ("' 10 

hours). This fact ~·1as confi rrned in our own exp:::r"lrnento( work. However:· 

after a run. the r?actor is shut down and the catalyst is stored inside 

the ;~eCTctor under a b 1 o.nkc~t of hydi'orien or ca1tli)l1 di o:<i de. Sorrt:~ 1 oss 
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higher vJall temperature is necessary to achieve the same hot spot i:t~rn;:­

eratures that were obtained previously with a lower wall temperature:. 

The loss of activity may of course, be due to either the shutdown or 

startup procedure since no catalyst deactiviation was observed during 

an experimental r~n. 

Neverthe·1 ess, this presented a probl em for pararnEter estima­

tion. The parameter estimation was done off-line and usually took 

several days. For this period) the reactor was shut down. The parameter 

estimates obtained, would then no longer be valid for the next run. 

This prob 1 em is somewhat due to the 1 aboratory nature of the exµer 1in2nts. 

An industr"ia.1 process reactor is not often shut down (unless there ls 

a failure or production considerations demand it) and if catalyst 

activity is constant dur-ing 0;.ieration, the off-line para.m2ter estim~.te·:; 

wc.u1 d be valid and could be ·in1p1emented severa·1 days later in a.n on-1 foe 

switch-over to the updated control model. 

An alternative solution is to simply start up the reactor with 

fresh catalyst every time. However, preparation of two batches of 

catalyst to an 12;.(act specHication was very difficult (see Tremb·lay 

(T4)). 

Another alternative that was used successfully in a previous 

study on an isothermal packed-bed reactor (01, S4), was to recondition 

the catalyst in the reactor at temperatures 150°K or more above operat­

ing conditions prior to a run. This was tried by Tremblay in his 

earlier reactor (T2) but led to severe leakages of hot smoking oil. 

For the reactor used in this study, catalyst wns conditioned externally 

http:estim~.te
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and transferred ur;der blc;r1!~ct C0 to the n.:11cLor. Even so, prior to2 

a run in tlris study, th(; hot ~;;Jot \'WS pe:r::;it"lr:d to rise v1ell a.bo·:e 

operating CDndiUons ~or srvc0 ral minutes before~ coo·1·ing <:nYi commence­

ment of a run. For a rar·icr!.~1 cf~Jngin~J catc>.1yst act·ivity, one would 

it, or using an atfoptive str0t0c1Y for upckt·ing the control model 011­

line (see Trei:1blay (Tl.l)). 

responc.c and pulse tcs·~inci r:.>Thids), cbt2 are collecteci under open loop 

as required by the theory. l·l:.:c·1cv<,:i--, in ti1';::; situation, \·;2 hc:'te a non-

operator or computer-~ is necc0 s~;3ry 1,1i·1i 1£~ the data are being collected. 

Care must be o:ercisc:d in c:r121y~dng this c1o.:;ecl loop d.::ta [(83), (Br1} 

and (Sf;)]. Bex 2ncl :>.c~r1.' :· sl:o\.' (f:3) thc.~t ·;·r stanclurd statist:ical 

mo:.ls l i den ti fi ca.Vi on tcch:i·i c~!.·:s (using cress ar;d auto-cor·re1 a'ci on ana1­

ys is) c:.re app·! i cc.l to cl (~scd loop dd ta fro;:: a ·1i1v::a 1· process, under a 

1 i neai· feedback contra1 ·1 ,,, , the contro 11 er transfer function, rather 

than the systcrn transfor fonct"ion, vrin be ic;enUfid. They shO\~ hm-1 

the etdch ti on of a de·1 i b2rut? !y added rb.nclrnn component, i.e., a "d'ither" 

ouc:litv
I w 



103 

of control) allows one to properly identify the process transfer func­

ti on. 

Parameter estimation 1t1ith closed loop data is di scu.ssed. by 

Box and MacGregor (B4). They show that it may not be possible to 

estimate all parameters of a given linear dynamic-st~chastic model 

separately, and that under certain conditions, the covariance matrix 

of the model parameters becomes singular. They derive the necessary 

and sufficient conditions for a singular estimation problem. The 

addition of a dither signal to the feedback loop while collecting 

data, breaks the estimation singularity and dramatically improves the 

estimation problem. Thus, just to ensure i ,der.tifi ability, 11 dit.f1r-:r 11 

signals were added to the reactor control signals during data collec­

tfon. A v1hite no·ise signal 1·1as added to the hydrogen flow cor.tro1 

loop and an autoregressive signal to the butane flow which was left 

under open loop. The system is shown schematically in Figure 14. 

The proportional -·i ntegra 1 (PI) contra11 er for the hydrogt'.!fl 

flow rate used a function of the temperatures measured along the 

central axis of the reactor as an effective controlled variable. This 

function of temperatures was chosen -to "lnc1ude informatior. about both 

the he·1cdr~ of the hot soot temperature and its axial l alonq..,.. nosition 

the bed. Various linear and non-linear functions of the temperatures 

were tried, none of which appeared significantly superior to the rest. 

A controlled variable of the form (5-1) appeared to be the most adap­

table: 

.._, I 
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n 
'i a .T. (5-1)Teff - . _, 1 1

i:==l 

where the a. are position weights and were selected to suit a particu­
1 

1ar temperature prof"ile about vlfrich dat::1 wa.s collected, For mztr!y pro­

files~ t!ris .type of function gave adequate contro·1 and variations of 

the temperature profiles about a given ~perating profile were suitably 

restricted. Unfortunately, the expression in (5-1) was not aJEquate 

for a11 operat·i Yi9 tempera tu re profi 1es, parti cu.la r·ly for profi 1es v.1here 

the hot spot was \:le·1·1 cc.,ntered but not too high. In fact, this c1~ntr<::<l 

position was dHficuH to contro·l and experhnentally appeared very 

much to behave as though it was an unstnble ste;:1dy stci.tf}, fl,ny sl ifJht 

change in the fl ov1 contro 1 s wcu l d cause the hot spot to ~o:::.r upw:i riJs 

cause a su(iden quench·i ng of the reaction. The s~:veri ty of the cont~o1 

problem \A/as thus v•:.i'J' deper;dent on the chosen operatin9 tel'.1p2n:ture 

profile about which control was desired. Data were collected about 

a suitable profile over several hours with a discrete sampling inter­

val of 60 seconds. Usually about 100 data points were selected for 

the parameter estimation stage. 

The reactor partial differential equations contain several 

paru.rrscers 'iihich r:-:t:st b2 estir,1ated from m:!ltfr~::sponse d,:::.ta. Ir. t!i-is 

http:d,:::.ta
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Dt(c4) dither signal for butane (Autoregressive(l) ¢ = 0.6) 

Dt(H ) dHher signal for hydrogen (l,Jhite noise)2

uc Butane flow 
4 

u.1 Hydrogen flow 
112 

Figure 14: Closed Lvop Data Collection Configuration 

(T 0 1nOera+·1r:> Me>:><.:>l'·'e·1·n11ts On' V)I,,., 'l ::. ~l,. e 1~11,_,V.J\,.,l ,{ jc;, _,._ 1.,. • 
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how it is applied when fittiny the state space model to the reactor 

data. 

Least squares parameter estimation in systems where a 

single response is measured is a well known procedure. Justifica­

tion for this method rel"ies on the assumption that the mea.sure·· 

ment errors are independent normally distributed random 

variables, with zero mean and constant variance. The least squares 

criterion for single response systems can be derived using a Bayesian 

approach. Box and Draper (85) have used a Bayesian approach to obtain 

a multivariate criterion to be minimised, when estimating common para­

meters in multfresponse sys terns. Using a mu Hi '/J.riute 8<.~yes i an post­

erior density function, they first obtain the rn.:11'q"inal d·istribution 

of the parameters and then show hew one can maximise this by mini­

mising the dr.terirrinant, J: 

(b-2) 

where B vector of the unknovm parameters. 

t:-' vector o-f residuals for the 1 
.th data set 

-1 

The t=:. are the residuals obtained v:hen the model predictions are sub­
·-1 

tracted from th~:! measurt:d responses. Equation (5-2) represents the 

multivctriate qGneralisation of the single response least squares critei·ia. 
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The det2~ninant J may be minimise~ by several of the available opti~isa-

tion tedi 11iques (gr&dient, direct set.:irch3 simpfox, etc. (see H·1m1r"21­

b'la.u (H4)). 

An iterative approach to obta·i nfr1D the pa.rametcr estirna tes 

is g·ivt::n by \~i"ison (11!2), whu ·!"frst obcai11s a conciitfoni:·i.'l e:;ti:n~tc of 

the dispersion matrix, D: 

(5-3) 

wherE> indicates 11 esU111at~~"~ and Ill ·is the number cf responses. HeA 

then obtains a conditional estimate of the parameter vector a, cnn­

dHioria1 on D, and by iterating bet.,:tc.::f::n these two con di ·vi or~0 ·1 ''s t:l ···· 

mates, he shows n0w the vnconJitional 2stimat8 of th~ p~rfmetcrs is 

obtained. A SLfffl:Y:ary of his rn2thod 2nd an algoritb: i.s giv21~ b_y 

model. If all t'.2mperatures afong the ·1ength of the 'r'eactor ::tre rnea­

7x7 
Hx (5-4) 

7x1 

F\._!".,.r O'!r- c:t,·:if-,c:..._. ....,._ r,,Q:ic.>li•I •....,,_•. l•lV.' 
1e h::>'.'0'\.."-\I...• (\...;;i;..,,t:;;c-~'" {\ t'.-cc~ ;)(..)'\) 
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7xl 7x7 7x2 
~(t + 1) = A~(t) + Bu(t) 

2x1 

One common method for fitting a state space model is to simply 

guess the order of the state model, consider the elern0nts of matrices. 

A, B, H to be parameters, and fit these parameters to the data by a 

least squares method. However, the number of parameters (12G if A, 

Band Hare full) would be prohibitive even if a sparse canonical 

representation were used. Clearly a different approach is required. 

An examination of the differential equations for the reactcr 

(Section 3.4) shows that there are only a few parameters or groups 

of parameters which require estimation. One can identify four such 

parameters: 

( 1) 0er (effect·lve rad~a1 diffusivity) 

(2) (k/k )
0 

(cat.::,lyst activHy, see Appendix 1) 

(3) B. 
1 

(Biot number) 

(4) (effect·ive radial thermal conductivity) 

There are of course> a whole series of parameters associated 

vdth the kinetics of the reaction system. For the pres2nt9 these 

in Section 5.3.3. 

ln Sect~on 4.7.2, the reactor t2mperature profiles were shown 

i·.o 1··1e • ·t· t n I · t' t t u1· l I1·1.• 1- 1nsens1 ·1 ve o "'er anc a prec1 se es ima e \1Jas no req rec . 

Section 2. 2) es ti ma tio;·1 of the Bi ot number Bi is discussed. Large 
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values of B; imply that most of the rcs·istancc to heat transfer is ir. 

the bed itself rather tirnn beino lumped at the wall (Section 2.2.3). 

However, once Bi is larger than about 20, the precise value of B1 

becomes less important e.s seen by Equation (4-16) where B. occurs in 
1 

a term of the form 

B. 
l 

(B. 	 + 2)
l 

The Biot number for our reactor was estimated from the litera­

ture (Bl) to be 43.5, and simulation studies showed quite clearly that 

any value of this order of magnitude produced essentially identical 

profiles. 

Therefore~ the primary estima.ti.on problem vms reduced to tvm 

important parameters (k/k ) and A • In Chapter 4, it was shown that o er 

beginning with the partial differential equations, one could cbtain 

a state model by the following stages: 

(1) Apply collocation in radial direction, 

(2) 	Solve steady state equations to obtain an operating profile, 

(3) Apply collocation in axial direction, 

(4) Linearise the collocated equations about 	an operating 

profile, 

(5) 	 Eliminate the concentration variables to obtain a continu­

ous state Dodcl ~n the temperatures, 

(6) 	 Integrate the continuous model to obtain a discrete state 

space madel of the form 

http:estima.ti.on
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~(t + 1) - A~(t) + B~(t) 

The equation relating concentrations to temperatures (4-62) 

follows stage (6), and is written in the form 

11 11The over a 11 a 1 gorithm may thus be viewed as a mapp i ng of a 

few physical parameters into the state matrices, A, B, H and G. 

In stage (2) above, one of two approaches could be taken. The 

operating temperature profile was in f~ct the steady state profile 

obtained by solving the steady ~;tate versions of all 7 PDE 1 s: 6 con­

centration and 1 temperature (4-22) to (4-24). Alternativelys the 

operating temperature profile was obtained by averaging the temp­

erature data in time to obtc.i n nn average operatit~g temper2ture pre>· 

file. The co11centration profiles co'i"l"esponding to th1s, v1en: obt::ii:­

ed by solving the steady stat8s of the remaining 6 concentratio~ 

Equations (4-22) to (4-23). 

Once the state rnode1 ·1s in the d·iscrete form, the residuals 

may b2 obtairn~d by itf'rn.tive1y solvrng for the states ~(t) at t = 

0,1.2, ... etc., and then using the measurement equation to obtain the 

predicted output temperatures from y(t) = H~(t), where (from Section 

5.1.1) H ~ 17, the 7th order unit matrix. The residuals N(t) are 

calculated as 

·- v ( t)
-otJs: ;'\·1j 2J 
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rsoTve--fot····co-ntfnu~-us state space mo-~l~·l 1 

I Equation (~-51) ' 

-------==~~==-=--~-~-~~-=~~~:~[-·---~===---=---~=------~--
1_ ~ntegrat~ (4~~1) to obtain discrete model . j 

1!:q_u_~~~~~~-( 5~~~---~-1'.:.'. t ten as ~ (t) =-~~ (t-1) + B~.-~!~Jl 
.---··· .,______J. ----------·----. 

Calculate residuals N(t) from (5-6) using

I x(t) = Ax(t-1) + Bu(t-l);y(t) = Hx(t) 

I - v~t' b = y7t) + ~~t) - j'i .._:_ I 0 S - \ ...! 
·------·--·----·-··------..··-···--··r------------­

• I 
f··-··"···---··--- ..._... --··--------..·----------·--"--------··-··------------· ................... 

I FeE':d !J{t) t=1,2, ... ~nto parameter estimation

I .. rout·ine to calculate t;S 

l
l 

________~nevt = §~~-~-~~------

cb 
Fioure 15: Flow Chart for Parameter Estimatic~ Algorithm. 
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The residuals are f~d to a multivariate parameter estimation 

routine which updates the initial parameter guesses in accordance with 

minimisation of the determinant J in (5-2). A flow sheet of the estima­

tion algorithm is presented in Figure 15. 

5. 3. 3 AP.2_1 i caj:i Otl_J.Q.__['_~~ctor Data 

Several difficulties were encountered when the estimation algo­

rithm in Figure 15 was applied to the reactor data. 

(1) The estimation surface was very rough and many of U,0 mi mi·· 

misation routines simply converged on any one of the many local mirirn& 

that were encountered. 

(2) Extreme parametric sensitivity exi stect for t.l1E~ two -important. 

parameters, k/k
0 

and ~ er Examination of the enerqy differ~ntia1 

equation showed that these parameters featured prominently in the 

subtraction of two large, alr.1ost equci"I numbers. This can be demonstrated 

by writing the steady state.energy balance equation as (see (4-24)), 

dT _ A
8 
r(heat removal) - (k/k

0 
)(he?t generation) 

a-z - -----------·- vT----­

The small temperature wave velocity vT (= ~ 10-4) (prevalent in 

gas solid systems) magnifies the sensitivity of the derivative to the 

·1 I/I Oft ! . ti ,..,rd 4t!i .. ,.. tpa.rame t ers >'er anci ( <0 . ··en c.1an9es rn rn .5 or s·1 gnn1 can 

figure coJld caLlse dramatic changes in the reactor pro~iles. rhis situa­

tion was aggravated by the highly exothermic nature of the heat generati0n 
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to small changes in Aer is illustrated in Figure Sa. 

In order to obtain a sturdier control of the sensitivity o-f 

thesi~ two parameters, a third parameter was introduced by expanding 

thermal conductivity paramater into effectively two parameters 

+ a(T4 - Tw4) (5-8) 

The extra parameter a allowed for fine tuning of A This particularer 
form was chosen to i dentify the a: parameter \llith a radiatior, effect, 

thcit would cause additional heat removal at high temperatures. See 

Section 3.4. 

(3) High positive correlation existed among the parameters 

especially between A
0 

and (k/k
0
). This is again due to the form of 

Equation (5··7) where thE.:se pcwarnete~'s govern almost equal but eippoo;ih~ 

effects. Correliitfons of up to 0.998 ~vere quite~ common and caused 

severe convergence difficu1tiEs. See Appendix 3. 

(4) A large computational effort was involved in fitting these 

state models. It i~ evident from Figure 15, that a once through calcula­

tion to obtain the residuals involves a great deal of numerical computa­

tion(l6-25 secs CPU t'irrie on a CDC 6400). It \!Jas thus impoi'tant to use 

a highly effi ci r·nt ini rdm l satfon routine that requ"irEd a mi nimu:n number 

of function evaluvtions to obtain an acceptable model fit. Marquardt's 

m2thod (M4) proved to be superior to other methods used (Simplex, Powe11, 

steepest descent, see (Hl)). 

(5) Therf' existed, in effect, a discontinuity in the estin:atfon 



surface, This occurred when a particular set of parameter estimates gave 

rise to a dynamic A rnatY'ix for which the d·iscrete state model had o~:e or 

more eigenvalues outside the unit circle. The model is then dynamically 

unstable and the states increase in time without bound. The residuals 

beco1ne i nfi nHe and ti-1e re:>ponse surface exhibits a diS.::onti m:ity. These 

discontinuities were scattered across the response surface an~ appeared 

suddenly, for what seemed to be quite reason ab1 e sets of parameters. 

(6) All elements of the multivariate residual (noise) vector 

~(t) as previously indicated, represent the noise content of axial temp­

e·r'atures rneastffed iil the re,;~ctr·t. It is almost ccY-tain thz:,t, sinct~ He 

are dealing with noise content of related temperatures along a reactor 

profile, some cf the e·1e111ents of the noise vector ~(t) are linearl,1/ 

dependent. It is reasonable to expect that any underlyi:1g nx1se or 

disturbance, affects the profile in such a way that certain temoera­

tu res v1oul d ~ lv:ays tend to move in the same di rec ti on and mo:nner a.s 

others. This implies that there are only a few fundamental distur­

bances which make up the 7 noise sequences in ~(t) and that i11 factJ 

the ~(t) vector is not fully 7-dimensional. This problem is dealt 

with in Section 5.4. Nevertheless, this linear dependence a~ongst 

elements of ~(t). imrlies th~t the determinant crit~rion J in (5-2) will 

be nearly singular irrespective of how close we are to a minimum. This 

led to nurn1.:~ric.a1 instabi'.ity and caus€'.d many of the minimisatfon routines 

to fail. A more stable~ objective funct'ion was simply the sum cf thE' sum 

1.ii-:.·'-'-·1"'-lr·;:i'-.;,D'l +· ,·~ n" hc,·h·r ..)01 ~c10~-~:-,:;t~1 .... l,.I .~ ..... (.LI,.,.!'.), "'"· 1 
1":-i- v1Ct1..-1_.~,.~~·. ::> u c·"·-··"'-' ..1.,1, .;,.,,.• ..... ;,.,4 ...... ~ .... \_.,1 th-'.\ t.;;: \,.. .......... .:. c.+l Mf+\
'., .. 11 .....i.,.. V1f._.tc............,11 :1-._ ·::..\l.o} 
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and that an the variances are equa1 (85). This, ·in fa.ct, \;.1:.is not true, 

but the procedure can be justified simply as a minimisation of a close­

ness of fit criterion to obtain reasonable estimates for the dynamic para­

meters. When a proper characterisat"ion of the noise was added (see 

Section 5.4} more statisth.:al justHicatiot1 was possible. 

Further Observations on Estimation Difficulties 

In Section 5.3.2, four important parruneters were identified. This 

assumed that all the kinetic parameters (except catalyst activity) are 

known (from a prevfo1J~, study (01, S4), see Appendix 1). It is cor:1mc1r: 

practice to perform kinetic studies on one reactor (for experin:sntJ.1 

convenience) and then use the kinetic estimates obtained on this reactor 

when dea.1 "in~l \·tith the same reaction in ~·1hat may be a compl ete1y dHferent 

reactor (size, type). However, it is true to say that the kinet·ic ;.ian­

meters estimated by studies on one reactor may not be valid for a new 

reactor. In fact, the para~eters obtained should be treated as prior 

information and re-estimated along with the new parameters (HS). In 

our problem unfortunately, the introduction of 10 or 12 more kinetic 

paramsters would makG our estimation p~ob1em computationally unfeas1ble. 

It mn.y h0.~-.1ever be rossi~'ie to update these kinetic para;neters 

in a conditional fashion as described by Wilson (W2) (see Section 5.3.l). 

From the fitted mcdels (see l&ter), it appeared that the kinetic parameters 

obtained from the previous study (01, S4) were adequate, and did not 

require re-Astimation. 
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Procedure Adopted for Fittinq a Model---·-------·!.-......... ----~--------.!:·----~-----

(!~) Time avE~rage the dynamic data from the reactor. This provided 

an average operating profile. It also showed up any thermo­

couple biases that existed (see Section 5.1.1 and also Figure 

16) and these were corrected for by prov"itii ng a counter bi as 

so that the data point lay on a smooth curve passing through 

the remaining temperatures. 

(B) 	 Use the steady state version of the partial differential 

Equations ((4-22) to (4-24)), to set up a steady state grid 

search with the objective as. the sum of squares of d·::•riat~on::; 

from the given operating profile from step (A). This pro­

vided a feasible initial estimate for the parameter ~ector. 

(C) 	 Using a non-lin2ar ie.;ist squares routine based on Mc::.rq­

uardt's method (M4), fit the steady state version of the 

reactor equations (see step (B» to the operating profile. 

This provided rpasorab1e inHial estimates for the final 

dynamic data fit. 

(D) 	 Proceed with the dynamic model fit using estimates from step 

(
~ \ 

'v J• 3evet·a1 iten1tions (B)to (0) \'lere usua1ly -eequired. 

Results 

It was mentioned prev~ously (Section 5.3.2) that for the dynamic 

fit~ two alternative procedures were adopted: linearisation about the 

stei'tdy state temperature profile of the model, or linearisation about an 
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these two profiles were si~ilar, but in general, the average profile 

(see step (A)), ~as better centred in the data. In fact, there is no 

special motivation for linearising about a steady state in the vicinity 

of the operating profile and,as mentioned previously (Section 5.2), the 

experiments showed that the steady state in the vicinity of the operat­

ing profile appeared to be unstable, and any slight change in the flow 

controls caused large changes in the reactor temperature profile. It 

was thus not possible to obtain the s~eady state experimentally under 

open loop. 

Results of the fitting process arc illustrated in Figures 16. 

17, 18 and 19 for a particular run 26 May> 1976 and the state sp~.iCO 

model obtained is given in Appendix 3. Figure 16 shows the operating 

profile obtained by averaging the dynamic data in time. Biasas on the~no­

couples 2 and 7 are clearly shown and counter biases are added to make 

all data points lie on a smooth curve. 

Figure 17 shows the operating profile as well as how well the 

dynamic model (t,1hich is linearised about this operating p1·ofi1e) predicts 

the dynamic data. In this figure, the profiles at t = 4 and t = 11 

minutes cll'e shc·dn a.s v,1211 u.s the 2 er 1 imits for the thermocoU!)l e nieac:;ure­

ment errnr~cci'lcu~ated by takfo9 the average variance of the t!(t) vector. 

The predicted profiles are well within these 2 a limits indicating a 

good fit. Ar overal1 measure of the fit for all time is given by the 

sum of the variances of ~(t); for Figure 17, this value is 48.5 indicat­

ing a 9ood fit. Total sum of squares of residuals was 2867. The dynamic 
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Figure 19: 	 Radial Te~perature Profile at t = 41 minutes (for Different 

Axial Positions, z) Model vs. Data (26 May Data, Figure 17). 
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given in Appendix 3. 

In Figure 189 the dynamic model was fitted by linearising about 

a steady state (close to the operating µrof'ile) obtained from the model 

(see Section 5.3.2). The model predictions are again compared with the 

data at t = 41 minutes and t = 11 minutes. The 2 a limits for the dat~ 

point (near the hot spot) is shown. All the model predictions lie 

within these 2 a limits but the overall fit for all time is not quite 

as good as that shown in Figure 17 as verified by an increase in sum 

of variance value to 55.6. Total sum of squares was 3282. 

Thermocouples vvere placed at the radial col1oc.:atfo1: pc1ints r -­

0.577 (see Section 4.4.1), at three different axial positions. 

Figure 19, the three radia1 profiies predicted by the model at i· = 4·1 

minutes ar~ compared \·~ith the data. The good fit obt:lined frnp"lies that 

the model cissuiriptrnn of q:Jr.drc:tic rc:dial ternpei·ature pro'!"iics (Section 

4.4) was quite adequate and that radial gradients were sig11ificant. 

Concentration Data 

All the above m0del f"itting used only temperature data. ·rowards 

the end of th·is ~;tudy, the gas chrmk~.to9taph (see Section 3.2) ~~·::s 

available. The chromatograph required 361.3 seconrts to co~plete an 

analysis of all fiv2 ~ale fracticns on the product (H 2, c4, c3, c2, c1). 

At the end of an r.rnalysis, the computer is signalled to conect the 

relevant data. The chrowatograph thus controls the times at which con­
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synchronise the temperature data (wh·i ch is contro 11 ed by the comput<~r) 

with the concentration data. 

Nevertheless, a major value of the concentration data was to 

eliminate any level biases in the model predictions that were evident 

in the mole fractions and in the overall conversion. For the purposes 

of a model fit, using both temperature and concentration data (mole 

fractions (MF)), the mole fractions were approximntely matched u~ to 

correspond to every sixth 1 minute sampling interval for the tempera­

tu res. 

A simple sum of squares criteria was used to fit the concentra­

tion and temperature simultaneously 

J -· 

M/6 4 

+A I I w.[MF.t(data) - MFJ.t(model)J 2 


t:::o j= 1 J J 


where A, w. are weighting factors. The fitted state space matrices are 
J 

given in Apoendix 3, 23 September data. 

Results 

tht~ sarne set of parameters ~ , a ond k/k (see (5-8) 
00 ' 

and Se:::ti on 5. 3. 2) 1·1ere !lsed to fit the mode1 to both the concentratfon 

and temperature data. In order to improve the concentration fit, an 

extra parameter G was introduced. A change in Der did ~ot·er 
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temperature profile much, but significantly improved the concentration 

fit. In order to keep the total number of paramete~s to a minimum, 

parameter a was fixed at a previously estimated value. It was mentioned 

previously that A
0 

and k/k
0 

were highly correlated, when fitting the 

temperature dat<i alone. The sum of squares estimatfon surface would 

be a long cigar shape. Typical corre1e.tion matrices for 26 May and 

23 September data are given "in Appendix 3. A pair of values for \ 
0 

and k/k
0 

lying anywhere along this ridge 

:;...,__,___________~~--~---

gJ.VC: s·imilar sur:·1s of sc;uarc~s of res"lc!uals, for the tffnp~~·r'atures. The 

inclusion of the concrntra.tion data effectively positioned the pair 

(/. 
0 

: k/k
0 

) along this ridge so as to match up the concentration data, 

while mdintaining a good temperature fit. 

The temperature profile fit is compared with data in Figure 20. 

The axial tem~0ratur2 profils are shown at two times (t = 36, t = 82 

m·1· ·~11t·nc-)fl ...~ v~- ~ The 2 a th2rmocouple erro~ hand on the data po~nts is g~ven, 

sho\ving that the moue·l p~·edictfons are well 1.t.Jithin this band, and th;::,t 

the tempe~ature dynamics have been well matched. The sum of the vari­

ances for the 7 temperatures, I oN 2, was 39.8 indicating that th2 over­
1 ; 

all temperature dynamics too, were well matched. 



The mole fraction data was approximately synchronised to thr::: 

model predictions at every sixth one m"inute sampling interval. T.::klng 

this into account, the model mole fraction predictions were compar2d 

and the data is presented in Figure 21. This figure indicates that both 

the level and the dynamic trends in mule fractions of the various species 

have been well matched by the model. The conversion of butane is also 

plotted. The mole fraction of the fourth component c2 was too small to 

be detected by the gas chromatograph and the data shov1ed zero for th·i ~; 

value, (the model predicted an average of .006). 

In spite of this rel a.ti ve ly crude synchronisation of tempera cure 

and concentration data, the ~odel appears to predict the overall mole 

fraction trands and levels well, while at the same time, maintain~rg 

a good fit on the temperatures. We have thus been able t0 obtain ade­

quate fits of the state model to both temperature and concentration 

dynamic data using the algorithm described in Section 5.3.2. 

We can compare this with the method of fitting an empirically 

chosen model (canonical state variable or transfer function form) 

directly to the data by estimating the large number of panm1eters 

occun··l ng in these forms. In this ·1 att2r case, a minimum of prior in­

form~tior about.the physic2l reactor is used. The starting point for 

thr:: method used hete is the POE' s describing the dynamics of the reactor 

and in a sense, maxir1un1 prior i nformatfon is used. Some of the advant­

ages and disadvantages of the method used here are given below. 
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Advanta~s 

(i) 	A small number of parameters can be used to fit the data; 

all have physical meaning and can often be estimated from 

the litc~rature. 

( ~11''1· 	 T111e ~ ~ tnum0er o, parame ers to b2 estimated dors not increase 

with the order of the state model. So, if in fact we 

required a 10th order state model to adequately describe 

the dynamics~ we would sti 11 have only tvw or three para­

meters and these vmuld be 11 mapped 11 into a 10th order rnode·1 

using the algorithm in 5.3.2 with relatively minor ~0creas2 

in computation time. 

(iii) 	Extens·ive infornmtion is provided through the model: axial 

concentr~tion profiles may be calculated from the states of 

the model; rc:ctio.1 prof"!les of both concenvation and terr,pera­

tu re ri.re obta-tr1ed as a function of the statc-:s of the model. 

(i) 	The partial differential equations of the reactor model are 

difficult to work with and many simplification stages are 

requ·ired. 

(ii) Computational time may be excessive. 

(iii) 	Ill-conditioning may be induced into the estimation surface 

by all the numerical steps required in the estima.tfon proce­

du re 



129 

(iv) 	 A JargB 2ffo1't n11ist be expended to obtain a usable ITi·)de'! 

for this system - a point vihich rnay curtail the interest 

of industry. Nevertheless, the mod2·1 fHted here does 

provide an adequate description of all the comclex temp­

erature-ccncentration dynamics in bath the radial and axial 

direction as well as extremely useful r~lations which allow 

prediction of concentrations from tG~perature. 

So far, we have dealt with a description and modelling, only 

of the de·cerr:1inistic dynam·ics of the reactor. In ordet to ful'ly ck:s·· 

cribe the true clyn<:~nric:.-stochast·ic nature of the systc:.r~s the stoci:c.::tic 

noise characteristics of the system must be modelled. 

5.4 	 Bu1ldino a Noise Mod01 
________v:..... ~-~---- -· •• ~ ··---~~·-·-,~~~ 

The represe:ntad on of the ck:termi ni sth; dynamics of a system 

in the state space form has be2n discussed. From (J, ..2) the state eq1.;a-· 

tion is 

~(t + 	l) - A~(t) + G~(t) (5-9) 

with 	a measure~c~t equ~tion 

\l (-'"~,\ 	 -- ( 5-10) J 

This model provides a d·:::scr·lption for only that part of the output 

(y(t)) variatio11s cci.used by cha.r:9es m~.de 'ill the r::ai1ipulated varic:bles 
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These could be accounted for by adding an additional term. The model 

is determinist·ic in that it al1::.1\·Js for no model error, no me:is1Jre~nent 

error nor any random process disturbances. Obviously these effects 

are important or else there would be no regulatory control problem. 

Th-is noise or disturbance part of the system that cannot be exp1e:rirn~d 

by the deterministic model (5-9) and (5-10) must be accounted for by a 

stochastic model. 

There are basically two approaches to modelling these stochastic 

components. The first makes the assumption that all the disturbances 

can be represented by introducing additive \'ihite noise vectors ·i:o th::; 

state equation and the measurement equation. The combined dynamic sto­

chastic model then takes the form 

( ~\-l 'l)~(t + 1) - A~(t) + B~(t) + ~(t) ~ ' I 

y(t) = H~(t) + Y.(t) 

where ~(t) and ~(t) are inde~endent white noise vectors with covariance 

matr·I ces 

E[~(t)'.! 1 (t + k)J - R\~! 

E[~~(t)Y.i(t + k \ 
I -

·1 -· 0 for a11 k 

E(Y,(t)Y,'(t + k)] -- Rv (5-·13) 

~(t) is usua~ly thought of as representing the process noise or distur­
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It is in general, not possible to L'niquely ic:entify these two noise 

sources from input-output datE~ ~ nor is it ne::essary from a contro·i 

standpoint (M5). The stochastic parameters to be estimated in the mod2l 

(5-11), (5-12) are the elements of the covariance matrices Rw and Rv. 

s·;nce urrique estimaUor1 of full Rw and Rv rnatr-ices is not in genaral 

possible from input-output data~ some simplification in their structure 

(i.e., restriction to diagonal form) is often mo.de (H6),and the reduced 

number of parameters adjusted in some manner to best fit the data or 

give the best control when the stochastic control algorithm,derived 

from (5-11) and (5-12),is implemented. 

One problem with such a crude representation of the stochastic 

purt of the model is that a'l l the noise is a:~sumed to enter into 'die 

process like an inptn:: and pass throu9h the process. The tirne dept-'nd~::i~ce 

of the noise ·is thus ~JovernecJ so·ie"ly by the dynav:ic char~cteristics cf 

the deterministic model. In p~actice, since many types of disturbances 

or noise do enter the process ·in th·i s rnzrnnei·, this may be a re2sonab·1 e 

assumption. However, in other cases, where the major disturbarces are 

generated elsewhere in the system (e.g., internally in the catalyst 

noise may be pcor. 

The alte"'rat·ive is to independerit1y identify and fit a state 

spnce mod.;~1 for the u.ctual stochastic disturb:;rnccs in the system from 

input-cutput data. The combirH:d dynamic stochastic system can be 

represented as an augmented state space model. 
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5. 4. l A Dyni~!~i~-~s-:.-:.~cha s1: i c S t_a te 5-l]~CG_J4odel 

To idcnt-ify and fit a nois,::; model for a state space model from 

input-output data, one must treat the res·idua1 vector ~(t)(see (5-6)) 

as the stochastic noise sequence and write the dynamic-stochastic model 

as 

~(t + 1) = A~(t) + B~(t) 	 (5-14) 

y(t) = H~(t) + ~(t) 

In general, ~(t) can be modelled by a multivariable li~car autorcgr2ssive 

integrated-moving average (ARH1A) time s~~r·i es model (85, t~2) of th·~ fo1';,1 

where 

¢(8) 	is a matrix autoregressive polynomial of back shift 

operators B 
d -'·[·

v is a de 1 difference operator 

e(B) is a ~atrix moving eve~ase polynomial in B 

B is a back shift ooerator such that B~(t) - ~(t - 1) 

~(t) is a white noise vector sequence with covariance matrix I 

Th~: "ident'ificat:ion and esth1~ation of the single var·iab·ie noise models 

is d'!SCUSS(?d by Box, ct al. (B6) and for mu1t·ivariDble noise models by 

It can be shown that under certain conditions (86), any 
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purely inoving avera9e (Ml\) process of f·inite order may be r1:present::::d 

by a purely autoregressive process (AR} of infinite order. Many 

comr.:on stochastic disturbance·;; are well approximated by an auto­

regressive process of finite order, say pth order. 

(5-17) 

The AR parameters appear linearly in the models (5-16) and (5-17) and 

may be estimated by linear least squares methods. Est·imation of the 

moving average parameters ·;s a non-linear problem. If the r:oi.se 1:1odel 

is stationary (mean level of the d·isturbances is constant) then '<U: nay 

represent the multivariab1e noise model as say a pth ordet /\R 111ode1 

, ( R ' " i t ) - -, ( ·'- \'ip >!'._!\., - ~ '...} 

If for simplicHy,v,ie begin vJith a first order /\R model /~R('l)
/ 

then (5-18) becomes 

or 

~(t) - ~~(t - 1) + ~(t) (5-19) 

where~ is a full matrix of parameters of order m (see (5-20)). 

For n states, m measurements, and p contro·1 variables, then in 

(5-14), (5-15) and (5-19), the orders of the matrices are 
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A(nxn) ~ (nx1) 

B(nxp) y(mx1)
- (5-20) 

H(mxn) ~(pxl) 

¢(mxrn) ~(mxl) 

After fitting the dynamic-stochastic state model in the form 

(5-14), (5-15) with an identified noise model (5-19), one c~n obtain 

the standard dynamk stochastic model form (5-n) and (5-12) as fonm1s, 

Define rn new states ~(t) such that 

~(t) ·- ~(t) (5-·21) 

then adding (5-19) to (5-14) and (5··15) vJe have 

n rn 
n r/\. l OHx ( t ) 1 

n r· ~~:-~-~~J-
= m +Ic;-~-;J l~(~)m ~(t+1) 

L, I - ­

y ( t ) ·· H~ ( t ) + ~ (t) 

or 

if VJ2 dcfi ne 
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A*" r~;~-1 

Lo11)-f ' (m+n) x (m+n) 


rR ·1 

B* = 1-=-1 (m+n) x p


Lo.J 


*\J (t) = r-~J ~(t) (m+n) x 1 (5-24) 
. i I
L i1ll 

v-*( t \ 
) = 0 

TH* - ['.l ' J.m J m x (rn+n)fl I 

x ( t )l
~*(t) = =-·--I (m+n) x 1 

s(t)! 
- ..J 

Then the auqmentQd dynamic stochastic model can also be repres:;.ntr=d in 

the fonn (5-li) and (5-·12). 

* * * * . * ~ (t + 1) =A~ (t) + B ~lt) + ~ (t) (5-?5) 

* * . * y(t) = H ~ (t) + y (t) 

where 

RvJ * = and I= E[~(t)~'(t)] 

and (5-27) 

Rv * = 0 

For an 1~k(2) 1nodr2l ork would have to deffoe 2;n new· sti'tte>s ~(t) 
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and the state model would be of order (n+2m). 

5.4.2 Parameter Estimation 

Least squares estimation of the ¢ matrix of parameters in the 

AR(l) model in (5-19) is a linedr problem. Define the autocovariance 

matrix at lag k as 

r(k) = E[~(t)~'(t + k)] 

and 

(S-28) 

then for AR(l) and mociei (5-19) 

For k :.: l 

r 1 (1) =qi r'(O) 

and therefore 

ti> = r'(l)r(O)-l (5-29) 

For k == 0 

r(O) - ¢ r(l) +I (5·-30) 

where 

;;: - E[~(t)9 1 (t.)] (see (5-27)) ( !3-31) 
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substituting for ¢ we get 

(\	 IQ,-·! (1) Y'ro() 	:.:::r 1 l,r,,1 ·r' +l (ti-32) 

Once the residuals have been obtained, ~ 


The est·lmation algorithm was detailed in Sectfon 5.3.2 and in Figure 


15, and may be extended to include estimation of the stochastic para­

meters¢ in a conditional manner (W2). 


A 1 gori_iJ!!!l 

1. 	 Guess dynamic parometers >'er' (k/k
0 

), etc. 

2. 	 Obtain residuals ~(t). 

3. 	 Estirnate 4, from (5~?9) conditional on dynamic parameters. 

4. 	 Ca1culate ~(t)'s recursively fi'on1 (!5.-19). 

5. 	 Fti:ed ~Ct)'s to a 1ninimisation rout"inf! to nr!niir1is2 the 

d2terwina.nt criterion (5··2). 

6. 	 Obtain updates for the dynam~c parameters conditional on 

~ and return to step 2. 

Results 

The residuals in the dynamic stochastic models are the ~(t)'s, 

the va~iance-ccvariance or disper·sion matrix (see (5-3)) of the ~(t)'s 

I, can be used as a measure of the goodness of fit of the model .. The 

low2r limit for the variances of ~(t) is the variance of the measurement 

error and fro:n Section b. 1. 'i ~ th·i s is known to be of the order of 

http:d2terwina.nt
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2 
(J !:! 4.0 meas 

The variance-covariance matrix fur the dynamic,D~(t)'and the dynamic­

stochastic model, D~(t), is given in Table 2. These matrices are for 

the same dat~ illustrated in Figures 16 to 19 and discussed in Section 

5.3.3 	(Le., 26 May, 1976 run). 
7 . \' 2

F1~om Tab1e 2, it ·is seen that thQ sum of van ances L. o a has 
i "'l ·i7 2 

b0 e·n redurod to 27 d ~1ro~ ~p ~ for ~ 0 (see also Figure 17) by the~.... I . "\..o\.... l•i~ l1• t.._J•v .l a~ 

1"'1 i 
incorporation of the stochastic model. 

Recalling that G is the covariance matrix for the 7 axial temp­

eratures in the bed in the ord(~r T1 to r 7, Table 2 shows that tile, 

variance between temperatures has been reduced, especially betwce0 

temp8ratures early in the bed. All the variances aa. 2 have been rc­
1 

duced close to the n1easurcment ?rror, suggesting that the noise sequence 

~(t) has Leen adequately accounted for by the assumption of an AR(l) 

noise model. The dynamic stochastic parumeters were first estimated by 

*minimisfog the sum of the sum of squares of the temperature 	residue.ls lJ 

J* = l ~·(t)~(t) 

all t 


Th2 e~tinntes ·Frorr: this mininrisation routine v1ere then fed to a ruut"ine 

that rr.irdinised the deteminatit li (5-2) but 1ittle change occurreci, 

Towards thf end of this study~ a multivariate identification and 

checking rJrograr•l becanie available (~13). Hds program calculated mult:J­

var-iable auto·-corre!ation end quasi·-pi.~Ttiai correlation matricr~s ;0or 0 

http:residue.ls
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TABLE 2: Variance-Covariance Matrices for Dynamic and Dynamic 

r ·-1 

6.65 .93 1. 65 2.13 - .44 - . 04 • 1 sf 
I II 

4.66 . 139 ,88 .20 -1. 56 - .89 I 

3. 77 2. 41 1. 01 2.84 2.75 

6.36 1. 81 3.28 2.46 
D~ ( t) ·­

symmetric 7.60 7.40 6.30 

12.l'l 10. 54 

10. :~5 I 
_J 

Variance-Covariance matrix for ~(t) 1 s 

7 

) 2 


; .!.· 10 (l • = 48 . 5 

1 


Tota 1 sum of squares= 2867 

r:;oIr ..3 83t • v 1.34 l. 95 - .25 .55 .34 -,. .1 

l 
4.23 .39 1. 26 •97 - . 39 .065 j 

I 
3.23 1.84 .20 1. 64 L71 

- s.o9 .28 1. 24 . 9'iD~(t) 
I 

symmetdc 3.19 1. 34 1. 26i 
I 

l 

! 
~ 

I
3.62 3.36 

I 

L 4.17 ._t 
! 

Total sum of S(]Uares = !6lfi 
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multivariable time series. The ~(tj series calculated from (5-19) 

was tested and showed no evidence of auto-correlation in time: the 

95% confidence bur1d around zero \IJas 0.263; the largest element in tf-1,:-~ 

auto-correlation matrix at lag 1 w~s 0.232 and the average of the abso­

lute values of all the elements in the 1natdx vws "v 0.06. ThL; con­

firmed that the ~(t) was a white noise sequence and that the AR(l) 

modsl in (5-19) was adequ3te. 

The stochastic part of the m~del was thus properly identified; 
l .a no~se model was developed and jointly fitted with the dynamic rnooeJ. 

A lctr!JE! IP1provi:>ment in the model fit was obtained, as indicatod b~V the 

redw::t·i0n of the dispersion matrix (D~(t) to Da(t)) dmm close to rne.J .. 

sLirsrnt;nt error {4.0 1 s along th~ ct·iagonal). In the next section, -J:he poss­

·ibi1'1ty of n~ducing the dimensionality of the noise model is ex.:.1mir:0d. 

In Section 5.3.3 (step (6)) it was pointed out that the 7 states 

in the model are related temperatures along the reactor profile. It is 

thus quite possible that a few (2 or 3) underlying disturbances in the 

system 2·:-'foct gYo~.1p.:; of these temperatures in a similar manner. It ·ls 

then these fe\': funda1r:entf.1l disturbances expressed as a linear combina­

ti on f•f the 7 temperatures that determine the actual dimensionality of 

the noise vector G(t), which may in fact be much less than 7. The 

order of the <1ugmented dynamic stochastic model (Section 5.4.1, (5-24) 

is directly proportional to the dimensionality of the noise model N(t~ 

http:funda1r:entf.1l
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It is thus possible to reduce the ord2r of the dynandc-·stochas·cic model. 

Furthermore, an analysis which sho1Js up the fundan11::nta1 disturbances 

in the system as seen through the temperature measurernentss may provide 

a deeper insight into and better understanding of, the process. Of 

prime interest here is the development of a dynamic-stochastic process 

model tor the purpose of control. If one can determine the fundamental 

disturbances ·in the system, then the control scheme need toke on1y these 

few into account. In the next section, a canonical an&lysis of the noise 

model ·is used to select out the fundarn0rta1 disturbances ir. the sy;:U~rr:. 

5.5.l Canonical Annlvsis of the Noise Model 
-----~-~·-------.lo---,~----··-····--·-----·""-·--··--~--···~-

MacGregor (M6) has applied a canonical analysis to multivari~te 

noise models. For sfo1pl'lcity he cons·ldc~red a first order autoregr0ssive 

modE~l (see (5··19)) 

~(t) - ¢~(t 1) + ~(t) (5-34) 

It vvas snov-m in Section 5.4.2 that for this system, the auto-covo.rl.:tt1cc 

at lag k given by 

r(k) - El~(t)~'(t + k)] 

may br.: used to obtiin the fo110 11ing relationships 

(5-35) 
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r(O) = r'(l)r(0)-1r(l) +I 	 (S-36) 

Suppose that there exists some canonical form for ~(t) s~ich that 

most of its 11 activity 11 could be represented by a few linear combinations 
lxm 

of the N(t)'s say f~ (t) = f?l(t)JJ 2(t) = J1 2 
1 ~(t), etc·. Box and Tiao1 

(87) have developed a scale free rneasui·e of the 11 activity" by u~:ipg the 

idea of the most forecastahle variation. Using this idea, the first 

principal component 

l I 	 I 

~l(t) = ?i ~(t) = ~l ¢~(t 1) + ~ ~ (t ) = N ( t - 1 s 1) + a . ( t ) 1 1 	 1 

is obtained by finding that linear combination ~l ~hich maximises the 
A 

ratio of the variance of the one step ahead forecast ~ (t~1) ta the va•i­1 
ance of the forecast error a,(t).

i . 

MacGregor presents several alternative objective functions that 

could be maximised (see (5-39) to (5-41)1 The most convenient one being 

Max V[~ (t,l)] t1 
I 

¢r(0)¢ 
I 

£11 
-t, "iJITjTfJJ = {,i~,---­

1
{1 

I 

r 
I 

(I )r ( o) - r ( 1 ) ~1From ( S-·35) and :::: 	 ·---,·---..·--.----.--,----' (5-31) 
~ [r(O) - r (l)r(o)- r(1)]~1 	 1 

where V[x] ·is the variance of x. Equation (5·~37) is known as a llRay·­

leigh Quotic::~\· (N2) arid ~-he s:Jlution ot (5-37) is obtained by solving 
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the generalised eigenvalue pt'oblern 

(5-38) 

The maximllm value of (5-37) is equal to :x.1 , the largest generalised e·igen­

Vi.l.·lue of (5-3n) and the corresponding qeneralised eigenvectcr .~ g·ives1 
that linear combination of the N(t) 1 s wh~ch maximises (5-37). If alter­

natively, we had maximised the ratio 

VUl~(t)J
I 

and obtained the corresponding largest eigenvalue v1(o < µl < 1) f~om 

(5-38a) 

we can see from (5-36) that if 

V[N,(t~l)J 
-----~-··--- = lJ·w (0<1.i1<l) (5-39) 
vUJ ·1 (-t ) ] I 

then 

also 

Max - L! .. (5-41) 
,; . I 

"~L'' (.\I
''-1 'i l'l ·1 t J J 

f\11 the cov2rian::e matrices m"r:! symmetric positive definite 

0thers can be positiv~ semi-definite) and at most there can be m real 

positive roots The generalised mxm modal 
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matrix L, formed by lGtt"ing each t be a rov,1, ~:imuhaneous1y ci"ia-­1 
• ~ 

gonalises (N2) r (l)r(0)- 1r(l) and I in (5-38); we can also choose the 

normalisation of the eigenvectors such that 

. 

(V[~(t)] = ) L I L = Im = I (S-42) 

A non-singular transformation of the AR(l) model (5-34) gives 

~(t) = L~(t) - L¢~(t - 1) T L~(t) 

= ~~(t - 1) + ~(t) 

Furthermore from (5-42) and (5-36) because L simultan2ously 

diagonalises I and ¢r(l), both the h(t)'s and the ~(t)'s will be LJn­

correlated with each other. From {5-42), the A(t) 1 s will have equal 
. l

variances and from (5-41), each V[Nj(t)] = ;--:::--:;-:-. The nev; canon"ical 
1

• . J 
noise vnria.bles, N1(t), N2(t) ... ~\n(t) account for the most activity, 

the next most activity and so on. Say we have determined that,of the 

m eigenvalues Ai found,the last r werG not significantly different 

frn1n zero. This v-muld in1ply 5usir.g (5-37), (5-.40) and (5-·42) thc-,t 

j~'m-4 + 1, •. m 

i 

this imp1i2s · 0 = O j=m-r-1·1, •.• m'1' '~i (5-44)' . 
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• 1 f ' ' ' -'-I . ·1 ( r· '>f, \or that r eigenva ues o ¢ are zero ana tnat Lne noise mode 0-~~1 is 

not fully rn dimensional bu~ may be represanted as a (m-r} dimensional 

model. This also implies thet the corresponding linear combination of 

the N(t) 1 s for m0asured teinpcratures_~y(t)'s,are \1hHe noise sequences . 

.t. 1 N ( t ) = r~ ~ {t) = aJ. (t) j==rn-r+1 , •..m (5-45)
J - ,I 

These last r elements 0f !}(::) thereforP contain no information 

(not forecastable) and may be eliminated from the noise model. Making 

use of (5-44) we can write the canonical noise model from (5-43) as 

r. --l
r-·-Nl(t) --1 i N, (t - 1) I r~~ (t) -, I II ' I
I : I 

j • I 
l ) 

Ia( t)1 r~( t) I I Nrn-r ( t - 1)I
i 

j m--r m··r (5 Ar·\l l l 
1-·- - - .. - -- - : I ··--·----·~·--- ". -'tt.\)

! N ( t - l) I + 1-~(t) «JI f!(t) I l ... ,,., I 1 I
j •Ill" IT, I 1m-r+1:I ,m-r+1 i 
i ' !I : I r~ (t n j. I~~ (t) II r~m (t) 1 

I 
i m iil l 
L_L J L' _J 

where ¢rn-r is obt~in0d as the upper left partition of ~m = L¢L-1. The 

forecastable part of the noise model is then 

c1' 8(t - 1) + s(t) + ¢r~(t:..1)
'l~l ·- (' ~ "., \( ';)-";/(i/rn-r m-r r 

(m-r)xl 

The last term in (5-47a) can be added to ~(t) to give a new correlated 
m-r 

\·1hite :ioise sequence ~(t), say~.where ~It)"' ~m .. i.Jt) + 4>r~r(t...:r}. Hov.:evcr, 

nwnerical1y, the t=:1ements of rJ,_,, ':Jerr- of the same~ ord2r of magnitL;de as 
' 
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I 'l -1the 1011Jer portion of ... <p. which is zero by hypothesis. So as a good approx­

imatfon, ~ a (t~JhJas nq1! 1:~cted in comparison with the rerna.-ining t 12rr;is,r-r . 
and (5·A7a) is virHte~i as 

@(t) - ~ 8(t - l) + a_"(t) (5-47)
El- V'­

m-r m-r rn-r 

(5-47) is the reduced dimension noise ~odel and in order to write the 

augmented dynamic-stochastic state model (Section 5.4.l) we would need to 

define only (m-r) new states (see Equation (5-21)) and the augmented state 

model would be of order (n+m-r) for an AR(l) noise model. 

It is advantageous to be able to test for the significance of 

the remaining r eigenvalues, once the first m-r eigenvalues,assum~d to 

be non zero,have been re111oved. Follow·ing MacGregor (M6) we first de.velor) 

an overall test for the hypothesis H that¢ = 0. This t can be bo.sed 
0 

on the ratio of the generalised variances given by 

A = 1r-t/Jil_ = 1L(Q)_:_LU2r.LQJ-1
r ( l ) L (5-48)

1r\OJ1 jf(o)I 

Assuming normality for ~(t), Bartlett (BB, 89) proposed an. approximate 

test based on thP fact that under the hypothesis H : Q = 0,
0 

• '1 - 2
-[(N ·- rn) - 2 (2m t 'l)]lnA = x 2m (5--49) 

Hence (5-48) is asymtotically distrH1uted as a Chi-sqw1red distribution 

with 2m degrees of freedom. 
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Now (5-48) can be 0ritten a~ (using (5-38a) 

m 
II (1 - µJ.) (5-50) 

j=l 

and thus A provides an overall test of the hypothesis that all the can­

onical eigenvalues µj are equal to zero. However, we are more inter­

ested in testing the hypothesis that given the eigenvalues 111 , µ 2 . .. vm-t 

are non zero, what is th£; probabflity that the remaining r eigenvalues 

µrr· ~ 1 ... 11 are zero. Bartlett shovJed that if we calculatei-, '. m 

m-r m 
ir:_r:'l)J1 = A' A 11 

:::: n ( l - µ_, ) rr (1 - µJ.) \. ~J ~' 
. 1 i . 11= J~m-r+ 

2the x test approxi1nation for A may be e;(tended to f\ 11 oivina.J .__. 

- . ) 1 ( )] 2- L( N ·- m - - 2m + ·i 1nA 11 = x 2r2 

a::; being asymtotically distributed as Chi-square with 2r degre0's of 

f1~eedom. (5-52) may thus be used to test the hypothesis that the 

remaining r eigenvalues are zero. 

The canonicRl analysis described in the section above was 

~pp1ied to the residual sequence for the data illustrated in Figures 17 

to ·19 i=tr1d dispersion matrix DNft) given in Table 2. 
_; ' I 

~!he matrices r(O) = r (l) and calculated from f\ 5 ·- ...-:-r::); ..)Li~ ( t) <P ' 1 
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Real Imaginary 

0.1487 ± i 0. 1397 

0. 7207 

0.4230 0.0869 ± i 0.0868 

indicating tnat the l~rgest root .8?08 was not too close to unity and 

that stationary behaviour for the AR(l) noise model could be 8Xpected. 

The I matrix was calculated from (5-36) and the generalised eigenv~lue 

problem (5-38) was solved using EISPACK (El) and provided the f0llowing 
I 

solution (elgenvectors nornw.lised such that LIL = I). 

ll = __.2_ __ (see (5-38a) (see (5-·38)) 1 + :\ 

3. 361 0.7707 

., .040 0.5098 

0.2706 0.2130 

o. 1130 0.1051 

0.0318 0.0308 

0.0156 0.0154 

0.0057 0.0057 
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.09965 

-.5721 

.00069 
!

L == I .0934 

!··.0545 
! 
I .0710
I 
1-.0922 
L 
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Modal Matrix L of Generalised Eloenvectors 
-------···---~·-·~--------·-·---~-----~!_.______ 

. (JJ533 . '164 7 -.0635 -.1940 .5982 .1494 

.0683 •·i 260 .1409 - . 1807 .2650 -.3134 

.3305 -.3280 -.3220 -.2457 .2444 '1183 

.2710 -.2191 •0613 .0669 .5869 - . 6961 

. 3401 .0594 .1625 -.3020 .0255 . 2231 

- . i 631 -.4968 .2656 -.3343 .1084 . 1361 

-.07142 -.2506 .2720 .3479 -.8219 .6263. 

where L and the elements in l 1 refer to the temperature measure­

ments y 1 to y7 , from left to right. 

From the values ofµ above, we suspect that only the first (m-r) - 2 

or 3 eigenvalues will be of significance and we can test this using 

(5-52) where N = 60, m = 7 

TABLE 4: Siqnificance Test for Generalised Eigenvalues 
-·-------·---·~ ________:,__o•--- -----,·---~-A~--.~---···--· ----------~~------

i H • last r µ's = 0 I A 11 1,.,-[(N-m) - l (2m+1)]1nA 11 1x 2( OS)!! o· 2 1 2r · ~' i 
f"'""' ----t--~......., ---------t--·---·-··· 

I I I I 
I r:::.4 0,8G25! 7.25 I 15.5 !I i ~ 1' 
! r=5 I o.6109l rn.16 I 1s.3 lL___________________ _j_ ! I ___) 

The x~ 
? 

values at the 95% s;gnificance level indicate that certainly the 

last 4 µ's are zero and possibly the last 5. If we use the result that 

the last 1.f 11 
1 s Rre zero~ this implies that the canonical noise mode1 
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(5-47) will be of thtrd order. Hence there are only three linear com­

binations of the N(t) 1 s that have a significant amount of act·ivHy or 

·information and only these three canonical noise variates N1(t), fl 2(t) 

and A3(t) need be included in the noise model. The reduced dimension 
. 
¢3 i~ ca1cu1ateJ as (see 5-47) 

¢ 3 =top left 3x3 partition of (L¢L- 1) is given by 

,-
-, r. <· JI . . 3r..2 

0 
-.127 -.061 \ ! a•. "J i- I iII I . I+ I a2(t) . (5-·53)l

I 
-.045 •681 .027 I . 

I 
' 

I 
' 

1 a r1 1 iII -.oos -.018 .432 i -3, , , l 
L _! L.. _J 

~..,(t) = + a (t)
-.:> 

3 

What physical interpretation can be put on the first th:"ee rmvs of 

L, selected by the canonical analysis~ to be the linear combinations of 

the Gutput which contr:in the most information? The linear combinatfon 
I 

for the rr.0st information (t, .,the first row of L) places the 1argest
I . 

weight(-.5982)on the second last measurement y6(t). From Figure 17, 

w~ see that this corr~sponds to the average position in time of hot 

spot temperature. Hiis confirms an in:cuHive feeling that the hot spot 

is the sin91e most important measurement in the reactor bed. The sEcond 
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y1(t) closest to the bed inlt!t. The inlet temperature is governed 

closely by (see Section 3.2) the wall temperature and the feed pre­

heater. The wall temperature control configuration (because of its on­

off nature) would induce slow cycling dynamics to an otherwise constant 

inlet temperature. Furthermore,when dynamic data was collected, the 

totDl flowrate of gas tended to cycle due to the AR(l) dither signal 

that was added to the butane flow (see Figure 14). The gas pr8heater 

was set at a constant heating value irrespective of the gas flow through 

it, a.nd therefo1'e induced ·i 11'1 et temper·ature swings whenever the to ta 1 

fl Ov·I changed. 

The knowledge that the cooling loop and gas preheater was causing 

a disturbance in the system would probably lead to a re-design of these 

elements in an industrial reactor to eliminate these effects. Here~ 

this is not possible and instead these disturbances are incorporated 

into the noise model. 

The third linear combination in L appears to place less weight on th~ 

previous two temperatures but instead weights all the remaining tempera­

tures nearly equally, indicating that the average level of the tempera­

ture profile exhibited the third largest variatio11. 

ThQ c<:nn~;1c,;::l anal~1 sis thus prcvides a method for reducin:J the 

di mens ion a 1 ity of the dynamic stochast 0i c mode1. Further, it provi des 

useful, intuitive, infon:1ation about the underlying disturbarices present 

in the process, which might, with proper interpretation of the under­

lying physical ca.uses enable one to e1iminate them~ 



CHAPTrn 6 

CONTROL STUDIES 

6.1 Introduction 

In Chapter 4, Part B, a linear state space model for reactor 

control was developed. In this chapter, the state model is used to 

develop a linear mu1tivar'"icible, quadratic fe1~dback control a·lgorithm, 

for re:gulutory control of the react;;r (see Section 6.3, l). l<.al,11an 

Fi1ter theory (Sect-ion 6.3.2) is used to obtain state estfrr.&tf:S for the 

system. Two approaches are adopted in designing the contro11er and 

the Kalman Filter from the reactor n~del. In Section 6.4, th2 white 

no·ise terms in the stochastic state space model (w(t) and v(t), see Cqua­

tions (5-11) and (5-12))are not identified and modelled independently, 

but instead are approidinated by adding a ~(t) and ~(t) (with estimat12d 

diagonal cov0riance matrices) directly to the dynamic model. The para­

meters in these covariance matrices are chosen such that the corres­

ponding state estim2tes approach their meast1red values in the least 

squares sense, In Section 6.5, the reduced dimensional noise model 

obtai~ed in Section 5.5. is used directly to derive an augmented 

11· 1 frcm v.;;11 c,h 1 ' • • • • o.c1 th no1· se t 1" _· ~ ~ L.,\•rnone h • ti'te c.-i.:irac o:r·1 st1 cs e erms .. 1 (t) and , ... 

are cbta.ined. 

In St:ction 6.6. the control algorithms developed from the tvm 

~ series of DDC contiol s tud·l es. The ·;::;;o contro 11 ers iH'Q corr.pated 



154 


each oUK'.r (using predicted concentrations) as well as with a single 

loop PI controller with feedback on the hot spot temperature. A final 

control run which uses the best of the two multivariable algorithms was 

imp1ern2ntE'.d and the outputs from thd s contra11 er were compared to con­

centration data from the gas chromatograph. This section is intended 

primarily as an initial control study on the reactor. Several future 

control studies are planned (see Chapter 7) as well as a present p&ra­

11el study based on an adaptive control scheme (Tremblay (T4)). Numer­

i ca1 values of a11 contr·ol matrices used in this secti on are presented 

in twpendix 3. 

A description of the experirnenta·i setup as well as the pi-·ocess 

control configuration has been given in Section 3.2. An equation re10t­

i ng te1:1penture measurements to concentrat'ions was given "in Section 

4.10.1. This enables one to develop a control scheme based on an object­

ive function expressed in terms of concentrations. Actual concentra­

tion n1easurements from the process gas chromatograph (Secti on 3. 2) were 

not used as part of the control algorithms developed here. 

So~2 cootrol simulations w~re performed with arbitrary noise 

characteristics to obta.in son1e exper-ience w'ith the multivariable con­

tro1 algorithms and to determine what levels of constrained control 

wcu1d be rea:;onable for the reactor system (J2). Real Time Control 

c... 0,f,·t 1.~.·3·,"e ·.~.1s ~.0•.1el0.r..1ed u~i~n ~ n?t~ G·0r1~ral t~ov~ 0 /10 n11"n1"comouter
·• ·»- ·---- ...... •"":;;"''""'''"""". 1.<1(. , • 

Real Time Fort:an langu~ge was used to write a multivariable, .linear 
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quadratic control 11 task 11 as a module; pnlgrarn 1·Jhich formed part of a 

general data. aquisition 2t1d control package [Tremblay (T5)l 

A F1owshect of the control algorithm is given below: 

_,,.--· ------~-·· --~-----··" 

( Start Contra 1 Task ) " ···--·-·--·.. ···--_./ 

1··-·-------•><• .......--.----·-·-------------·-··-. ----, 

j Rsad in Dynamic, Control and Filter Matrices !
1_______________., ____,____________________________________________• 

~-----.-·--.- _._ ·-------··--· --------- -- ________J________ -----------·-------··-···---·-·---·-·-·-·--·-----i 
Read initial temperature profile,estimate initial state x{O) I 

····- ....,.. ,, ........................------..---1 


~--·-·-?l~~~~~~d-~~~~;~-~~~~~~~l:r~j0~:~.i0~~.--P~~~~ ~..~.c~---~~-~~-!!~r~~-·;f d;;] 
·--------- ·-·· _______.. -· ......_.___________!__ ...--::::.-..-·---···--···-:;:---------l
ICalculate state estimates x(t/t), x(t/t-1)1
L..... --·---·---·-·-....- .........._. ...... :-: __ .. ......_ ..:::..-..------·l 


' 
I r·~~)~:ip-~;--~~-,--~;_i~J:·.-~~-~~~;·t·.. ~~~-~-r-~1: ... c\Cti-~~~··-~(t)--:--~-L=·~-(~J:t-).i 
I
I 

(' --- ----· ------ ....________ ·-----------..---·-..-·-·--J_____.._______.......--·-----------·-·------...-.................- --, 
I' Read time of day and calculate remaining time to next 60 sec I 

I sci.mplfog interval and wait 
L......----·----------·---·--·-----c----------..---------­

I 
. IL.._..._____ ...................................._.... -----·- .. ----------· --· 


The design of constrained feedback controllers for linear 1 

discrete, state spac2 systems is well known [(Nl), (A3), (S7)]. 

Analytical solutio~s to the general problem are available for systems 

~·:hi ch can t1\; f(F:!1u10.ted with a qua•fratic performance criterion oY­

objective f~~:·icti en. 



156 

Consider the linear discrete state space Equations 

~(t +1) = A~(t) + B~(t) + ~(t) ( 6-1) 

y(t) - H~(t) + v(t) (6-2) 

where (6-1) and (6-2) are defined as in (5-11) and (5-12) and for con­

venience, all variables are in deviation form. 

Suppose it is desired to find the sequence of discrete control 

policies ~(t), ~(t + 1)1·· .u(N) which will optimi@e the quadratic per-

Min 
I l I 

u(t) E[ 
N·-1
I {~ (t)01~(t) + ~ (t)Q2~(t) + u (t)V~(t) + x (t)V ~(t)}](G-3) 

t"'O 

where E[x] is the expectation of x. 

o1 and Q2 are s~nmetric positive semi-definite matrices. This 

quadratic performance criterion is quite general and includes th2 case 

of minimum mean square error control~ subject to a constraint Q, on the 

Vctfi2.nce of the niilr'dpul~tted Vt1riab1es, that is 

Min 
(6-4)u(t) 

Remamberlng that the e;<it (d2viat"ion) concentrations ~(t), (or ti~ex) may 

bE! expressed a.s a 1i;~ei1r cornbine.tion of the stc'.tes ~(t) c:;nd (dE:v1.::,tion) 
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can write 

C't) (6-5)-' 

A reasonab1 e performance crHerion would be to rn-i nim i se the sum of the 

variances of the exit deviation concentrations C (or 6E .l) subJ'ect to - -e>~. 

a constraint Q on the v;:,.riances of the ·input flov;rates ~· This is 

obtained by cornparfog (6-5) and (6-A) to (6-3) and choosing 

I 

(6 .. (j\Q2 ::: Q+ Q4 Q4 ' I 

Q is u~ually chosen as a dingona1 matrix of the form 
r· 0 -,I Al 

(6-7)Q = I o ),0 , 

L i:__ j 

where )1.; are Lcigrange r:1ultipliers or sirnply cost Darnmeters to be 

a.djusted to obtn·in a desired level of constraint on t!1e inputs ~(t). 

The steady state solution (as final time N4 ~) to the opti~al 

where ~(t) is the optimal control sett·lng to be app"! ied at l:"i::ie t and 
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I 

where Y (T) = (y(T), y(T-1) .... ) represents the deta available (up 

to time T) for computing the control action at time t. This conditional 

state expectation is obtained from the Kalman Filter (see Section 6.3.2). 

L is a constant feedback gain matrix obtained as the steady state 
00 

solution to the matrix Riccatii equations 

I 1 I 

L(t) = [Q2 + B S(t + l)B]-·[v + B S(t + l)A] 
(6-9) 

I 	 I 

S(t) =A S(t + l)[A - BL(t)J - V L(t) + Ql 

with initial concentration S(t) = Q1. 

6.3.2 	 The Kalrnan F·ilter 

The discrete Kalman Filter has been derived in several ways 

(S6, J3) 	 and only the final equations will be given here. 

Consider the general dynamic-stochastic model in Section 6.3.l. 

~(t + 1) 	 = A~(t) + B~(t) + ~(t) (6-10) 

~v'\ t) = (6-11) 

v r+ ' ,· s ;n.',·. t', ;'". ,, state vector~ y(t) is an mxl vector of~ \ c I 	 ~ 

observed outputs and ~(t) is an pxl vector of input variables. ~(t) 

and ~(t) are white Gaussian noise vectors with zero mean and covariances, 

I 

E [ ~ ( t) ~ ( t) ] = Rh' 

,. { ' 
I ( 

.Lr L'':. ·i· ; ,. 	 +- k)J 0~ 0 c11 ki.- ·~ \ ,., j ~"' 1,.. i 

I 

E[~(t)y (t)] = Rv 
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The conditional simultaneous and delayed state estimates are 

given by 

A ~ A 

~(t/t) - ~(t/t-1) + K(t)[y(t) H~(t/t-1)] (6-12) 

A A 

~(t/t-1) - A~(t-l/t-1) + B~(t-1) (6-13) 

K(t) is the Kalman gain and in general, one is interested in the steady 

state gain K which is obtained as the steady state solution to the 
00 

following matrix Riccat i equations 

I I 1 
K(t) = P(t+l/t)H [HP(t+l/t)H + Rv]- (6-·l4'l 

. ' 

P(t/t) ~ P(t/t-1) - K(t)HP(t/t-1) ( 6-15) 

I 

P ( t+l /t) = .t\P (t/t)A + Rw {6-· 16) 

where P(·) is the conditional covariance matrix for the state estimate 
A 

x(·) in (6-12) and (6-13) and PJ·), the corresponding steildy state 

value:. 

In the reactor system~ there is no appreciable time lag or 

transport delay and a change in the input ~ is registered at the out­

put before the next samrling interval 60 seconds later. We thus 

require the simultaneous state estimate ~(t/t) in (6-12) and the optimal 

control algorithm (5-8) becomes 

~ 

~(t) - - Lro~(t/t) (6-17) 
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Variance For~ulae 

VaricYJct: forn1ul ae for ti1r:' c1o.s ·ioop system (6-lOL (6-11) 

culating~ a priori, the co\1~r·iance matrices of thf:: ir.puts ~ and outputs 

ccntrc1 ~atrix L derived from a 
00 

cor.st.ra1nt matnx Q)St~'e (6-?), The constraint, Q is varied until the 

variances of the inputs and the outputs are jointly acceptable. lt 

would be unacceptable for the input flow control valves to bang open 

and closed frequently ~nd some level of constraint on 11 (introduced 

t '-1~~"-h n\IL vu~ I \.{I usuclly makes for smootheY' control action without a.ppr·ecbb1v 

incrr2asin9 the va1·ian2es cf t~e output ((M5) , see a'lso below). 

The covariance matrices of u and y ctre calculated from (M5) 

l .i- l t.~ \ 
\ 1.) ··~ t (. t}E[y ( t ) y I ( t ) J = H rx(O)H 

I 

+ Rv 

I I 
I -- ., /\ \

E[~(t)~ (t)] - L,Jrx(O) - P ('!:/t)]L \ b·- u)
00 00 

where r (0) is the covariance matrix of the state vector ~(t), and can x. 

be obtained by solving the matrix Riccat~i equation 

I I I I 

1 < \l - o·~ f 0 )'J + DP 't/t)!_ B + BL P (tft)O
1.... I .J " Y. \ .., I - w \ ' "' 00 00 I ' I 

I I 

(6 2r,'+ BL Px(t/t)L B + Rw ...... u} 
00 00 

n == ( 1.1 ...,, lil ) These 111atr·ix Riccat .·i equations are most convcn··~· \J• _, .. ~lX,, .. 



In Sectior1 5. "l, 1 ~ v1e discussed hov( 9 n;easur·ed temperatures \'/er·e 

int2rpolated to provi~e measurements of the 7 states. This ensured that 

the measurement mati·ix Hin (6-n) was the unit m~trix I?' The measure-

nl r.•-·'c n··~·-·~i .." ,,(.t\ ·h ' 1~ ..11) b" r'r'P"'OV.;..,,,t,,d h•t e<::ti·,,.,at1"nri thA PU''e{';>I"Ci1 t:.1 i vt ,!\ ·1 l•I \V ""'"""I' lo. ...... (..1 i 1'\1l11...,. \.... -'.i ..J .111 1 .d .,.,. ~ ­

"· 
error in the tempi-;tature measure111ents (u/ ~ 4.0 "C, Section 5.1.1) and 

clloos"irig the covarl.:::nce matrix Rv to be 

Rv - diagonal <4.0> 

6.4.l 	 Determinaticm of U.e Covo.rlancE: iv1atrix r~w 

In order to deterrnfoe I< from (6-·14) to (6-16) we requfre
co 

and is difficult to interpret physically in the way ~(t) can (see 

Section 5.4). For simp-1icity then, \·le assume th0t ~(t) c:rn be <;;.pproxi"' 

meted by s~ec·:f·ying a covariance matrix Rv1 as 

Rw = diagonal <6> 	 (6-22) 

\11!1E::re ~is o. sing'le parameter to be chosen. A similar ·ic'.c:a v.1as pro­

,-J',;·.·:.:.,.~1'it ._ >" 	I' - ,,.,~"·'ti ,,t C..i.", fl.'"::'; ~h2r2 the ratio Letwee~ th2 d1Jgonals of... ~1:11il.t.111ll\.;-\,J ~ \.:'..J 

1_0 rh11 caus2d the model '.s centr·ibution t0 be emphasised in the: state 

estimate while a small ratio caused the data to be emphasised. 
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N •. A 

JV = I [y(t - ~(t/t-1)] [t(t) - ~(t/t-1)]

1'oo t=-=o -da a data 


(6-23) is minin1iscd off-line based on a set of collected data (y(t)), and 
-data 

~(t/t·.'I) is calcu1at(~d from (6-12} and (6-13). The following algorithm 
A 

was us::;d. 

Algorithm to Caku·iate K 
ex 

(1) Given a fixed Rv 


·\'?) "' .
' '- 1.noose !3,. hence Rw 


{3) Calculate K usino (6-14) to (6-16)

co " 

' 
(4) Calculat~ ~(t/t-1) using (G-12) and (6-13) 

(5) Calcul~te Objective (6-23) 

(6) Retun. to (?.) iterat'ir1g u.ntn a minimum in (6-23) is obtdincd. 

/\oD.licatfon to Reactoi' DRta. 
_..,_.J-.,--- .. --w--••·----~----• ·~w-~-

The sum cf squares surface was not vc..:ry sP.nsiti ve to the value of 

e as indicated below 

t·~\·.t cd ::i.gona I <e> JK 
('..(: 

--- ~-·-- ··-----·-...-·-··---~~~,---

,
,?,., .. l ,0 2765 

~ -- 2.. 5 2752 

(3 -· 4.0 2770 

A value for f ~ 2.5 was selected as beiny satisfactoty. For compar1san, 
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accountfog for "ll"l noise in the~ m:::ide·1 by ci no·lse term ~!(t) a.t the output 

(Section 5.4.1). The mcrG re&listic representation of the noise entering 

both the dynanric model anC: the measurement equation through :'.!(t) EH1d !(t) 

respectlvPly, accounts partly for the reduced sum of squares value for 

A satisfactory constraint Q may be chosen by ca1cu1atin::; th~~ 

variances 01· th2 outputs y and inputs~ from the varianu~ formulae (6-18) 

and (6-19). These 'lul'iances should be ,:jointly acceptable for a ~riven 

Q. For sfo'1pl·icity) Q was chosen to be 

a~d the s1ng1e parameter ~ wus varied until a satisfactory cumbina.tior 

of input-output variances was obtainad. 

input flow rates) Ur and uH" as well 
'",.. "/

•t '­

tf:e cutoutsr ,..y. The ind·ividual vari­

ances for eJc~ ui the outputs was also adequate. When applied to the 

26 May data, the follm·ring results \\'9re obtained. 
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,-----·i--·~-· -···------i--------· -----r·--;··~ ..-~--r- ---~-~----J·­
0 1

~~z-~---v" r - s-~4o'-~_v_aro-~4~s~~+ 5 

1 

s.Y~2__J___~-g~;~>- I 
I I I., ) l .. . I . . I I. :J • 0 :J 


1c-·) I .639 I .049 i 68.34 
 9.76 . 

i1o·4 \ . 973 ! 1.372 I ouo I 9 56 I 
I. 1o- 5 

lI 4 034 I ?6 . 0° I 65 . o.)t"~') I ·'Q .3"'. . I ,_ '- I I I 
1 L I · I__-- -· __.._.....---·-----·---------~---!----------·-­

One can see that 1ittl e is to be ga"ined in terms of reduci 119 the out-

J..I..,,,. 1o_t,.put variance if \'/(;; reduce constrllint ;, ' be 1C~'J Ho~·!eve~~ i th~~L.i t~-: 

large increase in the vurfance of the two flows would be undesirable. 

6 h...; 

In Section 5.4.1, the technique for augm2ntin9 the sti:ib? equ ·rein 

to take account of a noise mode"! v-1as de1nons1:rated. In Section 5.5. l: 

a reduced order noisi: modei was developed. In this section, an au9-· 

mented state equation is derived as well as an augmented objective func­

tfon. 

6, 15, ·1 /l,'!.'J~'i<~:1•·:r.:id SU:·re FQt 1at·iN1
·~,--<:::________________,.____ ~ -~·~-----

Ir! Sectio 11 S.5, l, a tY&nsformation mat~'ix L vJas obtained that 

. ' . Ui ' 'I - (separ.}tec i::he I oroer res1oua1 vector ~ .. t) into three cancnical 

va.ria.tcs f~ 3 (t) (st::e (5-63))) the remaining four being indist·ingu·ishuble 

from ~·bi ·1·e rioi s2 (see ( 5-4S)). 

(5--~6)) 
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r· r •'"1 
I 

Ii i~~(t)!
I. j 

I il2(t) I I 
(6-25)Uj(t) = I ~~~~~ I + 

I 

OA., II 

l 
I I 

l 
_l 

The measurement. Equc.ltion (5-'!5) is transformed to canonical 

variate; 

L y(t) = LH~(t) + L~(t) 

or 

i- 03 
i---·---1.Y(t) -- H~(t) 
i • ( ' ! 
I d4 t) !
! - !- ......) 

. 
and fcur-dimensional, rcspectively)of the canonical noise vector ~(t). 

Follow~~g $ection 5.4.1, the state vector x is augmented and defined as 

( G-27) 
~· . ,. \

x ( t j 

y(t) H* ~ *(t) + y*(t) 
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where 

and 

(6-29) 


ThP rioise model (5-53) 

is incotpo~·ated 'irrto the dynamic: state model (see Section 5.4.1) as 

* ~ ( t-1) 

or 
-}.· + * 1­

Ui- Cl(,•\= !\ { (t ·- l) + [3 ~i ( t - l) + \;j ( t ) \ ..._, .._, .. I 

* . * Hence, from (6-29) and (6-30), v (t) and w (t) are obtained directly 

and because of the normalisation (5-42), the covariance matrices are 

(6-31) 
10 -. 

t, I () I 

VJ : " I 
Rt'.; * :-: 10 ·-·-<'··-- l 

0 \.,. I 

..; i '3 i 
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rat i c function of the au'.~Jlnentcd tent Ii ordm~ state V•::!~;tc, 1' ~ * ( t). The 

theoretical values of the concentrations can be obtained from the 

seventh order stuto ::1cd2 ·1 in the fonn \:.;ee ( 6-C))) 

7x1 2xl 
?r• \' z ~(t) + p Ll { t ·- ., '! (6 ••vi.)

- \ I 

The observed co~centrations, if they were available at each time t, 

would be modelled as 

C t~) - Z/\·.~C,t) + r·~(t-1,) + !_~(~J· (G-36)-obs 1. t.. - - - • 

yous to the ~(t) for tempsrat~rcs. However, since ~obs(t) is unavail­

able nt every sarnp1in9 it1t2rval, hence lj(t), the best ctpprnxim,:ttim1 at: 

time is to assume that the augmented state model is perfect and 

~~ite g(t) as a direct f~nction of y(t), calling it~*(t), 

Zy ( t) + P~ ( t- 1 ) 

7 ( ~J., ( f,I ( ~y"' ,_ ·' 1,_~ t) + ~' t.. I + P~(t··l ) 

.:;.:." T \ 
ti -· ·1x \ :· \ t~~ \ 

'H ... 
: ....:_: \.< J + p f t.-· t J + 7N(+\ (6~34)J."'1 . •• .: ~ J

I 

So in effect~ the us::;d;npt'ion is th..::.t ~(t)= Z~!(t); i .c.; a'!l the distu:"­

bance: that ~ppear 1n the temperatures a~~ pr0p2~ated thro~gh to the 
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data for contro 1. ( 6-34) i::i.n be writtr:n -: " 1-.cm~•s of th;:? at.u:;n!;.:nte'1 
'I: 

stab:.• :~ 	 (t) 


3x1 3x7

* 	 ,

C --- Z ~(t) + P~(t··°!) + z;_-·• (L~(t)) 

I I ­ZI -1 I 03+ ZL-l- Z~(t) + P~(t-1) 	 - 1- - - - -1 
II• -_~4 (t~ 

-· 1 ·- 3 [ 171 
3 

- l \ \ ( 7l 
4 

-1 ) ] Let ZL \ ·-~- .I A I ,_ B.• 

theri 

3 , ~ -1 
c* ('L) - rz·L-1) ., l t+' - Dt If-~ 1 \ '- - n_J ~L:L 

l
t + . ..:: '· ,_._ ) 

,.-, (

' :, { t· \ I 
: ,\ -:i \ •J I 
L"'"' I 

3xl 
* :": = Z ~ (t) + P~(t-1) + t3(t) 	 (6-3£)) 

~vhere 

3xl0 

z* ..••[ 7 
1
1 (z·i

_,_ 
-1· ­JA.J 

and 

a white noise vector. 

In (6-35), the con~entrations g* (t) are expressed as a function 

and the augmented objective function is ca1cu­of the ten s tatc:s 

:;::),·1 a. t.>2 C.1 i.- l"O! n r,o -,r-
1_,. 
~ ' 

) ...-
·:.:.~ 

f.i n 

;1 t) 




The L and K may be calculated as before in Section 6.3. 
CQ "" . 

For th·l s state sp~ce model structure. the control m~trix L 
C'J 

for the 

lOxlO ~ystem and the corresponding 7x7 system are related according to 

2x10 2x7 * 

L =[L:L]


co 00 co 

•k 
where L are the additional elements required for the three a~riitional 

ct·'t"S ·7 n X* (+\ to the: s2venth.> a ,1;;; ' ' - \ "I ' the f'i rst elements being identical 

order s~ystern~ Tne K , duf; to the s·ir1ple stn•cture of 1;; * (t)cc; , 

(and thu~. Rv* and R.w *	) ·in ( 6-31). turns out to be s tructurecl os 

7 
r- _, 

7 07 ' I I,,II -­ -:· --·,-~--!00 

3 J.? I u I 
.) ! -· 
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6.6 	 DDC Control of the Reactor 

!\s ir.211tioned prevfous1y the control a·lgorithms are based '.·;c:'JP1y 

as a f~~ctior of the concentrations. The two control algorithms <level­

oped in Sectfot1:: 6.4 and 6"5 were implemented on the reactor..Fi single 

loop control scheme based on control of the hot spot t8mparature by 

regulating the hydrogen flov1 ~\1as also tested to provide a ccrnpadson. 

~ii thout the availability of co1~centration d0.ta ~ th~ bas ·is used fer 

fractions of th9. vr:rious specif:s (as predicted by the rnode"!) stErldy, 

at their targc~t va1u.c~s, in th~ pres2:1ce of stochi'lstic process distur­

bance:s. The ab·ility of the a1cprithms to control the rca::tor (Le.$ 

th2 nr~ .. O\' ·1 OD.d 

l~hen concentration dz.ta became avai '!nb1e at a 1at~~r st2ge 

(23 September)~ the state model was refitted using both concentration 

and temperature data (see P1pp2rdix 3, 23 September data and end of 

C!rnptQr 5). Tlh:! 7th ord<::r (see (6.4)) control algorithm de;~ived frorn 

this ~odel, ~as irn?lemented and the controller evaluated, in tenns of 

comparison could a~so 	 and 
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The problems associated with cat0lyst deactivation were c:-:~,;'" 

cusse~ in Section 5.1.2. From the control sta~dpoint, this problem 

presrrnted a severe test for the robustness of t!ie contro·1 a·l gori thms 

developed. These ~lgorithms were obtained directly from the state 

models which were fitted (off-line) to the reactor data obtained several 

day:::; or 1nonth::. earlier. The reactor could not be le:ft running over 

this period and when the control algorithms were eventually implemented, 

a noticeable decline in the catalyst activity was observed. A lower 

temperaturE; profi !e vw.s c'.:iutin8d tor the s;;rn1~~ wall temperature and g<:1s 

flow rates previous~y U3ed. In order to approximate the previous con-

Th·is, of course, v1a.s not entfre-ly satisfactory since ar, increa:,2 rn 

wall temperRture cannot ro~pensat2 ex~ctly for~ loss in catalyst act­

iv-a)'. /l.s a resuH., some redistribution of products could be exp(~cted 

to occur. Nevertheless, under these conditions, a similar temperatur~ 

prC\f·ile was obt::·ined for the s.7.me flow condHions previous'ly used. The 

rebus 

r thcs£ sc02~~et differert conditions. 

~; ti'16.6.2 Codttol Usinu thf:: Order State Model' 

- .. t:l 1 
t;.s 1 r'n a 7 · order cd gori th'n (dcr·i ved according 
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In F"lqur1~ 22, a plot of the object-ive function (6-4) vrith con­

straint. Q = 0, versus the flow controls of hydrogen and buta.nc, 1::: 

presented, together with the mole fractions of the various species and 

the conversion of butane. The objective in Figur~ 22 is minimised if 

their respective ooereiting levels, in spite of the presence of distur­

bances. For the; first. 3C minutes, during \vhich time the reactor ·is 

subject to only the inherent stochastic disturbances, the controller is 

able to hold (with fairly smooth control action) all the mole fractions 

~s well as the conv2rsion rrasonably constant. The objective function 

,l, rises by less thC":n 0.-1, T:er thi::; perfod. ~)rt~vious attenqYLS at 

steady ~;t1d:'.:) open 1o0p r~ms ind·icated that re::i0va1 of ttH~ r,ontrol durinr; 

this µeriod ~ould :ause the ccrversion to drop to zero (reattion quenchdd) 

01..A .s. Q. ::-._ r J.. ('• ,I OOo/. ( (·<> 'l c+ err~ ~-·1 q~ l''.'•.' ::\ '/ i ~, ri i· h I• )'•I; ''tC ~-,, ·,~ '·'' ;,_ S. (,• r: p ,1 l •,)0 l1 un­
..... V• .,,._ ... \:,, .. ~,\.,_, " 'lw-1. '~~-. /,, .ti • .,' "'''~-~ l...,:;:t. ...... ''iV I - I 

stable. The stochastic control algorithms developed here~are designed 

in U;e precess. Neverthe 1 css ~ ;:t good test of the iAobus tness of the 

algn·ithm L:; t'.) examine "its ri:cspor.sc to a detc~rrninist:lc load disturbanc(~. 

wall coolant te~perature by even a few de9rees. Witnnut control, the 

highly exothennic nature ct the reactions would cause a reactor tempera-

t~r~ in excess of 400°C. 

\t \ ·" '° r=·i1__,,_,.1....~..~ :;·'")__ J' t'i_.,,, 1.,···ec1·1.•.•.·_,··1-.i.•,.,_,., ·,·_ 1,··iet··t~Sp·J(1 ~~if.!'J ~SP .... i ( __ ,.. ~r. _ _ . _ thus 
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off the poten1:i1:i·: supply of heat (throusJh the r:xoth::~rmic roactioi:) and 

preventing r~a:tor runaway. The flow rate of hydrogen is increas~d 

s1ight"ly (1·1hich tends to decrease the reaction rrite (see Apr:iendh 1)), 

but tht.': coni:>-on::::r obviously sees th:.~ buta.ne flow as the more import­

aY;t mard pul ated vari ab 1e. Some of-f"seL in the cot1l.en tro:tfons "is a1::ipar-­

ent under this severe load disturbance. This is because the stochastic 

controller is of a proportional state feed back form and contains no 

·integra.l action; although, if this type of disturbance \'Jere ccmmGn: in~· 

tesrnl action could be incorporated through the use of additional states. 

;'-\fter the process h2d stabilised ct its new level~ the t:an teinpt.~rai;ure 

was stepped back down by 5°C and the flow controls returned to their 

original levels. The rate of increase of the (cumulative) objective 

funcU 011 ·is r:.:duccd acccr1'cli ngly, rising tci j u:;t tm·ier 2. G for the 

total /7 minute control run. 

~ ' "' • l th . . . ' 
~::9.~-~-':':'.:~--~.?_1..!l9. the_J':_u,_g~~~D_t_~-9_ \ l O__ Q_ro.~:c).__5-_!:_~~::1?- McJ~e 1 

The control run using the 10th order algorithm, developed in 

Section 6.5, was performed within a few hours after the control run 
+'

using the 7~n ordef a1 ~ t0 r~duce t~0 ~0ssitility of a change 

prevfou:.; run. The ;·est(!ts of this cont<'Ol run <'re pn~s,:;r.t.ed in Figure 

23. The 

snecies f ;1 ·i rl y constant over thi;; first 30 rninutE:s, The qua.1 ity of the 

.,. 
(,,~rri:·tn•l ·1 s YJ('.' ·~: 1-:i.1 ii_(~ as £!00·:1 the /h orde·r control . Th·; s ·j s evi drnt 

• ,,,.. ..; ..• i,.., 
t'li i : L.11 JS thoss The 

http:pn~s,:;r.t.ed
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objective in Figure 23 rises to about 0.2 0v2r the first ~O minute 

r) ..,,.,~,,·,r)d. "('•.""·•1r),"''•°'.C[ +._.o c·1.1 +·or f~'·1"0U'''.".'. ?2. The b•1+~n" con11e)"S''.r·o1 ·•--,,~- ~ , v · , CA I • • • I ::, I f: - . • \,Cf I.,;_ I • l ~« . l.V.' ~ 

shov1:; rnorc~ veriation than that in FigurE:· 22. /J, step up of ::tc in the 

wall temperature \'ms introduced after 30 minutes and this contro1lcr 

butane to prevent reactor runuway. The offsets for the two controllers 

are aµproximately equal as seen by cor:-1p.:::r·"ln~l the change in levels foY 

the conversion and various mole fracti0ns in Figures 22 and 23. The 

(cumulative) objective function rises to just under 3.0 for the same 

2.0 was oLtained). The wall temperature was again stepped down 5°C and 

the process returns to its previous level. Some reasons for the 

i ng sc~ction. 

6.6.4 Robustness of the Controllers 

1\ prelimindry control run was carried out in which the per­

form~nces of both the 7th and 10th order algorithms were evaluated. 

I\ marb~d ch:i~'&cter;sti::: of the control algorithm de;--ived from 

~~ 7th d d ' ' ' •It11.:: er· er .ynarir: c-sH)Cnasi::·i c; in 6.4 was its robustness. 

' .,
~~, '. ~·. }. ' ,
I ~ 1 l..c• I I ~ 
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T!d ~: in ef f~ct. spreads the d·i sturbv.nccs equally acrC'!~S a11 the tempera .. 

ture state3. Should the hot s~ot temperature change its position due 

to a change ~n catalyst acUvHy, the hot spot at the new posH'io''i ·is 

accordt~d equal we·ight by the Kalmdn filter, in obia'ining the staLe 

estimates. This was not the case for the augmented 10th order state 

model, which models the actual disturbance characteristics and locations 

present in the proc:::ss, at thr= titile of data collection. 

In the preliminary control run, the 10th order control alga­

rithm controlled the process poorly and much cycling and wandering of 

the reactor profi 1es \!as o:)SC:l"VCd. 

The poor p2rfcrmance of the 10th order algorithm was attributed 

to ! ts ~a.ck of robu::, tness. It v1as 1VYt ab·,(~ to C\ccommodate the crwr:ge 

in the process d·i stur~ancc churacter i st i cs Ci) Used by a char1ge in cat0. lys t 

<~ct·; vi ty betw8c:n the ti1n2 the data was collected and the contrc·1 v~as 

imp1eiw~med. 11hen the r:iodel 111as fitted, the data showed the hot spot 

positioned towards the exit end of the reactor (z = .831, see Figure 16). 

In deriv·ing :::nd fitting the ri:duced order noise model,most of the 

s~~t t0~pcr~ ·r~ in thi~ position. The linear combinations of temp-

and i~troduc2J into the augm8nted state model, (see Sections 5.5 

'i"1. ~,·,· d b' r '),~. . -' ~) . f!,t a. 1a.ter stdgc v.!f12n the co11trol run was performed~ the 

hot snrfi~ had r;'ov20 i.dilt> to e clro1.; in catalyst activity) tovrnrds the 
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ct·istur!n:ice 'information. This led to a degradz·rt-iDn of control. 

ror the final control run presented in FigGre 23, the catalyst 

was fairly fresh and the profiles were closer to those under ~"'hich the 

model was fitted. The contr·o1 ler performance thus ·improved considet·­

ably but Wt1S still not as good as that of tne 7th order mode'l (f·igut"e 

22). 

It was mentioned that historically~ the reactor was controll2d 

by fixing the butane flow and implemendng a sing1e loop PI contnJ11;2.:" 

on the hydrogen flow. it v1as evide:·1t~ frorn an examination of th<:; dc;,ta 

from CJ. corn;rol run, that if 0. controller could regulate both the posl­

v1ell controlled (given tiiat. the catalyst ;JcLivity vws constant). /\n 

attempt was therefore made to rc9u1 ate the ;r;ot spot ti::r1perature (see 

Section 5.2) about thdt volue from the operating profile about which 

the reacto·1' \·ms to be re9u1 ated. Tfd s corresponded to a zero object i VE 

f11nction in (6·4). Th'i':, PI coi":trolle1· 1.·:as usually tuned on-1inc. Tht• 

absence uf integral act-ion) nnd th2n suf f"icient in":.egra·1 action Wc!.S 

introduced to ~Gmove any observed of~sct. The controller gains usually 
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before the multivariable control runs in S~ctions 6.6.2 anJ 6.6.3. The 

catalyst was thus probably slightly more active. The results of this 

run are pn;sentc:~d in Figure: 24. The f10•11 rate of butane:. uc , is shoh'n 
4 

fas a constcrnt next to the hydrc~1c>.n flow contro1 which exhibits a wander·· 

ing cyclic be~haviour. Trris occuts ever1 over l:hE fii'st 30 minutes, v:here 

the PI controller is attempting to regulate the hot spot in presence 

of stochastic disturbances. The cumulative objective function rises 

up to 20.0 over this period. (about 10 times that for the 111u1tivariable 

schc:mes), The rno1e fractfons and conversion (as predicted by the state 

mode 1) are seer: tu osci 11 ati;: consi de;ht..b 1y vbol~t their mean va 1ue:::. A 

5°C st2p in the wall temperature introduced after 30 in-inutes, causes 

the~ ;lJJ''O'}:?n to increase to its upper Hmit. l\n upper and fov1er r.:on­

sttcint of 120 and 80 cc/sec (1 atrn, 2!)°C) \·Jas 'ln:posed by means nf the 

conti'o·i softi!fare to staLnisC:: Lhe sonL'o1 ar:tion, The rapid drop to 

almost zero conversion (due to increased hydrcg~n flow) predicted by 

the liiode1 is almost certi:linly not accurate and is the result of the 

fact that, 1vHh hydrogen at its upper 11.rn-It of 120 cc/s , the l ·i neari sed 

state ~odel predictions will have a large error. In spite of the pres-

t~P p~ri0~ 2~ tr 15 ~inutes, after which tne wall temperature was 

;,cut 65~D'i2t D. G~) minute control run - a consid0:rab·1e increase over 

the multiva able schemes in Sections 6.6.2 and 6.6.3. 

this run) 
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On this h~sis, a single loop but<lr~ Pl controller was later implemented 

by Trembldy (T4). He found that using butane flow as the controi'ler 

for a data collection run, allowed him to obtain higher hot spot temp­

ere.tu res (up to 300°C) with 1 ess d.:'.n9er of re,J.ctor tempernture runa\'JaY. 

required on Tremblay 1 s run and this would have the effect of upsetting 

the production rat;:;s of th~~ Vbrfous proc!ucts. This controller may thus 

be of limited usefulness ~n an industrial environment. 

The concentrations predicted by the ~~del in the previous runs~ 

usEd only tenoer~.ture measurements. i\t the very end of this study, the 

gas chrnrr~l:cgraph wJ.s successfuI ·1y interfaced ,ind cr.rnccrtrc.\tlon data 

the actual cor:.::entntions (rnc~b.S!.lted by the rp~ chn:;natograph) ci.:1u1d 

therE.•fore bt: evallu:.:.ted. An l~::~ct cori1pari:,on bet~·.ieen predictec mole 

fractfons and tl1e de: t2 \'HlS not po:.;s i 01 e du2 tc n 1 ack of pro~er syn­

ch~'Gld sat·; en bc~tdc:Pn rernperaturc, a.nci concentration data (see end of 

confidenc2 in th0 mn~el and the control algorithm. lhe 

previous sections to 

Ti1e noise 

lhe data +or fitting ihis s 
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days before tLe cuntro·i run and so:nc: ·~ ..;ss of ca !y•;t activity v1a2: 

observed v1hen the control run was pr~rfon~;;~d. To offset t!Ti s, th'-; 

w0il ter:·:pcraturt.' \JJas raisc1d by 3°C and thus some? bias in the product 

d~stribution and levels wns expected. In spit& of this, the model 

~.• , ,·.:.J Pi'd1 i...:ted Lr~ ..... 1no le coi1ve:r.:;icn rer.~arknb1y vve1l as shmvn 

in Figure 25. The controller is seen to hold the mole fractions fairly 

constant and close to the values rneasur(::d by the chromatograph, over 

the ·lnitia.·1 period of control, 60 :rriw.1tcs, v1here only stochastic d·is-­

turbances were present. Over this period, the cumulative objective 

ros,:; to 0.07, as cornpar0d to 0.1 over <~ 30 minute period in Figure 22. 

Again a 5°C step i11 the wall temperature was introduced {at 

60 minutes) and as before~ th12 contran 2r pr0're;ntE:~.d reactor run;;;,way by 

dropping th2 butat~~; flow significantly und t2;is·iq the 11ydrogu1 flo'·J 

integral action in the control algorithm. Even at the new level, the 

mociel ·is able to pn'!1.:ic~ U!x.'1 :11\;h:' fractions well" ,l},fter appro>(·jmate.ly 

35 rnir.ute'.; at the of'fst:t leve'ls, the ~Jc.11 temperature was stepped back 

dmm by S°C a.nd tf12 rriol e fractions and conversion returned to their 

previous ~avels. The total r1~2 in the objective function ever the 

1311 rninutr~ contro·l nn1 \'/G.S 0.68. 

space model has been fitted, using both concentration 

and tenpf.:rbture ::iJta.. Th·is 1nodel adequatE:1y predicts the concer.t;ration 

dynamics and le'.;els in ::h2 r•2actor. Th:: control algorithm derived 

from this rncdGl ·is 2ble to r2;1ula'.E< the r::actor in the face of stochas-· 

http:appro>(�jmate.ly
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The 1nultivariable control studies discussed in this section 

were the first to be implemented o~ this reactor. ¥hey fiave demonstrated 

tl;at this reactor cctn be well regulated by me~ns of a ffiultivariable 

linear quadratic stochastic feedback controller. The emphasis has been 

on applied control studies in the hope th1t the implications of these 

studies may be extended to include industrial process control problems. 



CH/\FTER 7 

CON CL US TONS t.ND FUTL:rn: l:J·Y~K 

An attempt has beQn made to apply the concepts of multivariable 

-~heni·y to an actua ·i 
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dif~erential equation3 was developed. lhis method was succpssfully used 

to fit the stat2 rnocie1 to first, dynarrdc temperature data and then, to 

dynillnic temperature and concentration data from the reactor·. 

The stochastic noise disturbdnces present in the reactor system 

wer·::: appl h~d. This resuHed in tv10 ciynand c-stochctst·l c sta·;~G space 

rnode1s for the ~·cactor; a ssventh order model and ,:; tenth order rr.odel. 

Optfo1.~·1 stcichasti c feedback contro1 a·l gori thm'.:.: (to regu1 ate 

reactor ex-a. conc:f:ntra ti ons) were derived from these b10 mode1s and 

studies. The tvIO control a1gor"ithms sho1:1ed considerable ·i1n;~ 1'\Jv2rre.nt 

over <t sinole 1oop F-I contr~.i'ller 11;;1ich v.·os implrm2n1·.c:d ci.s a base case 

for cmnp;.1ri son. 

In d fina·i multivar-iable c·)ntrol run, the r:~od~:l d~:m1Jnstn~ted 

its ebility to predict the actual exit reactor concentrations (as 

• b ·~ h t '\. ·1irnea::,;urea 'Y t11e process gas c iror:;r1 ··.J~!r':i.pflJ ana c:12 control 21gcr1thm 

was able to regulats these concentrations well. 

A large effort was necessary to o~tain a low order state ~Jdel 

cont ro ·1 devefo0c:d frcrn it, 1wul cj have to be v1ei ght:d again~'. t 

http:1'\Jv2rre.nt
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usr-.::d to derive :.i.nd "irop!ement multivariaL\ls control schemes, Vihich did 

show considcrD.i)l~; fo1pro11emont over s·ing'ic loop schemes here. This thesis 

thus o.·:·9Ul:'S in fav01Jr of opEning industrial process control problems to 

modern control theory. 

/!, direct exten~:"ion of this v1ork vJould be the developmer1t of a 

cor::tJ'ilil:d r_:(1nc2i1tration and temperature noise modc"i cind the inclusfon of 

both t€rnperat~r2 and concentration measurements in a state estimator. 

va1s peses an int2restir.g probl:=:1n. 

The EYtsndcd Ka'lrmrn Filter, 1tih"ich uses a lir.ear f-ilte;~ quatfon 

application to the reactor. The development of a non-linear stat2 mojel 

v:o1{!d frc\'~:ase its nt.n'.-~C crF applic:~ticr. and could lead to the dcvelop:nent 

of •7. serve contro1 scheme VJh1 ch may bP used for startup, shutbvm and 

Sorns te,:htd que 1;,1hi ch speci fi ca1ly accounts for the choJi'J'inSl 

cat~1y2t activi~y on the rc&ctor woulci be of gr~at interest. Either 

the ~?t2 0f charg0 of cat21yst activ~ty could be modelled or so1~e on-

activity. 

·rl1e tE·01-.tc·r. lrernb.i?ty ('id) has d2veloped a controi scheme baseJ c,n a 
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cc0 ntrn~ sd;:::me should bf: able to track bny changes in cati)·iyst cictivHy. 

Some of t!1e ncn··l·irH~arities 1n the process should be accow~ted for and 

Wony (~J) is studying the identif~cdLio~ and estimation of a 

!'lUHivo.rial:;le !r.:rnsfer-function nc::iise model from the ·input-output data 

of the reactor. This empirical or black~box model will be used to 

derive and implement a rnultivariable stochastic controller which will 

providG a dir2ct com~arison with this sturly. 

st!.!11ies 1md it ·is hi:.iped th~i. th·i;. stud.~· vri·11 provide some gto:..n:d vmrk 

for these s di2s. 
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BUTANE HYDROGENOLYSIS KINETICS 

The kinetics of the n-butane hydrogenolysis reaction on a 

nickel on silica catalyst have been modelled by Orlikas (01) ~nd 

The funda:nenta 1 

Shaw, They have posttfl a:tt>d (l mechard sm for the reaction and it is 

represented by FigLlre A-1. Tnis mGchanism is based on the following 

assumptions: 

a~d reaction t~kes pl~cc entirely as J suffdcc-c~talyzeJ 

rea.ct·i on. 

or b:? desorb2d. 


bec~use ~f lo~ prct~bility cf br~aPins t~o or three ~0rb0n 


pane to me~hane a:e assumed not to occ~r. 

bt-:en t.!StcJ.:1 ished and ·is 1wc:::senti~d below. From a number of tn:i:1tr:1cnts 

yield the best fit. 
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Fi nure r,-·1 
-·-··--·~:_~~-~~ ·····-. - •.. ~ 

OVERALL f<F/V~!-ION SCHEME FOR THt: 
HYDr·:,jGi.J(Ot \'SIS OF tJUTANE 

( i .. i=" ~' . . 

:;C.f\~;F '.J 
.··, - f"" (' 
,__, r. ,j S?LCICS 

.~.C' .,,,,-· re. 1,; l au:;c1tp (.j ,., r' of pY'CJ [,) ,) !' ;;; 

- :~d 1·:<~ o'f d:;sotpt"i C'.1 ;.'l of p '{ ~)p8.;"~8 

F - 1:r?cti(J¥i or C.H~,;·:thi:t!: cro.::ks ·co CJ/,/' 
~ i~ J u 
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Net rate of disappearance of butane 

R,.. H = k/k_
\.i~I ·i 0 \J 

where A = kB . exp{-AE8/RT} 

Net rate of appearance of pr0pane 
, / -m" n11 

F . Rr ~I - ~, K . B . Pc H • PH 
v '" lC' 0 3· () ')R = ----~y__1·---....-·-----·--·-···---o___::._

C.)H 8 i + C 
..J ( 

'."_r ~.', n_ "'_ r~. D -· f,.' ,_, ~ - "'[l 

Net rat~ of disappearance of hydrogen 
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where 

F -- fract·i on of butane which reacts to pr(i;H:H:e 

k/k ·- catalyst activity (dimensionless)
0 

kB - frequency factor for butane (,moles-sec -1 -gm 

·--1 (.,, '+n';'catalyst --'ltrn 1
'" ) 

cJ = act·ivation 2nc.;~gy fo1° r:;t2 of butane cro.ck"ing8 


(ca 1 -grn mole - 1) 


= exponent on butane partial pressure 

= exponent on hydrogen par·t·Ja1 pressure in J.:h!2 

butane rate expression 

= partia·l pressure of butane (atm) 

- pc.n-t·i al pressu1'P. of hydroger; (atn~)PH 
2 

(di mens ·ion1es s ) 

= activation energies in propane rate exoression 

-· exponent on pro::idnr_c nart'i al pressu1'e 

- exponent on hydrogen parti a1 pressure in the 

propane rc·.te ex:)res s ion 

,, ':)'f-. )-- partial pressure of propan2 ',, ;.:.m 

I' . 
., 
I 

,n:c 1cs "'·:-~cc .. 



kG? - pY,e .. exn01:.c1 nti ri.l factor in ethane rate expression 

( d l r::E'ns ion ·1 t~S s) 

AEF~ ~AE-? - act~vation energies in ethane rate expression 
.. I L~ _, 

rC" 1 ('"" 1·101 0 '\\ o' ..... ..Jll! ;, i c J 

n": = exponent on hydro9en parti a·1 pressure in the 

eth~ne rate expression 

= po.rtia·l prrcissute of ethane (at111) 

"" rate of d·i ;,;;5p:)ec.inince or appeanrnce of compone:rc 

-1 1ri ~gm males-sec -gm catalyst- ) 


T 


+3 -·1
R ·· uni v::rsi'i.1 s ·i a1:v constant (c..tm-·crn -g1:1 tno1e ·• 

() '" ...... 
~ 

I ' 
!\ I 

rr-,+ Sh~.···' I '~!i)!\.._I • " Id.· d \ •..i l 

. .,. b. 6
k·n ·· I U m ·- 1 

i:C­

- ,.. 1 1 ,., 4 
/\Lg~:)~., X .u n' - - 2.34 (or - 2.15) 

1 ('l h 
- 1 " ' \.· .. ' ..kr1"t 

' 

'\ ,,·12. 2 ... lk.)') \;
: (_ 

t ,. r-

Pl -· i:~. ~ D x ·10 l• 
c1. 

http:exn01:.c1
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(c) 	 Ethzrne rate expression 

Ii I:'') 1. 6 x 104 
- l 0 +. -''· 	 ~EE2 .. 

kEl 

106. 81= 	 m11' = 1.0k--2t_ 

" ') ~LlEE1 = 2.6 x 10
4 	 nll' - - '-. - i 



APPEJWE 2 

A SUMMIARY OF ORTHOSOtlP\l. COLLOCATION THEORY 

Sh1ce the i ni ti a1 papGr by Vi 11 ads en and Stevrn.rt (Vl), 

Orthogonal Collocation has become a popular tech~ique for approxi­

milting the soluticn to differential equations. The method o~ 

Ortho9cne:.1 Col 'locat·lon is sirnp.ly one of tbs many methods of the more 

~its 

., \'l{ 
•") 

.. T ·· 0 (r·\-·I J 

.., 
v;h2rc v'· is the Lapl acian operator ·in x,y,z space. The b<)LJ.ndary con­

1To oLt:dn an 0pprc:<imo.tP solutior1 ·t ~' ( /\ I I ' I/ t,·11,~J '' I'~I \ '~ ' fr- t' , ...... -, \ '1) ,..,.... +:I ~ :--,_
""' ' I •.l '' ' "<., ' •• ­

choose a trial function of the form 

'T \ 

' 

n} 
' 

'/' ').
i ~~ T + {_ -\ .... ~1) 

'·' 

http:0pprc:<imo.tP
http:sirnp.ly
http:Stevrn.rt
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where ii~ are chosen approximating functiors which allow the bounda~y 
' 

condition (A-2) to b2 satisfied and also allow for any symmetry exhibit-

is the order of aporoximation. Notice how the trial function (A··3) 

this triai function 'irrto the diHerentia.1 Equatfori (1\--1) ar·d since the 

tr!a.·1 function is un·; lke.ly to be •rn exact solution~ we obicdn a residuc.1 

function, R def'i ne.l RS 

R(c. x y z) = ,12T 
. 1 , '· ; , . 0 

da1~1 condition T and chnssn the functions u1 are known,0 

{"' \ 
\ "!.;; I 

,I 

,.;,1 r) •., -· (l
""j~lv , 

I 

<.\'/ .• H.> -- 1. w;f<.dxdyc11 
..J' 1 ... ) 


.1 v 


C0~bi~in0 Equ~tio0s (A-4) and (A-5) gives 

(t'\-·6) 
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or si :1;p ly 

n

l B.. c. - d. j==l ,2, •.. n


.• ., "j1 1 11.::: i \ v 

1 
2

[; .. - <V.J • , V U • ? d. ::: 
.] l J ·1 J 

The unknown constants are then simp1y obtained from (!\-7) as 

!1 _,

l B.. · d. (,t",n _q)

I 

. - 1 '1 i 

.,. 
! =I "' v 

These constants when suGstit~ted into (A-3) given the approx~mate so1u­

w0ights ~ .• u in (A-5).
J 

r, 1 -x ,y, z in vj 
1,0 •• . I 

.. j In ! ~ .. J ·· x,y,z r.0L rn v. 
- . J 

(2) Method of Moments 'J>'.:; .. X" 
; 

,, 
(?) Me~h0d o~ r~lerkin \•J. - u .. 

J J 

(4) Co11cc~tion method 

refers to ths ditac delta fLlnction. 

the un'.~1101-vn (oeffi ci et:ts c; c.rr'e ca~. n y obt?.. i ned. 
I 

I .. \ 
•• t n 1i \, . .'··""'•"\ ,.,:.· c ~ ....... <,."'·'/' ·>­


\-\..-·.... ; •• v l \....i 1 \,..~ 



1 

2()6 

,, 
\,. .. These cc1c~fficients arE.~ then chosen so that thi:· res·idua·i ftinc!icin 

.,. ..
R is exactly zero at each of then selected poirits in C:om&fr1 \I, 1 rn s 

csr be verified,si~ce using tha definition of the diroc dc1 function 

Eouati on (A· 5) ti::;comes 

R. - 0 (!\··10)
J 

Becciusr.: the rcs~Cual vanishes at th2';f~ po-Ir1 , the a.pproximate solut·ion 

will be exact at these so-called co11ocation points. Notice also, that 

the bound~t~ conditi~n 1s sRt~sfi2d exactly by choosing the trial f~nc-

This purticu1ar type of colfocatioi~ "1s c,dl(~d 

;
J. 

...r', l·~-··'~·'.,., i: 
.,. n•·' C" 11 u1 J..., 

('/1)
\ J •tU ! .. ,..,~.,· 

"'""''" 
''!.

!..._;, ... , I 

Tv.:o ques t-i ans rt'1:1a in to b~ re sol veci: 


11) Locatfon of the cc:r!ocation points in don1ain v. 

(2) Choice ct the approximati~g fun~tion type u1 
1h2 col1ocRtion i:-1oints J·~ at t!hict1 t!iE residua1s r( j c1 re-· Sc"tj·' . , .. 

to zero are not chosen ra~domly,but accor~ing to a method which min­

tir.n pol nts \.:an best br:; in ustrated Ly rner;.r.s of a quadratur::: examp'le: 

Sfiy vit' 11Jish to obt1.i.h1 c::•n approxinHtion to the integral I of a 

sy;;-:m::tr:c function '.-(:;) over a normalised doma.in V 

( 
'I 

! 

I ..: I f dx (.A. .. 1'1) 

Jo 

http:obt1.i.h1


I '· ) .., ,. 
. 

\ 
''"('1)I i· -I C (nix t- n-l1 r JL.• , .. , ) r..·U·,1 ·:·: t· ..L,. · · · , n-1 .; ,.. u ... 

the 

coefficients rharg~ as the order of approximation changes. Say the 

optimal colloc~ti011 points to be determined are written as x1, x~····~n· 

13ece.tisE· F(x) i~; ·:;yr:·1iilf~Lrlc (gi\1en), the residtiul function Ri must vc:.rdsh 

at± x1 , ± x2, ... ± xn, the collocation points. If Fis the exact func­

tion, then the residual function R ~ay be represented as 

This resi~ual itself can be expanded about the collocation points as 

follov,s 

" ,., ') ') " 2 ?, . . ( ... )
( ·1· •. v"·' r(v l. ., · '-) '>' '- - .,f.·\ (v - ..,-I l(b ,:i; T'- "· JL .... -1 x \.'2 .\ 1~~~ .'\n ,, ,,.., o 

·14 \... \) Ir.\r'·- l . J 

fotestation of (i\-13) gives 

r'l ·1 
I I \ 


(
! J:rlv J:' \ n} ,ivI , ,_,,.. l ,,-,/~' 
I 

Jc lo 

Tc ninimise this error, we select 

d12 r1 co'l l ocati Jn po' nts so th2.1t the first n 

"'! • :! f >I tl"i S ( (; . l Y!E~ S the f o11 o\\··i r~g 
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r·1 

2)fv 2 2, ( 2 2\ 2k I Q f ., c \
1! ( l x \"l - x }• • \ •• X IX QX = ( .\ •• t CJ 

I 1 
Jo 

Equa r'\ons (A-16) un·i qu2 ly detenT1ine the con ocation po"ir1ts X;. 
l 

:Jit~ int~ thus selected, the integral will b2 exact if the actu61 

dt:1:iree of F doe:~ not exce~;d 4n (since an the coefficients bi(;·;) ar2 

ze:ro beyond b n- •
1

(n) for an.Y function F of degree 4n or lc~ss). The cal ­

culation of the collocation points can be simplified by rewriting (A-16) 

. r -~ ··1 \ 

't\ ~. ! ! } 

') 

and f·!rdfr::j the zc:ro:;;~ o·;-· the pci1yno11rials F\ (x'-). Furthermore, suc:.:: 1:::;s­
1

• \,I" ;, '.;1 D· ';• .., ,·_·. '.1".·.1' ('I r1 (;•..rl.. (: .•'\ .• 1 '1" ',· . 1 " ' ' . . '1 (' •1 c ""~r :..' _ _ ,·-. tor· n- ;tt:.. ., 2-i:c~, g1.?nera·cc~s a r.::J;~1 iJ' o·i· pc:y,.·· 
,., 

"'I ,~ <'r -• .- \' r lj ( \' (._ \ 
! u1,1:a.1~, ! -r ,,... / 

., ···~ I 
-! .(.'r I I -1 

') '') r 0 l I ·i f k 
I "'! 

\
f,

I 
xt.·\pI .: fv'··\p\ " , ..(·,'-\r'x, X / .1, -· f 

! ! (A-18) 
! l ..,I l I' a. l if 4 = k 

I 
I 

Jo I 

l I 
I 

-·' 

P: ~~e in tact 1 Jacobi 
' 

we11 ~nown. So the co11ucution points are chosen to be the roots of 

( \,f ·i, 1 
\. ! •• 

I'. \

T\ l \I ·­
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Once these tria1 functions are available, they may be us2d to 

gc:rier::n:2· quadrd\;ure forrwln.e (V1). One ccin also df:velop an 0xpro:::;s1or1 

for tho first derivative and Laplacian of T(n) by simply taking deriva­

+ ·1· ves ~ 1' r ;, i (' \ This provides expressions for the deriva11ves in t8nns 

of ·i:he unkno•1m co(:ff'i c-i en ts c_, (n); these in turn, may be expressc~d, using 

.... . " ' ' ! '; t'\ . f .,~! I r 

l 

linear algebra (Vl),in terms of the temperatures themselves at the 

collocRtion points. Based on this, Villadsen (Vl) and Finlayson (F7) 

provid~ a set of fon~ulae for quadr&ture and derivatives 

d.i.( n) 
I fl ... O'at >1' -· ·i<. \ f"\, ··I. .i 

l -crx 

n+l·1 d r· ~) 1.--(n)-·a . ( - . i . ;:. £. _!_ ' ( n :n " a.t x .. i".~ X --, )< ' I ·- ).' B.; . ( n ) T ( n ) ( x : ) \1'-1""' r,_, l ) 
. GX dx ' . . .. 1J ' ' J= ! ~-

, 
( I n-t1 (n)
i ffx·\xa-lciv -- 'i ·w. '''f(x.) (A-- 22)J,... \• I '" • L, 1 ., 'l 

1= 
'-' 

., -· u ~· 3 .sphcr~ cc.l g:.::cr110try 

! he fi r·st t'.10 equations are exact prov·i ded the true function 

order docs not exceed 2n. The quadrature is exact for functions up to 



point in term'.' o·F functic;1 values on ei"J:cr s·ide of that point~ tile 

derh\<dve at point xi is g·iven "in terms uf function values <H.:ross 

the: v;f10 le function. 



APPENDIX 3 


Dynamic TemperatLre data. 


This routine linearises about a given nverage temperatur0 pro-


f·i~e c!~scribed by a splin.c:: fonction: 


••. 1·1 ll.'11,·1;·),.., '•' r;+ t'l""t' "'((!r:.• tr> V'•. { r: vr :.iin1· r).c-: • , t.. Cl c.1 ....~. -~: ..'"' \\~,1·,J·i ..... 1 ~, 

C. Ii r'C ( I l, t.; -. ·[·re ) 
-·· .;\' ,_,~ ' l .. \..:.... Ct ,,'I! t 

·: f \)
~Vt i 

/.~LP 

r· ' .. '· .,.••.• !- ~ "' r ",., ,.. \t:-i,,!l, llLl!lii..H.1· \'r.).Jj 

TW - T~ wal1 temp (512CK) 

r,r.•.,:.~.:.n. - ~.. r_·, ••~.•.... ~· ·1 u0 (ic~nrA)
1 

v ..• ,, • '.;';'···· '•• 

{ .f) ~, 
',.I, J 

c.: ,r) ·.• ·.> ,·,: ,·:.· 1.·.' f.'• •••.· v.~. -;- ,... fl') ~... v~ l' l ; ·c' .·, r\ CJ ·l p ( 1 \ ··11\.f.) I(/>.,,, ,j.._ ~.1 \~J,,,., 
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mate1y synchronised (see Chapter 5) as 1,1 ;2,7;3,13 .... 17,97. 

(5) 	 Fitted State §pace and Control Matrices (23 September) 

(6) 	 Typical Parameter correlations matrices for 26 May, 23 September 

fits. 

NOTES 

Fitted Control Matrices ~re identif~ed as 

A discrete A matrix in ~(t + 1) = A~(t) + B~(t) 

B - discr~t~ B matrix 

L 1
00 

feedb~ck gain matrix in ~(t) = - L 00
,, 

~(t/t) 

4 -~ Cor.stra:int: Q =/,I,;,= 10- 26 May, \ = 5 x 10 ,,, 23 September. 

K 	 ·- K Ka1m.:i.n Grri n 
3x3 

Measurement matrix 

3x2 
(see Equltion (4-62)) 

0p(~ta ·t. 1 ... F: nv.1 

~3.~~-..~'.~.:~ ...J-~.:_;~~ij_2~1__ .. STP F10~·1s 

Pre.ssure 

2G ;:~~ty 	 d 
1 6. ~-: ·1 .65 ( 

"" l 
. 'es, ? 	 5!C~° K .'l"ffli 

J' 
')"'
l. ,} S~: r: terrib~:: ·! \ 	 87. :.; 16. ·1 522°K 1. 6b (atrn) 

u. 



ATTAC4(UWHAUS,IO=HPPJ,GY=4)
ATTACH, I"1SLI8. 
ATTACH,?~PL!!'.l. 
RFL,~7i.1•h•
FTN. 
REDUCE. 
Lnc::i::r <L Fi= IMC::' TQ)
LOSET<LIB=SSPtf9> 
LOA 0 <UWHAUS)
LGO. 

PROGRAM TEST <INPUT,OUTPUT,PUNCH,TAPE5=INPUT,TAPE6=0UTPUT,
1 TAPE7=PUNCH)

c ····························~········································ 
~ MAI~ pqoGRA~ i:'QR OYNAuic ~STIMATION OF REACTOR PARAMETEPS"' 
"' LI~EARISATION A80UT GIVEN OPERATING TEMPERATURE PROFILE <FIT USING"' c SFLINE FUNCTION> 
c DYNAMIC TEMP PROFILE IS FIT TO 7•7 STATE MODEL USING TEMP ANO INPUT 
c FLOW OATA FROM REACTQP ~XFERIHENT 
c ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

S: XT £Pt.AL OBJ~ CT 
COMMON Y U 
COHMON /~NOT/ CIC3,3>,YXIC3>,XKIC3l,NXK
COMMON/PARM/ 9I ,Ee
COMMON/Fi/HPAR,NO,NDATA,TIN
COMMON /AAA/AA ,N 
CO~MON /X7/ CONO ALP
CC~HCN /X1/ QER,~,XL,PAXK 1TW,RHOB,AX 
COM~ON /~00/ GSH,GSC,Cv,S~ 

OI~ENSION W(i.i.)

QIMENS!ON YIC7Ga>2~1<4>1DifF<3JlSIGNSC3>,SCRAT<29GJ)

!JHH::NSION Y(7z1;;.:.) ,u cz,100>,U <2,UlG>
OIMENS!ON AA<a,5>
OIMENS!ON X<J,4) 

,.. EQU!VALENC~ (Ul YI> 
.., $1~-·~~•PARA~~TE~ ALP IS MULTIPLIED BY 1.DE-10 INTEQNALLY 
c 8ETAC2>=~AOIAL HEAT GONOUCTIVITV ANO IS MOLTIPL!ED BY 10••-3 INTERNALLY 

NA~ELIST/INF01/DER ,BI 
'!A 11£L I ST I Pff02 /TW, GS H, GSC 
~AMEL!ST/INF03/ CONO,CD ,SS

"'... ER=OERIVATIVE FACTOR 
ER=.l.C&:"-C6 ... ..,, T1+Y =D+ILY TEMP IN QEG CELCIUS 
TDAY=25. 
rrnATA=tr: 

G NXK=~UMBER OF K~O~ POINTS 
'~ XK=:3
NXK1=NXK-1 pN0=7 
'H=2 V) 



NPAR=2 
::PS=!.C:E-09 
T IN=SL. 

1N 	 FORM.Ci(8F1C.l..)
C READ IN ~FACTOR PARAMETE~S(GSC.GSH NOT NEEOED (RECLLCULAT~G)J 

~EAD <:-,I NF01)
READ (S, I NF02)
R.EAO<S,INF03)
WR!TE<6,!NF01)
WRiiE(".>,INF02)
WRITE<6,INF03)

NN=N0+1 
C READ IN COLLOCATION MATRICES 

oo_GOC I=!iNN 	 .
RtAD<5,1UJ)CAA<I,J>,J=1,NN)

50fi 	 WRITE<6,100>CAACI,J>,J=1,NN> 
c•~•••~••• READ KNOT DATA FOQ SPLINE FIT TO OPERATING TE~P PROFILE 

D 0 171 I=1, NX K 1 
READ<5,117.!.) <CI CI,JJ ,J=1,3>

171 WRITE<6,117'1> CCI<I,J> 7J=.1,3) 
~EADCS 1171> <YXICI> I=l ~XK1> 

WRITE<6t1171> CYX! <If ,r=!,NXKil


1171 FORHA. (3F12.4)
XKIU>=;;. 

XK! (2) =t • 82 


XKI<3>=1.J.J 

00 1C !=~i~HlATA

q£ADC5z1Uu1)(Y(JgI>1J=1,NO>,<U1<J,I>,J=1,NI>,II

iOC 1 FORMfl1 (iH ,9F8 .... ,I-s> 
10C 2 FORHATC1H0,9F6.2,I8> 
10 	 \.l:RITE<6 1 1CG2> CYCJ.;.Il iJ=11NO> r CU1<JfI>,J=1,NI>, II 
"' CALC OF ~TEADY STA,E tAVEKAGE> INPU FLOWS"' 	 GSC=C. 

GSH=O. 
CT=273./(T~AY+273.l

1)0 2v K=1,~rnATA

GSH=GSH+U1<1,Kl•CT
GSC=GSC+UlC2,K>•CT

20 	 CONTINUE 
GSH=GSH/NOATA
SSC=GSC/NOATA
HRITE<6, HJJ3> GSH,GSC

10t3 FORMAT<• GSH=~ G12.3,/ • GSC=•1G12.3) 
c 	 CONVE~SION OF U<tl=uc~,uc~>=UH2 DATA TO STP CONDITIONS -STEADY STATE 

DO 11 I=i,NDATA
UC1,Il=U1(2,Il •273.ICTOAY+273.) -GSC 
UC2,I>=. u1c1,I> •27J./(TOAY+273.) -GSH 

11 CONT PW>: 
c CO~VERT TQ R€ACTOR INL~T CONDITIONS TW,PPESS 

PkfSS=i. 65 

N ...... 
~ 

http:CYCJ.;.Il


12 

COFEC=TW/(273.•P~ESSl
'JO 12 !=1,NOATA
1JO 12 J=1,2
U(J !)=U(J I>~COP~C ,....., DA~A SH!FfED IN TI~E USE,.. 

PA~AHfT~cs ACTIVITY R1C1J,ANO"' R1Ci>=4. !J18Lt 
=u<2>=.011734 

ALP=1.48E-13 
NOATA=NDATA-1 

ONE LESS IN 
2 THERMAL 

"' PARAMETERS FOR ESTIHA-IDN PROGRAM UWHAUSJ 

~IT=1 
FNU=1t. 
FLAM=L.C1S 
=.:PS1=1. OE-,J6 
~PS2=1.C E-J4 
D1FFC1l=DIFF<2>=1.CE-c3 
SIGNSC1)=1.G
SIGNS<2>=1. 
N08=CNOATA""NO> 
DO 5\H. I=1,NOB

::or YICil=G. 

ESTIMATION PROG 
CONDUCTIVITY PARAM R1(2>,ALPCSETJ 

C~ARQUAROT,S ~E.,.HQ[) 

CALL UHHAUS<110BJECT,~OB,YI,NPAR,R1,DIFF,SIGNS,EPS1,EPS2,MIT,
1 FLAt-i,FNU,SCRAT>
STOP 
ENO 
FUNCTION TNQT(Z)

C SPLINE FUNCTION FOR GI~~N OPERATING PROFILE 
COM~Oh /KNOT/CC3,3J,Y(3) ,XK<3>,NXK
NXK1=NXK-1 
J=O 

DO lG I=1,NX'<1
IF<Z.GE. Xl<CI> .ANO.Z.L .... XK<I+1)) J=I 

1C CONTINUE 
IFCZ.GE.XKCNXK>>J=~XK1 
D=Z-XK<J> 

IF<D.LT.u.l2TOP11
TNOT=<<C<J,3)•D+C(J,2J)•O +C<J,1>>•0 +YCJ) 
~ETURf\ 
ENO 


SUBROUTINE OBJECTCNPR08 X FF NOB NP> 

c 
r ··~·········&···········'·'··'·······································..., CALCULATION OF OBJECTIVE FOR USE WITH ESTI"ATION FOUTIN~ 
c WI TH COMttEt'n CAP, OS IN PLACE AS IS, SUB OBJECT CAL CUL ATES RE SIOUALS 
c FO~ USE WITH SU8 UWHAUS 
c FEMOVE C FPQM C~ROS SET 01=0. ~THEN SUB OBJECT<X1F> CALCULATES DETERMINANT 
c WHICH IS ~.v. GENER,LISATION OF OF LEAST SQUAREs,NOW USE ANY OTHEq }J 

c CFTI MA SA' IO ti C::OUT IME f. G. S IHPLEX U1 



,.. 
·····~··········································••++++++•++++++++++••"" c SURROUT!NE ORJECTCX F>
CO~HO~/F~/NCAR,NO,NalrA,TIN
·1P1PlS!ON v <4> 
DI'MENSION P("' 7) 

c OIMi::NSION WKlsc> '"'K1(7) 
DP.iENSIO~I FF(7u0
DIMENSION AT(7,1CCl 
IJ I MENS I 0 N X <~ )
CALL MODELCX,NPA~,NO,NOATA,TIN,AT,1)
.4=NO 

NTF=NOATA 
c CALCULATION CF OBJECTIVE FUNCTION 

DO 60 	 K=1,N
DO 60 	 t.t=K,N
P<K 1M>=O. 

DO b2 L=1,NTF

IF<P<K,Ml.GE.1.0E+50>GO TO 62 
P(K~~>=P<K,HJ+AT<K,L>·AT(~,L) 

52 CONTINUE 
PCK,~)=PCK,M)/FlOAT(NTF) 

60 CONTINUE 
00 61 	 I=1,fi 
00 61 	 J=1 N 

E> 1 	 P(Jt!):Pd,J) 
W~I .. E <ES, 104)
SUt'=O. 
DO S:Ol. !=1,N 

:: Gr 	 SUM=SUM+ocr,r>
1 Ct. 	 FOPHATC1H ,11,+ CONDITIONAL D MATRIX•//)

!JO 2~ 	 I=1,NO
20 WRITE<6i102> <P<!,J> ,J=1,NO> 
102 FO~l-!AT <7t15.4) 

l) l= 1.
!!="(£'1.EQ.1.> GO TO lOGG 

c 	 CALL LINV3F(P!WK1,4,~ 7 N,D1,D2,WK,IERS> 
WRITE (i;, 6,3) IE,,S 

6 3 FORMA-,(¥ IER=•,!5)
IF<IERS.EQ.130)GO TO 64 
GO TO 	 ES 

E'·"' 	 WRI~E<E- 6<3) 
5<3 	 FOR"AT(l MATPIX NUMERICALLY SINGULAR E+50 ASSUM+D•)

J£T=1. ~iE+5;J 
GO TO 	 6e 

ES 	 IFCD1.Lf.O.JGO TO 64 
ZD= Al OG1 !; C:H> +02a. AL OG 1 IJ ( 2.)
IFCZD.GT.1JG.)GO TO 66 
G 0 TO 	 67 

~66 	 0£T=1.t~+1J(; ­GO "!'Q 	 68 G"' 



~1 DET=01•2.••02 
6€ COtH!tW€ 
"".J SU~ 0F SQUARES OSJ~CTIVW 

F=OET 
WRITi::<f, 100 <Y (!), !=1,NPAR>
WRIT>:"<C,101) DET 

1Ct FOPHAT(~ CURRE~7 PARAHET£RS•,t,<E12.5))
101 FOR~AT<• CURRENT oqJECTIVE=•,E!5.5)

GO TO 1CG1 
100 0 CONTINUE 

'4R.IT£(6, 302) SUt-1 
302 FORMAT(• NCR~ALISED SUH OF SQUARES = ,G12.Sl4 

C PLACE ALL AT<S ON TOP TO FOQH ONE LONG COLUHN GIVES SUM OF SUM OF S1UARES 
DO 501 I=1,NO
DO 5Ci J=1zNDAT~ 

S01 FF((!-1)~NuATA +J):AT(I,J)
10C 1 CONTINUE 

~ETU~t. 
END 

SU8POUTINE MODEL< THETA,NP,NM,NTF TIN AT NSWTCH>••••••••••••••••••, •••••••••••••••••••1•••, ••, •••••••••••••••••••••••c c SU9 TO CALCULAT~ ~ESIOUALS OF STATA SPACE MODEL, GIVEN PARAMETERS 
c I~ ORIGINAL P.O.E. S OF THE REACTOR HODEL 
c 
c ···~··4········'····················································· 
c: DATA FO~MAT 
c ,... 
,..'­ ~EAD I~ U STEADY STATE <USS> AT STP CONOITIO~S 

THROUGH INFO 2 <NAMELIST> GSH GSC" c READ IN DELTA U= U(TW~P~ESS0RE>-USS<TW,PRESSUREl,... AND TEMPERATURE PROF!Lt T<TIME)" COHHON YD,UO,WK1,WK2,WK3,WK4, WK6,WK,A1,81,A2,02 
,.. COMMON /PPES/PPESS 
..., YO IS A VECTOR OF PCOCESS OUTPUTS 
c UO IS A VECTOR OF PROCESS INPUTS .... 
:_, THETA IS A VECTOR OF PARAMETERS 
c NP =NUH Of PARAMETEPS 
""' '..; N~ !S CIHENSIO~ OF MODEL AS SET IN DI~ENSIONS STATEMENT~ 
"' NTF =TOTAL TIME /SA~PLING INTERVAL TIN"',.. v TIN = SAMPLING INTE~VAL IN SECS,.._, AT IS VECTOR OF RISIOUALS SAME CIMENSION AS YD 
c OIHENSIO~ OF VD<<NM,NTF>,ATCN~,NTF>,UOC2,NTf)THETA<CNP) 

~X~E~NAL DE~IV1 
EXTER~AL DERIV 
O!HENS!ON YSS(7} 
JI~.. EN.S!O~! Yl(11> 1 RP(11l,MK<333>
OIMENS!ON X1(7J X0(7) ).)
JIMENS!ON THETAC4f,AT(7,10LlIYJ<7,101) 7 UD(2~1QD>,.. IF NSWTCH=G MINI~uv OTPUT,SET=1 FO~ LAST RUN ONLV --l 



c IF SS EQUALS 1.0 ONLY STEADY STATE WILL SE CALCULATED 
,..c IF CO=C. NO CARDS WILL BE PUNCHED

XKE= BE~A +ALP~<r~+4-TW++4)

~· 

JIMENSION LW1<21) LW2(21)

OI"'lENSION XU:> ,Y(~) ,P(7 7) ,YZC8)
OI~ENSION AA(8 8l,AL<2,f,1>1BTC2,7~7) GM<2,7,7) DL<7,7>

C FOR DIFFEFEN"" OROE~ ~oriELS CHANbE DIMENSIONS IN ~EO~CE ANO SUB SIGHPP 
DI~ENS!ON E1<7,6)
COMMON /HOJ/ GSH1G5C CO,SS
DIMENSION A1C21,Z1) !11<441> 81<21.z.2l) 811<·441)
DIMENSION A2C 21,?), !21 (147> ,~2 (21, r> ,s21 (147>, A3 C21), 83( 21> 
DIMENSION A4C21 2), A41<l+2>,tB4<21 2l B41(42)
DIMENSION AC?,7t,B<7,21> 1 GC7,2>,AZ<t+9> ,BZC147> ,GZ<14>

JIMENS!ON WK1C441)7WK2<4~1)LWK3(441),WK4<441l,WK5(~41)

QIHENS!ON VECR<7,7J,VECIC7,1>,Evqc1>,EVI<7> 

OIMErJS!O~l WK6C441J WK7(14J
sQU!VALENC~ CA1,A11 7 WKS> ,<81,811> , <A2t.A21>, <132,821> 

t1U!VALENC~ CA~,141J ,<8418~1>,<A,AZ>+<B,~z>,<G,GZ > 

~QUIVAL~~CE <WKigGH>,<HK~!AL>1CWK3,B }

::.OUIVALt.NCE CVEC ,,A21), cv_c!,e21) 
GO~MON /X1/ OER,E,XL,R,XK,TW,RHO~,AX . 

80M~ON /X2/ AL1,AL2,AL3

COMMON /X3/ XKu 

co~. MC~ /X4/ CPS19E~A,DERM 

CO~MON /X6/ GH GC
COMHO~/PARM/ sf ,Ee
COMMON /X7/ CONO,ALP
COMMON /AAA/AA ~ 
COHHON /~EAC/ XK~1,XK€2,0EE1,0~E2, XKP1,XKP2,0EP1,DEP2,XK8,DEE 
COMMON /Z!/ A B 
COHMCN /Z2/ ut,uH
WRITE<e,13JC>

1!DC FOPMAT<1Hil 
GALL SECONOCTI~E> 
WRIT':: t6, 998 >TI t;E 

c IPRINT=NU~BEP O~ DRINTS FOR DYNAMIC PROFILES AT EACH FIT 

IPPINT=i 


c TRANSFORMED VARIAgLES
XKu =THETA <1)
3cTA=THETAC2>•1.cE-D3 
WRITE<6~60GC>THETA 

cOCG FOPHATCt.1.2.1+)
WRITE<6 6612) X~O,BETA

6612 FORMAT cl XKO=•,G12.s,1,• 9ETA=•,G12.5) 

urn FORHATC8F1C.~> 


!='QPMAT ( 7 t::11. L.)
E=C.L.\20CC xl= 2~. c. 

~'1£Pt.1=5..; G. 
PPESS=1.6:: ~ 

http:81<21.z.2l


JP=t..1 
R=2.D4S 

AX=1'3.1 
~HOB=C.72 
CPS=G.22 

L 
GC=GSC•TW/273. /P~ESS 
GH=GSH•TH/273. /PPESS
GQ=GH+GC 
XK=22a4E-3+TW/273.
XK=XK/PRESS
GuK=G{j ... XK 
AL1=DER· i::•xL/R/R•s.
AL2=2./C8I+2,) 
AV3=8I/CBI+2,)
ZH=GH/GOK
ZC= GC/GC K 
N=rH1 
X<1>=D. 
XC2l=0.03377 
X <3 >=C , 1 694 '.:i 
X (4)=i:l. 380S'3 
X<5>=C.61931
X(6)=Ci,83-060
XF>=0.96623 

r"..., 

X03)=1.0
W1=2./3,
WJ=1,/3,

CONSTANTS FOR REACTI~N RATES 
0Ei3=5.1E+i.o/i. 99 
XKB=U••15.6 
XKP1=1J..,•11J ,6 
XKP2=1n ... •12.2 
DEP1=L.,8E+4/1,99
DEP2=3. ·;J E+t..,/1. 99 
XK£1=L;''"•·it.S2
XKE2=1V''" 4 6.81 
DEEi=2.6E+4/1. 99 
DEE2=1.6£+4/1.99 
NN=N+1 

" ~ INITIAL CO~OITIONS 

?C 

c 

HH 

DO 5\J !=1,6 
YCI>=i.cE-1::; 
P {I 1 1) =1. 1.H:: -15 
YC7>=TW 

P(X~1) lAi~R REFE~S TO 
PC 1 1l=Y(7) 
14RIT~<E, 101) 
FQ;;;>~ip· (1 Hi) 
XX=C. 

THE SECOND POINT AT XC2) 

t--> 
C11':0. ...I) 

http:CPS=G.22
http:HOB=C.72


C1:J=G. 
C21=D. 
C 2 D =D.
C4i=?C 
CHi=ZH 
C31=0. 
Ct.~=ZC 

CHO=ZH'""' - ·' _,,\J" J - '~ • 
T(='1"W 
T1="'!'W 

C4AV=w1•c41 +wo·c~J 
C3AV=Wi•C31+WO•ClQ 
CHAV=Wi•CH1+wo·c~o 
HRIT~<6,1ti2>XX,C41 1 CH1,C31,C21,C11,C40,CHO, C3D,C2D,C1D,T1,

1 TC C4AV,CHAV C3AV 
1132 FORMAf(//F13.5,fE13.5,l,8E13.5) 

'.:PS=1.fjE-G3
JO 51 J=1,~1 
00 12C !!=1 7 

12t EV!<II>=V<If> 
rl=X(J+1l-XCJ>
H=H/Hi.
ZT.=X(J)

701 CALL DFEBS<OEPIV,Y,ZT,6,3,2,0,H,1.DE-6,EPS,YZ,EVI,WK1,IEP) 
'f (7) =TNOT CZT> 
WRITE <6 25G >ZT Y 

2~C FORMATC,!0.3,7~12.4)
IF<ZT.GT.XCJ+1))STOP1G
IFCZT.EQ.XCJ+1>>GO ~o 700 

IF<<ZT+H)-X(J+1))7~1,7J1,702


702 H=X (J+!) -ZT 
G 0 TQ 7 (j l 

70C CONTINUE 
IFCIER.E~.129>WRITF(6 103)

1C3 FOPHAT<• HREOUCED RY loo ' CONVERGENCE NOT OBTAINED•> 
DO 52 K=lz.6

::-2 IF<YCK).Lt.C. >Y<K>=i.uE-15 
IF<YC7>.LT.TW>Y<7>=TW 
!F<Y<~>.GT.ZClYCh)=ZC-1.0E-15
IFCV(1).GT.ZC>YC1l=ZC-1.0E-15 
IF<Y<S>.GT.ZH>Y<~>=ZH-1.0E-15 
IF<Y<2>.GT.ZHlYCZ>=ZH-1.0E-15 
'JO 53 K=1 1 7 

t:'"f_, .... P<K,Jl=Y<K>
ci..1=ZC-Y (4) 
CH1=ZH-YC5> 
C31=V(6}
C21=3.•Y(4) -2.-.V(6) -'!(5)
c11=2.•v <S> +Y<E>> -2 .... Y<i+> 

~ 

b 



G4t: =ZC-Y (1 > 

SHC=?H-Y C2> 

C3u=Y ( .3) 
C20=~•""Y <1> -2.¥Y(3) -Y< 2> 
CH=2.•Y<2> +YC3l -2.•Y(1)

TJ=YC">


C4AV=W1¥C41 +wo•CLQ 
~3AV=H!•C31+WO+C30 
CHAV=Wi•CH1+W~¥C~D 
~RITEC6l!02>ZT ,C41,CH1,C31,c21,c11,c40,cHO, c~o ,c 21.1,c1u, r1, 

1 T01C;A.· v,cHAV~~3AV
T1=ALz+T C+AL3•Tw 

51 CON"'"It-:UE 
CALL SECONO<TIMEl 
WR.!Tt:C6 gg5)Tir-iE

IFCSS.EC.1.> Rr:TUR.N 


cC STORE STEADY STAT€ TE"PERATURE PROFILES IN YSS TO BE USED IN RESIDUALS 
00 t..20 I=1 NH

~2C YSS(l):D(l,!) 

5 CALCULA-ION OF DEQIVATIVES
00 181'.. !=1,2
NS=I-1 
DO 18G J=1,tl
F41=P(t.,J)

FHi=P (5, J) 

F31=P<6,J)

F4(j=P(1,J)

FHO=P<2,J)

F .30=P ( 3 7 .J)
T=P C7 JJ
'Ti=AL~•· +AL3•TW 
St..=T•EP 
C1=F4(¥(1.+EP) 

ALC!,J,1>=<RC4P(G~,GC,C1 ,FHJ 1 F30 1 F41,FH1IF31,TfNS>


1 - RC4P<GH,GC,F4ij 1 Fl·H;,F3o,F41,FH ,F31, ,NS> )f(f'40""E~)

C2=Ft.1•c1.+EC".)

'1=1.+E;;i
AL<I,J,2>=<RC4PCGH,GC,FLO,FHG,F30,C2 ,FH1,F31,T,NS>

1 - ~C4P(GH,GC,F40,FHG,f3G,F41,FH1,F31,T,NS>>f<F41~ER> 

C~=T'Q

TL=T
AL<I,J,3>=<RC4P(GH,GC,F40,FHG,F3C,F41,FH1,F31,CS ,NS>

1 -RC~P<GH,GC,F~O,FHQ,F30,F41,FH1,F31,TL ,NS))/S4
3TCI,J,3>=CRH2P(GH,GC,F~O,FHQ,F3D,F41,FH1,F31,C5 ,NS>

1 -RH2P(GH,GC,F40,FHO,F3u,F41,FH1,F31,Tl 1 NS))/S4 ).)

GM(I,J,3)=CRC3P(GH,GC,F4J,FHO,F30,F41,FH1,F31,C5 ,NS>

1 -RC~PCGH,GC,F4G,FHJ,F30,F~1,FH1,F31,TL ,NSl>IS~ 
 ""' 



C6=GC.-.r::l 
AL<I,J,4>=<RC4P<GH,C6,F~Q,FHD,F3C,F'1'FH1,F31,T,NS>

1 . - RC~P(GH,GC,F4C,FHO,F3D,F41,FH1,F31,T,NS>
3T(I,J,4J=<RH2P<GH,C6,F4ry,FHQ,F3C,F41 1 FH1,F31,T,NS)

1 - RH2PCGH,GC,F4J,FHO,F30,F41,FH1,F3!,T,NS) 
GMC!,J,4>=CRC3PCGH,C6,F40,FHQ,F3~,F41,FH1,F31,T,NS)

1 - RC3P<GH,GC,F40,FHO,F30,F41,FH1,F31,T,NSJ
C7= GH"'Q 
AL<I,J,~):(PC4PCC7,GC,F40,FH~,F3G,F41,FH1,F31,T,NS)

1 	 . - PC4P(GH,GC,F40,FH~,F3C,F41,fH1,F31,T,NSl
qT(I,J,5>=CRH2P(C7,GC,F4D,FHG,F3C,F41,FH1,F31,T,NS>

1 - RH2P(GH,GC,F40,FHD,F3G,F41,FH1,F31,T,NS> 
G~(!,J,~>=<RC3P(C7,GC,F4C,FH3,F3U,F41,FH1,F31,T,NS>

1 - PC3PCGH,GC,F40,FHO,F3D,F41,FH1,F31,T,NS>
C 8=FH1 .-. ( 1. +ER+ NS)
S2=CFHC ... C1 -NS>+FH! 4 NSJ ... ER 
C9=FHG•c1.+Ec•c1 -NS)) 
AL<I,J,6>=<RC4P<GH,GC,F~D,C9 ,F30,F41,C8 ,F31,T,NS>

1 	 -P.C4P(GH,GC,.F~C~FHO~F3C,F41,FH1,F31,T,NS>c xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
C1=FHC 4 Q 
JT<I,J,l>=<RH2PCGH,GC,F~O,C1 ,F3G,F~1,FH1,F31,T,NSJ

1 - RH2P(GH,GC,F40,FHO,F3C,F41,FH1,F31,T,NS)
C2=FH1•Q
3T<I,J,2>=CRH2P<GH,GC,F40,FHO,F30,F41,C2 ,F31,T,NS>

1 	 . - RH2PCGH,GC 7 F40,FHO,F3G,F41,FH1,F31,T,NS) 
C9=F~t.-.C!.+fR4(1 -NS)J
G8=F41•<1.+ER 4 NS > 
ClL=F31"'(1.+EP•NS)
C11=FJ0•(1.+ER4(1 -NS))
S1= (F4£!• <1-NS) +Fft.1•Ns>+ER 
3T(I,J,6>=<~H2P(GH,GG,C9 ,FHO,F3D,C6 ,FHl,~31,T,NSJ 

i - RH2P<GH1GC 1 F40,FHO,F30,F41,FH1,F31,T,NS>
S5=<F3v• <1-NS) +F31 NSJ ... ER
1T<I,J,7>=<PH2P<GH,GC,F4D,FHO,C11,F41,FH1,C10,T,NS>

1 - RH2P<GH,GC,F40,FHO,F3D,F41,FH1,F31,T,NS>
cxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 

C1=F3G•Q
GM<I,J,1J=<RC3P(GH,GC,F40,FHD,C1 ,F41,FH1,F31,T,NSJ

1 - RC3PCGH,GC,F4Q,FHG,F3D,F41,FH1,F31,T,NS)
C2=F3i ... Q 
GM<I,J,2J=<RC3?<GH,GC,F40,FH~,F3D,F41,FH1,C2 ,T,NS>

1 -RC3PCGH,GC,~40,FHO,F3t,F41,FH1,F31,T,NS>
C8=F41•<1.+ER•NS> 
C1G=FH1•C1.+ED•NS) 
G9=F4~ ... (1.+ER•C1-N~))
G11=FHQ• Ci.+ER..,<1-NS}) 
SMCI,J,6>=<?C3P(GH,GC,C9 ,FHJ,F3D,C8 ,FH1,F31,T,NS>

1 - RC3PCGH,GC,F4J,FHO,F3D,F~1,FH1,F31,T,NS>
GMCI,J,7):(PC3PCGH,GC,F4Q,C11,F3D,F41,C10,F31,T,NS) 

>I< GC•ER> 

)/CGC•E?> 

>I CGC•EQ_l 

)/(GH•ER> 

) I CGH•ER> 

) I <GH•ER) 

>IS2 

)/ CFHG•ER) 

) I <FH1•EQ) 

>/Si 

)/{$5) 

) I CF 30•ERJ 

)/(F31•ER> 

)'-.l>IS1 
N 
l'J 



1 - QC3PCGH,GC,F4G,FHO,F30,F41,FH1,F31,T,NS) l/S2 
18C C ONTH~U:;:
C CALCULATION OF H~AT OERIVAT!VS 
C FEED IN ALL VALUES OF T~"P FRO~ X<O> TO X(N)

IJO 1~3 KK=1,N 
1~3 YCKK+1)=P(7,KK>

Y(i)=TW 
'JO 1111 J=1 1 N
F4\J=PU.,J)

Fl-I07P ( 2~ J)


F3 O=F L, J>
C O!= IG NOTA TI ON FOR AA SAME , 9EGIN WI TH AA ( 2, 1)

C1=F4u•Q
K=J+1
Jl(J,1>=< SIGHPCGH,GC,C1 ,FHO,F30,Y(K))


1 - S!GHPCGH,GC,F~O,FHO,F3C,Y<K>>>l<F40•ER> 

C2=GC""'l 

OL<J,~>=CSIGHPFCGH,C2,F~O,FHO,F3D,Y 'Kl 


1 - S!GrlPPCGH,GC,F40,FHO,F30,Y ,Kl >l<GC""ER> 

C3=GH""0
OL<J,5>=<SIGHPPCC3,GC,F4J,FHD,F30,Y ,Kl

1 - SIGHPP<GH,GC,F~O,FHO,F3C,Y ,K> )/(GH•ER> 
C~=FH( ... Q
0L(J,6>=<SIGHP <GH,GC,F40,C4 ,F3C,Y<K>>

1 - SIGHP (GH,GC,F4J,FHO,F31'1,Y(K)))/(FHO•ER>
CS=F3C: ... Q 
J L <J 7 ) =( S I G HP ( G H , G C F 4 0 F H IJ CS Y ( K) > 

1 ! SIGHP(GH,GC!F40!FHa;F3u!v<K)))/(F3Q•ER>
YZ(1)=TW

DO 181 L=1,N

no 1a2 I=1 l·i 

1e2 YZCI+i) =Pcf,I>
K1=L+1 
Y Z ( K1> =Y CK 1)"" Q 
~1(J,K1>=<SIGHPP(GH,GC,F40,FHO,F30,YZ ,Kl

1 - S!GHPP(GH,GC,F4G,FHO,F30,Y ,K))/( YCK1)•Eq)
181 CONT!t.UE 
: SET UP MATRICES
C ZERO MATRICES 

N3=N•3 

JO 50( I=1,N3 

90 5:CiJ J=1,N3

AlCI,J>=t.. 

5011 31<I,J>=C. 
0 0 5l.i7 J=1 1M 3 
DO 508 !=1,N
3<I,J>=a.
L\2CJ,I>=tl• ,,._, 

see '32<J 1 I>=i:. ?->L\3(.J>=C. VJ 

http:CONT!t.UE


33(J)=':.
JO SC7 K=1, 2 
A4<J,!O=J.

!:07 Bt+<J,Kl=u.
00 5C9 I=1,N
DO ~ ... 9 J=1,N

soc:; A <It;J>, =G. 
!)0 .·!t: !=1,2 
00 51i. J=1,N 

~10 GCJ,I>=G. 

c Al AND 81 MATRIX 
DO 501 !=1,N
00 !3G2 J=1,N
K= I +t~ 
L=J+N 
K1=I+2""~l
L1=J+2..,.N 
A1<I,J>=-AA<I+1, f+1>
81<I,J>=-AA<I+1,J+1)
A1<K,L>=-AACI+1,J+1)
B1(K L>=-AACI+1 J+i)
A1<Ki,L1>= +AACI+1,J+1)
31(K1,L1>= +AA<I+1,J+1)

502 CONTUUE 
A1CI,1>=A!CI,1) -AL<1,I,1>
Bl<I,1J=B1CI,1> -AL<2~I,2>
A1 ( K, 1+N) =A 1CK,1HU -ttT ( 1, I, 1)
31<K,1+N)=91CK 1+N) -9T(2,I 2)
A1<K1,1+2•N>=Al<K1,1+2•N) -aM(1,I,1>
B 1 ( K 111+2• fi> =B 1< K 1, 1+2• N) -GM ( 2, I , 2 > 

B 1 <K, l >=- BT <2 , I, 6 > 

A1<K I>=-BT(1 Io)
A1<Kl,I>=-GM<l,f,6> 
B1(K1~I>=-GMC2;I16l
A1<!,K)=-ALC1,.,b)
B1<I,K>=-ALC2,I1&> 
A 1 ( K, K1> =- BT< 1, l, 7l 
B1<K,K1>=-BTC2,I 1 7)
A1<K1,K>=-GM<1,I,7J 
31CK1~K>. =-GMC2,I,7>

501 CONTINUE,... ... A2 AND 82 MATP.ICES 
!JO 503 I=1,N
K1=I+2 ... N 
K=!+N 
0. 2 CI, I>= AL< 1, I, 3> 
B2CI,I>=ALC2,I,3J }-.) 
A2<K,I>=BTC1,!,3) l'J
gz<K,IJ=3TC2 1 !,3J ~ 



A2<K1,I>=G~C1,I,~> 
32(~1f!!~GM<2,I,3)c ~A•R c~~ A3 A~1 83
A3<Ir=Al (1,I, 2)
i:33tll=t1L C2, I, 1> 
A 3 { K) =8 T <1, I, 2)
33<K>=9TC2,I 1)
A3CKi)=GMC1,f,2>
93(Kil =GM<2iI11> 

r MATRIC€S A4 ANO 8~so3 	 CONT HUE 
00 5(;4 J=1,2 
J J=J+3 
iJO 5(;t. I=1,N 
K=I+~{
Kl=I+2"'N 
A~CI,J>=Alt1,I,JJ) 

8~<I,J>=AL<2,I,JJ)

A4<K,J>=BTC1,I,JJ)
34(KiJ>=BT<2,IfJJ>
A.to.CK ,J>=GMC!., ,JJ>
34CK1 1 JJ=GMC2,I,JJ)

5G4 CONTlNUE 
c A MATFIX 

DO 5C5 !=1,N
Do ~cs J=1,N 
K= J +1 s{) ~ ACiiJ> =Ei <I··· 1K> c B AND G "'lA'fG X 
DO 506 I=1,N
K=I+N 
K1=I+2"'N
B<I,I>=OL<I,1>
8<I,K)=!JLCii6)
B<I.z.K1>=!JL( ,7>
DO !:>llc J=i,2 
JJ=J+3 
G <I, J) =OL <I, J J) 

5'.06 CONTINUE 

C C~LS OF PEDUC~O N•N SYSTEM, ABAR ANO BBAR 
CALL HINVC911,N3,0,LW1,LW2)
DX=A9S<D> 
IF<CX.LT.1.~E-36) WRITE(6,100Cl 0 

1GDO 	 FO~HATC• SI~GULAR MATRIX, D=•,Ei0.4)
RALL MPR!J(A3l811,WK1,~3,N3,2,0,N3)
uAll ~P~OCHK-183~WK2,~3,N3,012,N3)
CALL GMSUBCAi ,W~2,WK3,N3 N3J }J
CALL G~P~D<WK1,921,WK2,N3:N3,N> t-.>
SAll GMAOOCWK2,A21,WK~,N3,N) U'I 



GALL G~PRO<WK1,Bk1,WK2,N3,N3,2>

GALL GMADOCHK2,A~1,HK1,N~ 2)

CALL MH'V(HK3,N:!,D,ua,Lwh
DX= ABS (0)
If<OX.LT.1.,JE-CE> WRI'TE<6,1002>

10C? 	 FORMAT<• SI~GUlA~ MA~RIX 2+)
GALL G~P~OCWK3,WK4,A21,N3,N3,N>
CALL GP 0 RO<WK3,WK1,WK6,N3LN372)
CALL GMP~OCBZ 1 A21,WK2,N,N~,NJCALL G~ADOCHKZ,AZ,WK4 7 N,N)
CALL GMPRDCBZ 1 WK6,WK2,N,~3,2)CALL GMADD<WKL,GZ,WK3,N,2>
IS!=2•N 
DO 25C5 I=1 ISI 

25C5 WK7<I>=WK3lI>
GALL GMTRACWK4,WK1,N,N>
CALL GMTPACWK3,W~2,~,2) 
WRIT€ <E·, 250 3) 

2503 FORMAT< II,• CONTINUOUS ~AT~IX A•,//)
DO 512 I=1,N
Ji= CI-!>•N +1 
J2=J1+~.i-1 

WRITECE 21J..,Q) C~KiCJ) J=J1 J2> 

IF<CD.Nt.O.>WRITE<-,200liJ <W~i(J) ,J=J1,J2)

512 CONTINU!: 
W R I Tf ( E , 2 5 ul+ )

25C4 	 FOPHAT(// 1 • CONTINUOUS MATRIX B•//)
DO ::13 I=1,N
J1=<I-i>•2 +1 
J2=J1+1 
WRITE<6 20Dd CWK2(J) J=J1,J2)
IF<CIJ.N~.G.>Wi:!ITE<7,2~DC> (WK2(J) ,J=J1,J2) 

~1C: 	 CONTINUE 
IF<CD.NE.D.>1-HUTE(7 1 2lJtJO) (0(7,I> ,I=i,N)
IF<NSWTCH.£1).0) GO 10 2501 

C 	 C CALCULAT!O~ OF OUTPUT MATRICES ZT ANO ZU 
CALL HP~DCB3,A21zWK1,N3,N3~2,0,~>
CALL G~AOOCWK1,B~1,HK2,N3,~)
CALL GMPROCB11~WK2,WK11N32N3,N>
CALL ~PPDCB3,WK67HK2,N~,NJ12,0,2>
CALL GMADOCWK2,8-1,~K3,N3,z)
CALL G~PPO<B11 7 WK3,HK2,N3,N3,2)c•••••••••••••••••••••••••••••••••••••••••• 
CALL SMPYOJK1,W1,WK3,M3,N,C)
CALL SMPY(A21,WO~WK1~N3,N,C>
CALL G~ADOCWK1,W~3,HK~,N3,N)
CALL S~PY<WK2,W1,WK3,N3,2,G> 
~ALL SMPY<WK6,WC~WK~,N3,2,G) 
~ALL G~AOO<WK1,WK3,~K6,N3,2)
:ALL GMTDA(WK5,WK1,N3,N) 

µ 
'IJ 
\)' 



CALL GMTRACWK6,WK2,N3,2) 
WR.I'T~(€-, 15JC) · 

1% c FOPMAT(• MATRICES ZT AND zw IN FAV=ZT.OTC +zw.ou• )
DO 52.: I=i,N:~ 
Ji=<I-D•N+i 
J2=Jl+IJ-1 

:; 2C 	 t.JPITf(E:,2•.liJG) (WK!(J),J=J1,J2) 
DO 521 !=1,N3
Jl=<I-1)•2+1
J2=J!+1 

521 WRITE(b 2000> CWK2(J) J=J1,J2),.. CALCULATibN OF HTH MAT~IX ••••••••••••••••••••••••••••••••••••••••••••"' 211 	 FOPH~T<• MATRIX H •)
WRITE<E,211)
KL..=C 

KS=1 

K6=N 

!JO 201 I=N,N3,N 

00 20C J=1 N

CALL LOCV<i,J,IR,N3,N,O> 
K3= J+Kt+ 

20C 	 WK1(K3)=WK5 (IP)
W'RITE<6 20:JO> <WK:U!I> !I=K5 K6)
IF<CC.N~.Q.}HRITE<7,2~Q0)(W~1<M>,H=K5,K6>
K6=K6+M 
K5=KSH,

201 K4=KL.+N 
2OS 	 FORMAT(• HTH MATRIX•)

1-fRITE (6 205)
CALL GHfRACWK1,WK2, N,3)
CALL GHP~O<WK1,W~2,WK37N,3,N>
CALL GMTRACWK3,W~2,N,NJ 
JO 263 I=!,N

Ji= C!-1> ..,.N+1 

J2=Ji+tl-i 

!.fRITE(6 20JG) (WK2(M) ,M=J1,J2) 
IF <CD. ti~. IJ. >WRITE P', 2CO 0) CWK2 <J) , J=J1, J2)

203 CONTINUE 
c CALCULTATE EIGENVALUES OF OY~AMIC HATRIX A 

DO 514 !=1,N

Q0 ? 14 J=1 t- t,'

0ALL LOCV<~fJ7Ic,N,N,D> 

s1" A<I J)=Wl<L.C F,J 
CALl E!~~NP<NaN'~'L8.zEVR,EVI,V~CR,VECI,INO)
IF (IND. t:. Q. 2) W"I · :. ( E , 2U C1) 

20C 1 	 FOPMAT<• EIGEN CALCULATION SUCCESSFUL• > 
WRITEC6, 2D:J2> 

2UO 2 	 FORMAT(//,~ EIGE~VALUfS•> ~ 
JO 515 I=1,N 	 >J 

51~ 	 t'1RITE C6, 212'~ 3) EVR.<n ,EVI <I> ...j 



20C3 
25C1 

9q~ 

"' "' 10 

30 

20 

21 

23 

22 

401 

!+ 0 2 

!+OC 

33 

32 

34 
42 

co0 MATC2E2J.6)
CONTINUE

;ALL SECONO(TI~~) 
WRITE<f,99~J·IME

FORMATC 4 CPU TIHE=•,~10.2> 

CALCULATION OF DISCREET SYSTEM 
FOF~ATC"'E11.L..) 
~H12=NH+2 
H=TIN
l>lR.ITE<6, 3il)
FORMAT( • 0ISCR€TE 
N=NM 
DO 20 !=1,N 
00 20 J=1 1 N 
CALL LOCV<IiJ,IR,~,N,C> 
A< I !J) =WK. 4.<...c)
DO c:1 !=1,r·•
1)0 21 J=1,2
CALL LOCV<I. ,J1IR,N,2,C>

8(!,J)=WK7(IR) 
DO l.i.1 K=1,NM2
1)0 23 I=1,NH2 
y (I> =O • 
Y<K>=1. 
UC=YWH+l) 
UH=Y <NM+ 2)
lT=u. 
DO 22 I=11N 
Y 1 (I> =Y (I 1 
£PSU=1.E-04 
HH=H/10.
XX=H 

MATRICES A,8 COLUMNS•> 


CALL DREB5(DERIV1,Y,ZT,N,4,2,G,HH,1.0E-6,EPSU,RR,Y1,WK,IER>
IF<ZT.GT.XX)STOD12
IF(lT.EQ.XX>GO TO 40G 
IF((7T+HH>-XX>4D1,L01,402
11 H= XX-ZT 
GO TO t..Gl
CONT!t-.UE 
IF<IER.EQ.129)STOP13
WPITE(E,,llJ) <Y<I>,I~1,tJ)
!F(K.GT.N) GO TO 32 
DO 33 J= 1,N 
PCJtK>=Y<J>
GO 0 l+2 

CONTINUE 
i)Q 34 J=1,~-1 
'J L <J, K-N >=Y <J> 

IF<CD.EQ.O.>GO TQ 

t-> 
t'-l41 ~ 

http:CONT!t-.UE


IF<NSWTCH.EQ.C} GO TO 41 
:,ifUTE <7, 10 > < Y < I> , I= 1, N > 

I+ 1 CONTINUE 
CALL SECOND<TI~E> 
t..IRITE<c 998lTit-i::: 

c GEN~~Af roN OF FESIOUALS AT ,... CALCULATION OF IN!TTAL STATESv 
DO L.;J !'<=1 N 

t. 0 XO<IK>=YO<tK,1l-YSSCIK>
CNT=O 
WRITE<'=',6131> XO 

5131 FORt-4ATC7G!2.3> 
51:!3 ~ORMATC!10,7G12.J)

00 38 IT=1,NTF
DO 39 !K=1,N

39 X1<IK>=C. 
JO 3? !=i,N
00 35 J=i,N

'2: c: X1<I>=P<I,J>·X~(J)+X1<I>" ... 
DO 36 !=i,N 
DO 36 J= 1, 2 

3E Xl<I>=X1<I>+DL<I,J>•UOCJ,IT> 
)0 ,37 != 1tN 

ATiS ' o~ Y=H·x~ 

DATA MAlCHEO AS Y<T>, UCT)c,.. DATA IN THE FO~M TE~P(TIME) VS. DELTA UCTIME>"' AT<I 1 IT):YDCI,IT+1>-YSSCil-X1Cil
37 XD<1>=X!.CI> 

CNT=Ct,T+ 1 
IF<CNT.EQ.IPRINTlGO TO 6132 
GO TO 6134 

5132 WPITE<6,6131) Xi 
WRITEC616133)IT,CATCI,IT>1I=1,N>,.. PUNCH RESIDUALS FOR OFF-LlNE ANALYSIS"' IFCCC.~J::.!J.>WRITEC7,70C3> IT,<AT<I,IT> ,I=1,N> 

7tc 3 FQqMAT{I3, 7 E11.4) 
CN~=t.2 

6134 CONTINUE 
38 CONTINUE

CALL NOISE<AT N NTF)
IF<co.E'l.o.> Go ro ~nDo 
DO 7Gl1 !T=1 NTF
~RITf (6,7U~3fIT,cA~c!,IT>,I=1,N)

7001 WRIT€C~,7£~3>IT,(AT<I,IT>,I=1,N) 
roe c '~ON'TihUE 

CALL SECONCCTI~E> 

~~I~EC6,998)T!ME

R.E,.UPN ~ 
C:NO ~ 

-1) 

http:XD<1>=X!.CI


SUBROUTINE OERIV1<Y,Z,N,OY)
COMMON /Z2/ UCgUH
COMl"!Ot· /Zi/ A,~
OIMENS:ON A<7 1 7) 7 S<7,21)
DIMENSION Y<1 > ,OY {i) 
IJO 10 	 '.:=1,N
OYCI>=l• 
00 1J 	J=i1N 

10 	 DY<I>=DY(l) +ACI,J>•Y(J) 
DO 11 !=11N 

11 	 1JY<I>=DYC1>+9(I,i>~uc+BCI,2)+UH
RETURN nm 
SUAPOUTINE O~RIVCY,Z,N,OY> 
COMHO~ /Xi/ DER,E,XL,R,XK,TW,RH03,AX
COMMON /X4/ CPS,1ETA,OEPM 
COHMO~ /XS/ GO, CBAP,~HOG,CPG
COMMON /X6/ GH,G~ · 
DIMENSION V<7> ,DY(7)
1='41=YC4> 
FH1=Y(~) 
F31=Y(6)
F4G=Y<1l 
F30=Y <3)
FHO=Y C2)
T=TNOT<Z> 
'.) 0 1C 	 J= l, 2 
LL=J-1 
L=.3•LL 
DY<1+l)=-RC~PCGH,GC,F~Q,FHO,F30,F41,FH1,F31,T,LL)
IJY(2+L>=-RH2P(GH,GC,F4Q,FHG,F3Q,F41,FH1,F31,T,LL) 

10 	 DY<3+L>= RC3P(GH,GCt1='4C,FHC!F30,F41,FH1,F31,T,lL) 
~ OU~7=SIGHP<GH GC FLv FHG F~u T>c SETS CO~PECT VA{UE§ FO~ RH6G,C~G,ETC.
"'J J1=Ga•RHoG•CPG/(AX•xt•caA~1 
c 	 OY<7>=0UM7/01
c A07=ABS<OY ("'!') l 
c IF<A07.GT.JERM>OYC7l=)Y(7)/AD7•0fR~ 

~EiUC?t~ 
EIHJ 

FUHC~ION RCkP(GH~GC(F4C~FH~~F3C 1 F411 FH1,F31,T,~SJ 

COMMO~ /Xi/ DER7~1X ,~,xK,Tw,RHuB,Ax 

COMMO~ /X2/ AL1,AL2,AL3 

COM1'1Ct-< /X3/ XKO 
COHMO~ /X4/ CPS,BET~,OERM
GC=GH 	 +GC 
Cl1=AL1"'AX/Gu• (F41-F40> 	 t..JZ=1..0E+6 	 OJD2=RHOB"'Z 4 XL•AX/GC 0 



10 

11 

13 
14 

IF<NS.EO.O>GO TO it 
GO TO 11 
01=-D:l 
GO TO 13 
CotHHc!JE 

T1=AL2""T+AL3 ... TW 
~CLP=ti-D2~RC4CGH,GC,F41,FH1,T1)
GO TO :.i:. 
RC4P=D1-D2•PC~<G~,GC,F40,FHO,TJ
CONTINUE 
~ETUP~ 
ENO 
FUNCTION RC4CGH,GC,F~ FH T)
COHHON /PEAC/ XKE1,XK~2,6EE1,0EE2,
COMMON /Xi/ DER,E,XL,R,XK,•w,RHOB,AX
COMMON /X3/ XKD 
GU=GH+GC 
GCK=Gt•XK 
ZC= GC/Grl K 
ZH=GH/GOK
IF<F4.GT.ZC)F4=ZG-1.DE-15 
IF<FH.GT.ZH>FH=ZY-:.~£-1S 
IF<T.LT.TW)T:TW 
S=1.u£-C6 
ZCF=<ZC-Ft;>•s
ZHF=(ZH-FH)¥S 
XA=XKB·~XPC-DE8/T)
01=XKO""XA 

XKP1,XKP2,DEP1,0EP2,XKB,OEB 


02=(~2.G57~T>••c-1.1s>•zcF•ZHF••t-2.15)
RC4=01•02 
RETURt,
ENO 
FUNCTION RC3(GH,GC,F4,FH,F3,T)
COMMON /~EAC/ !KE1,XK~210EE1,0EE2, 
COMHO~ /Xi/ DEK 9 E,XL,F,xK,TW,RH08,AX
CO'iMON /X3/ XKG 
GC=GC+GH 
Gu K=Gc•x K
ZH=GH/G(K
IF<FH.GT.ZH)FH=ZH-1.GE-15
If <T. LT. Tt-0 T=TW 

F=C.9 s=1 • ') J:" - r. 6 
ZHF=CZH:FH)""'S
FX=F3•S 
XB=XKP!•EXP<-DEP1/T) 
02=1.+XKPZ·~XPC-OEPZ/T) 

XKP1,XKP2,CEP1,0EP21XKB,DE8 


J1=X8•(82.857•T>••(-1.07)•FX4 ZHF••<-2.D7> )') 
~CJ=(f•CC4<GH,GC,F~,FH,TJ-XKJ•D1)/Q2 u.> 
~E ... U~t. 

http:ZHF��<-2.D7
http:02=(~2.G57~T>��c-1.1s>�zcF�ZHF��t-2.15


END
FUNCTION PC2CGH GC,F4 FH F3 T)
COMMON /PEAC/ x~~1,XK~2,~EEl,oEE2, XKP1,XKP2,DEP1,0EP2,XK8,DEB
COMMON /X!/ OER,E,XL,P,XK,TW,RHOB,AX 
C0'1MON /X3/ XKO 
F' =C • g
GC=GH+GC
Gt.K=GC..,.XK 
S=1.JE-D6 

4a~=3. F4-2.•F3 -FH 

IF<04.LT.u.>0~=1.GE-1~ 

IF<FH.GT. CGH/GCKl )J:"H=GH/GuK -1.0E-15 
IFP".LT.HOT=TW 
Z~F=CGH/GOK-FH> •s 
XC=XKE1•~XP<-OEE1/T)
J1=XKE2•EXP<-DEE2/T) +1. 
0 2 = O~ .- S • Z HF•• <-2 • 21 > 
0 3=02"'XKC..,XO• ( 82. 057•T) ••<-1. 21)
R.C 2=C ( 2. -F> ..,R. C 4 <GH, GC, F 4 ,F H, t >-R.C3 (GH, GC, F4, FH, f 3,.,,..) -03) I 01 

RETUPN 

END 
FUNCTION RH2<GH GC F'4 FH F3 T>
D1=3.~RC4(GH1GC~~41~H,f>-~.•~C3(GH,GC,F4,FH,F3,T)
RH2=01- RC~CGH,Gc,F~,FH,Fl,T> 

~ETUPt~ 

2: NO 
FUNCTION SIGDHCGH,GC,F4,FHfF3 T)
COMMON /Xi/ DER,E,XL,~,XK, w,AHo9,AX 
F=G.9 
IF<T.LT.TW>T=TW . DH1=-1256c.-:;.o.•<T-2.98.)
DH2=-10322. -6.3u•{T-298.)L -...._ DH4=-15SLt2. -2.S2•(T-298.)
04=RC4<GH,GC,F4,FH,T)
13=RC3<GH,GC,F4,FH,FJ,T)
02=RC2CGH,GC,F4,FH,F3,T)
SIGDH=-<DH1•F•04+DH2•<1.-F)•Q4 +DH4•<-D2+(2,-F) 4 04-03)) 
~ETURN 
E:NO 
FUNCTION RH2P(GH1GC,F4G,FHO,_F30tF41,FH1,F31,T,~S) 

COMMO~ IX~/ DER,t 2 XL,P,XK,TH,RH08,AX

COMHOh IX~/ Al1,AL2,Al3 
COMMON /X3/ XKC 
Gu=GH +GC 
Di=AL1•AX/GC•(F~1-~Hul
Z=1.0E+06
02=RHQB•z•xL•AX/GO
IFCNS.EQ.QJGO TO 1C N
GO TO 11 \)I 

10 D!=-01 N 

http:DH1=-1256c.-:;.o.�<T-2.98
http:IF<FH.GT


GO TO 	 :!.3 
11 	 CONTINU::

T1=AL2 4 T +ALJ•TW 
~H2P=D1-~2•PH2(G~,GC,F41,FH1,F31,T1)
GO ""O 	 14 

13 	 ~H2P =D1-02•PH2(GH,GC,F40,FHO,F3Q,TJ
1'4. 	 R.ETURt~ 


~NO 

FUNCTION RC3PCG~,GC,F~G,FHO,F30 1 F41,FH1,F31,T,NSl

COMMON /X1/ DER,€7XL,R,X~,TW,RHOH,AX 

COHHO~ /X2/ AL1,AL2,AL3
COM'HON /X3/ XKG 
GC=GH 	 +GC 
01=-AL1•AX/GO•CF31-F10)
Z=1.0£+06 
02=PH08•Z•XL•AX/GO
IF<Ns.eq.Q)GO TO 10 
GO ,.0 l1 


1 fi Dl=-01 

GO TO 	 13 

11 	 CONTINUE 
T 1=AL2""T +AL 3"" TW
RC3P=D1+D2•RC3(Gff,GC,F41,FH1,F31,T1>
GO TO 1L 


13 ~C3P=01+J2•RC3<GH,GC,F40,FHG,F30,T)

11+ 	 RETUP.N 


END

FUNCTION S!GHPCGM1 GC,FLO,FHO,F30,T)
COHHON /PRES/PRESS
COMMON /Xi/ DER 1 E,XL,P,XK,TW,RHOB,AX 
gg~~g~ ~~~~ c~§;~E~~'B~~M
COMMON /XS/ GD, CBA~,qHOG,CPG
COMMON /X7/ CONO,ALP
GO=GH 	 +GC 

..---~,GO=GJ
XKE= qE""A +ALP•(T••4-TW••4) 

~HOG=<GH•O.C9 +GC•2.6}•0.273/(TW•GO) •coNn•PR.ESS 

CPG=(GH·~.3D6 +GG•1.9~)/(GH•o.og +GC•2.6)

GBAR= CPS•~H08 +CPG~PHQG•E

IF (T.LT.TW>T=TW 
J1=XKE•~.·AL3•<T~-T)/(CBAR•R•R) 

SIGHP=D1+SIGDH<G~,GC,F~O,FHO,F30,T) •RHOB/CBAR


~---·-qETU0 t\ 
Etd:! 

FUNCTION S!GYPP(GH,GC,F4Q,FHG,F30,TT,IZ>
COMMQN /PRES/PRE5S 
CO~MCN /X1/ DER,E1 XL, 0 ;XK,•w,RH08,AX }.)
GOH~ON /X21 AL1,AL2,Alw \» 
CO~MON /X4/ CPS,1ETA,D~R~ 	 lJ" 

http:GG�1.9~)/(GH�o.og
http:HOG=<GH�O.C9


COMMON /X7/ CONO,ALP 
COHHO~ /AAA/AA ~ 
OIHENSION AAce,8J
OP1Et<SION TT<1' 
t;O=GH+GC
RHCG=<GH•0.09 +GC•2.6J•0.273/(TW•G~> •CONO•PRE$S 

CPG=<GH•u.3~6 +G~·1.9~)/(GH•O.u9 +GC•2.6) 

CSA~= CFS•PHOB +CPG•RHOG•E 

FACT=-Gu•RHOG•CP~/(CBAP•xL•AX) 


" .., NOTATIO~ FOR AA DO~S NO~ CHA~GE,QEGIN WITH AA<2,1) TQ AA<2,8)
TEMP=TTC!Z> 
~Hi=N+i 
SUM=O. ... CALC Z O~RIV~TJVE USING ALL VALU~S OF T FROM Z=G TO Z=1.C 

'.30 H I=i NN 


10 SUt1=AAtrz I> •TT<I> +SU'M
SIGHPP=FACT•~UM+SIGHP(GH,GC,F4C,FHu,~3C,TEMP)
i<ETUJ;>t-. 

END 


SUBROUTINE NOISE<XNT,N NTF> 
c ·······················'············································· 
c CONVERT XNT <N<T>> TO WHITE NOISE SEQUENCE A<T> ANO ESTI~ATE PHI 
c IN 	 N<T>=PHI• N<T-1) +A(T) 
c ··············································~······················EQUIVALENCE CGMO~GM0Ql,<GM11GH11>,CPSI1PSI1>


JIM£NSION PSIP',7),XNT<7 HllJ) XAT<7 10ll)

DIMENS!ON GMO C7 1 7>,G"*1Cf 1 7> 1 ~MuG<4~>,GM11<49) ,PSI1<'+9>,LW1C20) 

... 	 OI... ENS!0t1 LW2 <20> ,GM11T (t.9) 
\.. ... _, CALCULATE P10 

DO 10 	 !=!,N
0 O Hi 	 .J= I 1 N 
GMO CI,J> =u. 
JO 11 	 IT=1,NTF

11 	 GMtiCI,J>=G~OCI,J> + XNT<I1IT>•XNT<J,IT>
10 	 GHOCI,J>=GMUCI,J)/FLOATCNT~) 
c ....., CALCUL AT£ G~1 

NTF1=NTi=--1 
DO 13 	 I=!,N
QO 13 	J=1zt4 
:,,t-11 (!, J) =u • 
!JO 14 	 !T=1,NTF1

14 GH1CI,J>=GM1CI,J>+ XNT<I~!TJ'XNTCJ,IT+1l 
13 GM1<ItJ>=G~1<!1J>l~L0ATCNTF1) 
c SYMME: RIC ~1ATRlX 

DO !2 	!=1,N
JO 12 	 J=11N )-.)

12 	 GMG<J,IJ=G~OCI,J> VJ 
t~RI~E ff, 36) ~ 

http:G~�1.9~)/(GH�O.u9
http:RHCG=<GH�0.09


36 FOf.MAT(+ MA;PIX GMJ•) 
JO 25 I=l. N
WRITE<7,~6) <GMC<I,Jl ,J=1,N)

25 WRITE<E124>CGMD<I,Jl,J=1,N>
WR!T:::<6, ~7) 

27 	 FORMAT(+ MAT~IX GM1•)
')0 28 	 !=1 N
WRITEC7,~6) CGMHI,J>,J=1,N)

28 Wk>IT£<6.z.2t+l CGM1<I,J>1J=1,Nl..... 	 CALCULATt INVERSE OF GMO 
CALL MINVCGMDO N Q LW1,LW2l
IF<<ABS<D>>.LT!1!0~-2GJWRITE<6i20) 0 

20 	 FORMAT<• VARIANCE OF NT SINGULAR, OETERNINT=•,E15.5) 
GALL GHTRACGM11 GH11T,N N> 
CALL GHPRC<GH11f,GMOO,P§I1,N,N,N>

c CALCULATE ACTUAL AT,S
JO !.8 	 IT=2,NTF
00 1e 	 !=1,N
GM11<I)=0 • 
1)0 !7 	J=i1N 

11 GM11<!>=GH11 Cil +PSI<I,J)'•XNTCJ,IT-1l
18 	 XATCI,!T)=XNT<I+IT>-G~11{!)
c ZERO !N!TIAL A 

!JO 21 	. I= :l.2N 
21 	 XATCI,il=u.

WRITE (f, 22> 
22 	 FORMAT C 11,"' MATRIX PSI FOR AR<1>•//)

00 21 != 1 N 
WRITE<7,2i> <PSIC!,J> ,J=1,N>

23 	 WRITE'<6.t.24> <P.SI<!,J),J=1,Nl
26 FORHAT<rE11.~) 
2~ FQRMAT(i~ I, 7E12.4)
c•••••••••STO~E Nlw AT,S

00 29 I=1,N 
'JO 29 J=1 NTF 

29 	 XN'<I,J>=XAT<I,J>
R.ETtJPN 

;:: ND 


1INF01 DER= .20,B!=43.5 ~ 
~IN~02 TW=S12. ,GSH=94.~,GSC=18.0 t 

'I~F03 COND=1.0,co=o.o,SS=D. ' 

-42.93568 47.9Sb19 -6.68~27 2.61727 -1.6u1383 1.36345 -1.67713 1.0ll030 
-18.2?349 14.2B639 5,15263 -1.77232 1.05\106 -.87704 1.07243 -.63856 

5.2126G -1t.ss~11 2.34937 4.16396 -1.95552 1.51240 -1.79576 1.!l63Hi 
-2.63639 4.68812 -5.3?94G .50619 4.19076 -2.52631 2.77761 -1.62059 

1.62059 -2.77 7 61 2.52631 -4.19G76 -.50619 5.379i10 -4.68812 2.6~639 
-1.C631C 1.?9576 -1.51240 1.95552 -4.16398 -2.34937 1u.55G17 -s.212;r. N

.63866 -1.07243 .877 G~ -1.05G06 1.77232 -5.15263 -14.28639 18.27349 \)J 

-1.DJuGG 1.6?713 -1.36345 1.6~833 -2.51727 6.6E527 -47.98619 42.99568 °' 

http:WRITE'<6.t.24


u .1u11 -:=:. 88J 1 -.7527 
19.9393 -7.7316 

S11.5271 532 • E612 
S13.C SHi.9 5 23. 9 
c::13. u :'17.8 ~22.0 
513.G S19.9 5 26.1 
rs11. o 518.7 526.1 
518.C 514.7 522.1 
517.L 512.7 5 23. G 
S16. 1. 514. 8 5 24. 0 
513. f.l 516.9 5 21.1+ 
51'+. 0 513.6 5 20. 4 
s11.u ~ie. 6 5 2t..1 
513. c 517.8 s 20 • l.+ 
516.iJ 519. 7 s 24. 2 
518.D 52C.6 5 23. 3 
513.0 S!6.8 s 21.1 
516.JJ 516.7 523. 9 
515.t 514.7 s 20. 2 
516."' 513. 7 5 21. 8 
512.D 515.9 5 21.1 
512.t 520.9 522.3 
512.Q 516.9 523. 6 
515.G 519.8 5 21. il 
515.C 5 2i). 7 523. ~ 
514. c 517.7 s 20.1 
512.0 =is.a 521. 8 
~11.t 515.9 5 20.1 
512.t 517.8 519. 2 
5C9.!i 517.6 518.1 
s11.u 516.8 520. 9 
~11.C 521 • .Q 5 23. 3 
~11.C 51L.. (J 5 24. 8 
SC 9. u ~14.9 5 23. s 
511.t: 5:5.9 524.i)
s10.o s2(. 9 523. 0 
512.D 517. 9 526.9 
515.1.i 517.7 522. 2 
511.t 516.9 5 25. 5 
511.0 515.9 522.7 
513.(; 516.8 5 22. 8 
5(9.t 5!6.u s 25. 8 
512.D 519.9 524. 2 
s11.0 515.D 5 24. 5 
511. f 517. 9 525.5 
s12.v 517. 8 5 25. 5 
510. ·' 51£+.0 52C. 7 
512.t i;::,u:; Cl 5 24. 4-­··"' ...::cg.( =16.9 s 1g. u 
51 a. r c::. t:: Q ? 21. 2- i.,.... .,. 

-1182.3189 

528.6 5 32.1 
~29.3 530. 6 
526.6 529.9 
530.3 529.4 
528.5 5 30. 8 
527. 9 528.8 
?25.6 s2e.1 
525.7 530.0 
524.6 531.0 
'321.0 5,30 .1 
524.S 5 29. 8 
:>27 .1 5;30 .1 
51C.7 529.4 
~25.3 532.2 
530.3 533.3 
523.4 531. 9 
~26. i.; 528. 6 
525.5 530.3 
528 .1 533.6 
525.6 533.9 
529.8 532.6 
530.9 534.4 
527.0 532.3 
526.3 5 31+. 4 
526.1 531.9 
?25.7 533.6 
~25.8 530 .5 
527.9 533.9 
r;:'28 .1 516.4 
:::29. 8 533.5 
526.1 532 .1 
524.3 5 32. s 
~29. A 5!6.2 
531.9 5 3t+. 3 
529.3 531.2 
52B.S 535. 2 
:;31.2 5 32 ... 
529.9 536.5 
529.8 534.6 
~30.9 53e.o 
530.8 540. 3 
?33.u 539.8 
532.7 542.1 
532.1 ?4iJ.O 
529.C 540.6 
527.(l S39.9 
528.1 536. 0 

529.0 
526. 0 
5 26. 2 
529.2 
528.8 
5 27. 5 
527.8 
5 29. 6 
5 28 .1 
529.1 
524. 9 
530. 2 
528.3 
526.4 
530.1 
529.0 
529.9 
527.S 
528.3 
532.0 
531.1 
531.1 
528. 5 
532.7 
529.6 
529.0 
5 29. o 
531.6 
532.4 
533.8 
533.3 
534.9 
531.9 
535.3 
530.u 
531.9 
533.9 
532.9 
535.3 
535.6 
538.9 
541.6 
542.6 
542.9 
543.6 
539.0 
539.5 

5 27. (i
5 23. {)
5 25. 0 
5 27. fl 
5 25. 0 
s 21. n 
5 25. G 
5 28. fj
5 25. ()
5 27. 3 
s 23. 0 
528.0 
5 25. fl 
527 .o 
s 27. 0 
5 27 .o 
5 27. 0 
526.0
s21.c 
531.Cl 
s 29. 0 
5 26. {l
526.(i
530.G 
s 27. 0 
5 26. ~ 
5 28 .t 
5 29. G 
531.0 
5~1.0 
531.0 
5 .33. 0 
5'.!0.t! 
533.(j
5 29. G 
5 31. 0 
5:!1.G 
s 21. r 
s33. c 
533.0 
534.0 
S37.Q
5 37. 0 
536.U 
SLG.O
s3e.o 
5 37. 0 

90 • (lo,u.o
9l). 0 
90.0 
9J.O 
90.G 
9il. 0 
9J.O 
90. G 
<30. 0 
9G.O 
9il. 0 
<?O.O 
90 .G 
90.G 
911. (l
90.C 
90.0 
90. G 
90.(i
90.0 
90. :0 
90. 0 
90.0 
'?J. 0 
90 • tl 
<?G. 0 
90.0 
90.0 
90.0 
90.0 
90. 0 
90. tl 
90.0 
90.0 
90. 0 
90.0 go. a9u.o 
90.0 
<?J • G 
9t+.C 
96. 0 

'.l.04.0 
116.13 
121. v 
128. i.1 

15. 0 
15 .o 
15. 0 
15 .o 
15 .o 
1s.o 
15 .o 
15. o 
18 .o 
18.0 
18.0 
18.0 
18.0 
18 .o 
18 .o 
16.0 
18.C 
1e.o 
18.0 
18 .o 
18 .o 
18.G 
18. o 
16.Q
1s .n 
18.U 
113. o 
18. 0 
18 .o 
18.G 
18 .o 
1fh01s.o 
18.G 
18 .o 
18. c 
20. c 
2i) .o 
20.0 
20 .o 
23.Q 
19. 0 
20 .u 
19. 0 
21).0
21.0 
2:J. G 

1G 
10 
1C 
10 
10 
10 
10 
10 
Hl 
10 
10 
Hi 
1tJ 
10 
1G 
10 
1G 
10 
1C 
Hl 
10 
Hi 
1 il 
tu 
10 
10 
10 
10 
1C 
10 
1 (j
1C 
10 
ifJ 
10 
Hi 
10 
10 
l(j 
10 
10 
10 
1 C! 
1C 
Hl 
1li 
10 

~ 
VJ 
G" 



SH;•.: ~12.c 
512.G ~ li.:. 8 
511. c 514.8 
'309.t: ~12.8 
sr 6. o 516.0 
512. 0 ~12.9 
511.l' ~12.9 
s12.o :12.9 
~12.C 515.8 
512. G 519.7 
512. c 513.8 
513.C 516.7 
~12.:) 516. g 

;2r;.1 
s2u.1 
518. 6 
S 15. 5 
516. !.. 
519. 2 
5 21.1 s 23. A, 
518. 9 
5 22. 2 
523.1 
s 22. 4 
5 22. g 

~25.~ 
~25.8 
525.6 
C.::17 .8 
516.6 
523.8 
525.6 
S3G.1 
528.3 
529.1 
525.1 
527.7 
~32.7 

S31.5 
528.9 
526.6 
525.4 
528.3 
526. 9 
530. 8 
527.6 
53Z+.1 
533.2 
5,31.a 
537.(i
535.6 

534.9 
532.4 
527. 6 
525.6 
524.5 
527.6 
529.6 
529.3 
529.4 
530.5 
53u. a 
530.3 
533.6 

s J3. 0 
531.C 
5 27. 0 
5 25. 0 
522.t 
s21. n 
528.Ci 
5 27 .u 
5 27. {l 
5 29. c 
5 21. (l 
s28. c 
531.0 

130. iJ 
125. 0 
114.0
9&.o 
9'+. " go. o 
c;,o.o
90.(l
9v.u 
9D.O 
99.G 
<?4. (;
99.0 

20.G 
21.0 
19. Ci 
21.0 
21. {i
20.G 
2il. 0 
19.0 
19 .o 
20 .o 
22.0 
21.0 
22.0 

113 
10 
1t 
1C 
1C 
10 
1C 
10 
10 
1G 
10 
10 
Hi 

)0 
\>.) 
..J 



MaY 26 FITTED CONTROL MATPICES 

MAT~IX A <COLUMNS> 

• ~646E+QO
-.1809E+OO 

.8638E-01 
-.5718E-01 

.5385£-01 
-.63"'1E-01 

.3709E-o1 

• 4625E+CC 
.7302E+OO 

-.i718E+GO 
.9669E-01 

-.8556E-01 
.9857E-G1 

-.5709E-01 

-.1205E+OO 
.3588E+OO 
.7648E+OO 

-.1757E+Ou 
.1295E+OO 

-.1402E+OD 
.8020E-01 

.5922E-D1 
-.1521E+GO 

.2610E+OO 

.8042E+OO 
-.2370E+OO 

.2166E+JO 
-.1207E+QO 

-.5655E-01 
.4187E-G1 

-.1899E+OO 
.270SE+OO 
• 921+3E +O 0 

-.4316E+OQ
.2229E+OO 

-.2166E-02 .1112E-G1 
-.92E2E-U1 -.787SE-Q1
-.3523E-01 -.4388E-D1 
-.2328E+OO -.1~20E+OO 

.4626E+OO .166~E +00 
• 76C4E+OO • 9833E +O 0 

-.!G10E+OO -.2947E+OO 

.4176£-01 
-.1E54E-C1 

MAT~IX ~(COLUMNS>
.1065E+CO .2327E+OO • 45 521=:+ Oil 

-.4196E-J1 -.6212E-G1 -.9716£-01 
.7327E+OO 

-.1288E+OO 
.6927E+OQ

-.7073£-01 
.6JS.4EHlO 

-.4220E-01 

MATOIX l <ROWS) 

-.1411E-IJ1 
-.1208E+OO 

• 2809E-01 
-.2C59E+OO 

.10~4£+00 
-.2430E+OC 

• 3113E+ on 
.1618E-01 

.3687E+OO 

.2013E+OO 
• 3966E-01 

-.2425E+OO 
.186SE-01 
.6733E-O 1 

MATRIX K <COLUMNS> 

.4135E+OO -.3398E-D2 -.16~2E-02 -.4106E-03 
-. 33qaE-02 .soo,sE+oo .539CE-02 -.2524E-D2 
-.1642E-02 .5390E-IJ2 .5069£+00 -.7135E·02 
-.4106E-D3 -.2524E-02 -.7135E-02 .5126E+OO 

.2754E-02 -.6342£-02 -.9835£-01 -.1815E·01 

.2~83E-02 -.8380E-t2 -.3171£-02 -.2082E-01 
-. 2639E-C2 .1310£-02 -.14!9E-01 .1567E-03 

.2754E-C2 
-.6342E-02 
-.9835E-03 
-.1815£-01 

.5456E+Oil 

.1198E-01 
-.3152E-01 

.2583E-02 -.2639E-02 
-.S380E·02 .t310E-02 
-.3171E·02 -.1489E-01 
-.2082E-01 .1567E-O~ 

.1798£-01 -.3152E-01 

.4998E+OO .1083E+OO 

.1oe3E+DG .5081E+OO 

OPERATING TEMP PROFILE 

.512SE+03 .5166E+l:i3 .5225E+03 • 52 84E+ 03 .5329E+03 .5317£+03 .5291E+O J 

tUTRIX HI C:~OWS> 

• 3991£-{J2
.4783£-\)2
• H 1 60E-02 

• 1680E-01 
.1341E-01 
• 5760£-132 

.279SE-01 

.2868£-01 

.8573£-02 

.4120E-01 
• 4712E-01 
.1053£-01 

.29l+6E-fl1 

.5410E-01 

.8G99E-02 

.157SE-01 

.2227E-01 

.3941£-02 

-.2230E-02 
-.!458E-O~ 
-.1474~-03 

MATP.IX CI <COL 1 +COL 2) 

.1291 .11t95 .06125 -0.04707 -.05548 -.02210 

f'..l 
w 
CX) 



OYNt~IC OATA SEP 23 <TEMPERATU~ES +CONCENTRATIONS) 

AXIAL TE~PS Ti - T7 , UH2 , UC4 (CC/SEC> 

523. 0 
524.0 
524.0 
52 3. 0 
525.0 
523.0 
52 3. c 
524.0 
522.G 
525.0 
525.0 
521.0 
52 3. c 
;20.0
523.D 
s21.o 
519.0 
524.0 
522.0 
'521.0 
523.0 
522.C 
524.0 
526.0 
1525. (l
S24.0 
524.0 
524.0 
525.0 
525.0 
52 2. 0 
524.0 
522.0 
521.D 
;2s.e 
523.0 
520.0 
s25.e 
1522.0 
525.0 
523.0s2i..o 
522. 0 
523. u 
521.0 
523.0 

524.4 
525.3 
528 .4 
526.4 
525.4 
526.4 
525.4 
528 .4 
527 .4 
526.2 
526.4 
527.4 
527.3 
529. 5 
527 .4 
525.4 
525 .6 
526.3 
526.4 
526.4 
527.4 
526.4 
~25. 3 
529.2 
528.4 
529.3 
527.4 
524.Lt 
527.3 
528. 3 
521.4 
526.3 
527.4 
525.5 
~27. 3 
527.3 
524.4 
526.2 
525.3 
527 .1 
526.3 
S28.4 
526.S 
525. 3 
528 .4 
526.4 

532.6 
530.8 
5 33.1 
531. 9 s ~5. '! 
5 33. 5 
533.4 
535.5 
534.7 
533.6 
~ns.4 
533.8 
531.9 
532. 9 
532.6 
530.8 
532. 9 
5 "31. 9 
531.8 
531.9 
532. 8 
514.7 
531.7 
534.0 
531.9 
512.1 
532.0 
532.8 
532.0 
532.0 
534.0 
531. 9 
533.? 
536.4 
534.4 
536.t+ 
532.5 
532.8 
530.0 
531.0 
530. 3 
533.4 
535.0 
~no.a 
535.0 
532• .., 

538.6 
54il.O 
5t+4.0 
542.5 
546.1 
543.5 
541+.4 
547. 2 
541.8 
545.2
?45.5 
s1+2.9 
544.2 
5'1.2.4 
542.4 
542. "3 
542.7 
539.6 
541.6 
542.5 
542.t+ 
54 3. 9 
543.2 
545.3 
541. '+ 
543.I+ 
~43.3 
542.8 
541.6 
543.5 
540.4 
546.9 
544.8 
545.2 
548.0 
546.G 
t:;i44.8
54tt.1 
5 "39. 3 
540.5 
539.6 
540.4 
542.S 
540 .r:; 
543.1 
C::41.6 

539.0 
5 40 • tl 
541.2 
543.8 
544.9 
546.3 
51+6.1 
546.9 
547.6 
547.5 
549.1 
545.6 
546.2 
547.0 
547.0 
545.0 
545.0 
546.2 
544.3 
545.3 
546.1 
545.4 
546.0 
546.9 
546.3 
54r,..9
545.7 
543.9 
544.5 
543.5 
543.3 
543.0 
543.3 
544.4 
548.5 
549.0 
549.8 
549.0 
546.5 
545.3 
544.2 
543.1 
542.8 
543.8 
544.6 
543.1 

536.6 
536.7 
537.0 
536.6 
541.2 
538.G 
538.D 
539.9 
538.9 
539.5 
543.1 
541.3 
541.2 
542.5 
541.0 
c;39.1
540.1 
539.0 
540.2 
540.2 
538.8 
539.5 
540.6 
536.I+ 
539.6 
539.1 
539.6 
539.6 
538.0 
537.6 
539.2 
536.1 
539.0 
539.1 
541.1 
543.1 
541.5 
542.1 
540.1 
539.6 
539.6 
541.8 
540.9 
538.0 
539.0 
536.9 

5:!4.0 
533.0 
5:!4.0 
534.0 
537.0 
5;3.0
533.C 
535.0 
534.0 
534.U 
5 38 .o 
536. n. 
536.G 
5 40. {)
537. 0 
5 34. (l
536. 0 
534.Q
536.0 
535 .o 
536.n 
5 36. i)
536.n 
534.0 
534.G 
S34.Cl 
5~5.0 
5 36 .o 
534.0 
5 33 .o 
535.0 
5 31+. 0 
536.0
535.C 
5 35. CJ 
538.G 
536.0 
5,37. 0 
535.0 
535. 0 
536.D 
538.0 
536. 0 
534.0 
5 35. {i 
534.G 

91.0 
90.tl 
92.0 
90.G 
95.C 
90. 0 
96.0 

100.0 
96.0 
98.0 

101.0 
96. 0 
95. 0 
96.0 
92 .o 
90.0 
91.0 
90.0 
91.0 
90. 0 
94. 0 
91.0 
90. G 
92.0 
91.0 
69.C 
89.0 
91).0
e9. o 
89.0 
89.G 
91.(;
93.0 
96.0 

106.(1
103.0 
108. c 
111.0 
102.0 
95.0 
89.0 
~6.0 
84.0 es.o 
84.D 
Sk.O 

18 .o 
1~.o 
18.IJ 
16.G 
18.0 
18.D 
1a.0 
18.0 
18.0 
18.C
18. {! 
18. 0 
18.0 
18.0 
18 .o 
16 .o 
16.0 
17.0 
20 .o 
18.0 
18.0 
16.0 
16.0 
16.0 
15.o 
15.0 
11.0 
16.0 
16.0 
16.0 
16.9 
2~ .o 
22.0 
19.0 
19.tl 
18 .o 
18.0 
18.0 
16.G 
17 .o 
11.0 
16 .o 
16.0 
1&.0 
16.0 
16.0 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
21t 
25 
26 
27 
28 
29 
3C 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 

)..) 
IJJ 
-Q 



:;_; 

520.0 524. 6 5 34. 6 542.4 542.5 539.3 534.0 85.0 !"." .o 47 
525.0 526.4 534.6 546.6 545.0 538.5 534.0 gz.o 17. Ci '+8 
523.0 526.5 535.6 546.9 544.2 539.6 536.0 96.C 17. D 49 
522.0 526.4 534.4 546.4 5t+6.2 539.0 531+.0 96.tl 1a.o 50 
52 2. 0 526. 3 532. 8 5!+6.3 544.8 538.0 534.0 97.0 18 .c 51 
520.C 5211.. 3 529. 7 541.3 542.3 536.9 531+.0 <31.C 20 .o 52 
52 3. c 'E27.2 531.7 546.0 545.1 539.0 535.t 95.G 22. (l 53 
524.(l 528. 3 533.8 546.0 549.9 542.6 537. 0 102.0 22.0 5'4 
526.C s 21. 2 5~34. 5 549.3 554.8 545.6 539.0 115.0 21.0 55 
524.0 'E28.4 533.7 546.2 556.6 547.6 541.0 119.0 19 .(I 56 
s22.o 526.4 530.6 544.3 552.ft 51+4.1 5'.!8.0 119.0 11.0 57 
520.0 526. 3 531. 0 539.6 546.8 543.9 538.0 117 .o 11.0 58 
521.ll 524.3 529.9 538.8 543.9 543.0 538.{l 112.0 11.0 59 
522.0 s22.4 5 28.1 537.6 541.7 5t+0.6 5·39 .n g1.o 20 .o 60 
523.C s2i... 3 530.1 540.1 539.7 539.3 536.0 89.C 16.0 61 
522.C 530.3 537.1 541.5 538.6 s36. n 87.0 18. 0 62526 ·'* 521.0 526.4 532.2 539.5 540 .1 537.6 535.0 86.0 16 .o 63 
521.c 526.5 5 34. 6 s1+n.1 539.9 538.1 536.0 85.0 16. 0 64 
521.0 525 .s 533. 8 543.3 540.7 537.2 533.C 86.ll 16.0 65 
522. c ~25.S 534.6 5t..1.4 542.6 537.5 534. 0 a6.D 15. 0 66 
522.0 527 .4 534.8 543.3 542.7 538.1 5 31+. u 84.0 15.0 67 
523.0 526.3 534.S 51+3.3 541.8 537.2 532 .o 81t.G 17 .o 68 
s21.o 525.5 532.6 541.9 542.3 536.0 532.0 es.o 16.0 69 
525.C 525.3 533.S 544.6 544.8 536.2 532. 0 91.0 16.0 7C 
523.C 524.4 533. 6 544.8 542.2 537.6 534.0 93.0 16. (l 71 
525.0 526. 3 532.7 5~1.8 543.1 536.9 534.0 81.0 16.0 72 
524.0 526. 2 530 • ., 541.4 544.G 536.7 5 30 .o 86.0 20 .o 73 
524.0 525.4 533.6 545.2 547.2 539.4 535. 0 92.CI 22.n 74 
524.0 527 .4 533.7 547.6 550. 8 539.I+ 5 33. 0 101.0 19. 0 75 
525.u 526.3 533.5 549.1 553.7 542.8 5 36. 0 116.0 19.0 76 
524.0 52lt.2 533.4 543.C 551.3 541.7 5"38.0 111.0 16 .o 77 
523.0 523.2 532. 5 !5 39. 6 548.7 543.0 539. 0 113.0 18 .c 78 
524.(1 521+.2 529.7 538.3 547.2 542.7 538.C 1ns.o 16 .o 79 
?21+.0 524.2 530. 2 538.9 544.1 544.0 539.0 109.0 16.0 80 
523.0 ~25. 2 527.2 535.8 540 .6 538.9 5 34. () 91.n 11.0 81 
s22.o ~22.5 r;32.1 535.9 540. 0 537.7 534.0 ei+.o 11.0 ~2 
521.0 521+.4 S3u.2 535.8 536. 9 535.8 532.0 84.0 16.G 83 
520.0 523.6 531.9 535. 3 535.8 535.8 533 .G 84.0 16.0 84 
s:22.o 525.4 530.0 ~39. Q 539 .o 536.1 5 33.0 es.a 16.0 ~5 
524.0 526. 3 530.2 540.9 536.5 534.1 5 30. 0 84.0 16.0 66 
522.Q 527.4 532.1 540.2 540.2 535.0 5 32. fl 81+. Q 16.0 87 
521.0 525.5 533.g s19. e 539.7 535.6 5 32. Cl 85.0 11.0 88 
521.0 526.3 531.7 ~Z+C.2 539.1 533.1) s 29 .e 90. t:l 11.0 89 
525.C 526.J 533.7 543.!J 541.5 534.e 532.0 89.0 17. 0 90 
526.0 528. 3 531.8 5t..6. 2 543.1 537.6 533. c 91.0 18.0 91 
525.tl 526.2 533.5 543.G 541+.2 535.2 532. 0 89.0 1e.o 92 
525.0 528 .4 534.6 547.3 545.2 537.3 534.C 100.0 2(). 0 93 
524.G 527.3 536.5 548.4 548.C. 538.9 s 3'+. e 106.0 22.0 94 )-.)s24.a 524.3 532. 3 546. 7 548.1 540.0 535.0 109.0 22.0 95 ~ 
526.Cl 527. 3 535.4 549.5 553.1 543.4 5 38. f! 119.(l 21.0 96 0 



~21.0 526.4 533.6 544.7 
S2 2. G ?2S.4 5 29. 8 540.6 
523.0 s2s.2 528.8 539.1 
523. 0 521+.3 530.1 537.9 

MOLE FRACTION~ Ck, H2, 

1~6. ~11. 11+. (j • 
13 3. 80'5. !6. a. 
13~. ac 2. 17. 0 • 
1~1. 773. 21. 0. 
121. 82"· 15. 0. 
129. ~11. 17. o. 
126. 8'31. 13. o. 
1:!3. 800. 2 fj • o. 
128. 81Lt. 16. o. 
1 '1'3, 811. 15. o. 
143. 7'94. 18. ~. 
12,,. 812. 19. o. 
154. 753. 24. o. 
12<:1. 636. 10. {! • 
13?. 808. 18. ll • 
135. 769. 19. o. 
12J. 838. 10. o. 
1r.2. 796. 1e. o. 

553.4 544.6 
551.2 544.2 
546.6 542.4 
54'+.3 5W.4.0 

C3, C2 

1 
2 

3 

4 

5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
16 

538.0 119.C 19.C 97 
538.0 112 .c 11.0 98 
536.0 
5 39. 0 

110. ()
110. 0 

1".'.0 
17'. 0 

9'9 
100 

l'-' 
~ 



SEP 23 FITTED CONTROL MATRICES 

MATqix A <COLUMNS> 

.1e1'1E+OO .2559E+OO -.7925E-01 .S104E-01 -.3824E-01 .5256£-02 .16G4E-01 
-. 9739E-01 .4330E+OO .2346E+OO -.1120£+00 e4683E-s1 -.3535F-01 -.1182~-01 

.5139E-G1 -.1110E+CO .S639E+Qry .2412E+DO -.1313E+ 0 .1342E-01 .8155E-U2 
-.4127E-01 .7539E-01 -.1?26E+OO .s1so:::+rrn e2857E+OO -.1351E+OO -.9G17E-01 
.38~~E-u1 -.6659E-01 .1121E+OO -.2380E+-OO .9144E+OO .4639E+CO .1723E+CO 

-.4:"!25'E-lJ1 .7236£-01 -.1146E+OO e2072E+OO -.3897E+DO .6470E+OO • 833 eE+o c 
.2504E-01 -.416qE-01 .6527E-01 -.1149E+OO .2002E+OO -.2542E+OO -.2~64E+OO 

MATRIX BCCOLUMNS) 

e1?57E-01 • 5133£-01 .1292E+OG .4321E+OO .67S5E+OO .4<HJOE+OO .4212E+O 0 
-.9986E-D2 -.2444E-01 -.4145E-01 -.9468E-01 -.1045E+OO -.4814E-D1 -.3151E-D1 

MATRIX l (ROWS> 

.1268£-Ci .3750E-01 .1175E+O 0 • 3419E+u0 • 3536E+OG • 5323E-01 .1509E-O 1 
-.2e04E-01 -.6498£-01 -.1044E+OO • 31Cl7E-G1 .8942E-01 -.1183E+OO • '.3E23E-O 1 

MATRIX K <COLUMNS> 

.3021E+OO -.21q1E-C2 .1797E-02 -.3747E-02 .3318E-D2 .9S06E-03 -.2D82E-02 
-.2191E-02 .4264E+GO -.2066E-02 .5469E-02 -.5616E-02 -.2651E-02 .3253E-D2 

e1797E-02 -.2066E-02 .4498E+OO -.1124£-01 .5323E-8 2 e2252E-02 -.6828E-02 
-.3147E-02 .5469E-02 -·1124£-01 .5082£+00 -.102~E-01 -.1437E-01 .4~50E-O 2 

.3318E-02 -.5616£-02 .5323E-02 -.102SE-01 .5J91E+OO .2378E-01 -.2014E-01 

.9506E-C3 -.2651£-02 .2252E-02 -.1437E-01 .2378E-01 .4781'E+OO .86ft1E-01 
-. 2062£-02 .3253E-02 -.6828E-02 .4750E-02 -.2014E-01 .8641E-01 .4809E+OO 

QPE~ATING TEMP PROFILE 

.S229E+03 • c;266E + JJ3 • 5335E+O 3 • 5417E+03 .5436E+03 .5387E+tl3 .5364E+03 

MATRIX HI CROWS) 

.1E35E-02 .5577€-02 .12~2E-01 .2299£-01 .172aE-01 .5750E-02 -.2627E-03 
• 2186£-02 .S048E-02 .1468£-01 .337SE-J1 .3656E-u1 .1039E-01 .4950E-03 
• 6542E-D3 .162SE-02 .29~1lE-02 .4184£-02 .3743E-02 .1411E-02 .2341E-04 

MAT~IX r! (COL 1 +COL 2> 

.6873E-C1 .q864E-01 .285~E-01 -.2359£-01 -.3374£-01 -.9767E-02 

~ 
t'l 

10 



1 'l \ 
~ / / 

k/k r-1. 0 
"l 

I. n I 

R ·-
I I 

)
J, 

0.313 0 I i0 
L~ \ 

aboJt steady state: Figure 18) 

r ,.. 
1, ;t,..G. 1 .0 Bl .. <. ~. LQ' ! ' 

'> 0 ... ')I, - ~~· ~ 895 1 .0 k/k_ ­i,,) '') 
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f5,_, -.BP .98G f3., ·- (',1. ~J ,j~· 

(lin~ar1sati0n about average profile. Pigure 20) 
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