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ABSTRACT 

In this paper the state space realization results of [ 1 ] for causal 

2-D systems are generalized to a much larger class of 2-D systems. We 

introduce a generalized notion of a state space realization for which 

the state can still be recursively evaluated. The results include a 

realization method for a class of NSHP filters. In the second part 

we introduce inverse 2-D systems with inherent delay. Some results 

concerning existence of an inverse with inherent delay for a 2-D system 

will be given. It will be shown that, in general, a causal 2-D system 

cannot have a causal inverse (with inherent delay). Furthermore it 

will be shown that a causal 2-D system always has an inverse with 

inherent delay in the larger class of 2-D systems mentioned above,;. 
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1. INTRODUCTION 

In this paper the results concerning state space realization of a causal 2-D 

system (as described in [IJ) will be generalized to a larger class of 2-D sys­

tems. These systems, which will be called weakly causal, are closely related 

to the so called Non Symmetric Half Plane filters (NSHP filters). For the use 

of NSHP filters see for instance [2J. The proposed method gives us a genera­

lized notion of a state space realization for which the state and therefore 

the output, can still be evaluated in a recursive way. In the second part of 

the paper inversion of 2-D systems is considered. Also inversion with inhe­

rent delay will be treated and there weakly causal systems arise in a natural 

way. Inverse systems or inverse filters are tools for the restoration of de­

graded images, although there are many problems concerning the applicability. 

For instance if the degradation is due to noise then certainly inverse fil­

tering is not advisable as a restoration method. However, if noise is not 

important as a degradation source, then inverse filtering can give reasonable 

good restorations in many situations. Many aspects of image restoration are 

treated in [12J and [13J. These papers certainly provide more motivational 

material to study inverse 2-D systems. The paper will be concerned with sca­

lar systems but the realization ~art can be modified in an obvious way to in­

clude the multivariable case. The state space model for a causal system will 

be Roessers model. This model is equivalent (conceptually) to the model in 

[IJ. It is preferable for us in this paper because it contains less matrices. 

Let us now describe a 2-D I/O systems ([IJ) 

1 • I. 
00,00 

I Fk · h .u .. 
i=O,j=O -~, -J ~J 

k,h=O,I,2, ••• 

where Ykh' F , u .. are reals such that m,n ~J 

1. 2. F ° for m < ° or n < ° . m,n 

Using a formal power series approach (or 2-D Z-transform) defined by 

00 00 

y(s, z) f. -h -k 
L Ykhs z 

k=O,h=O 

(1.1) becomes after transformation 

y(s,z) = i(s,z)O(s,z) 
where 

i (s, z) -n -m 
F s z m,n 
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We will assume that F(s,z) is a real rational function in the variables 

sand z. Thus F(s,z) = P(s,z)/Q(s,z) where P(s,z) and Q(s,z) are polynomials 

in two variables (see also [IJ). Now it is clear that F(s,z) can also be 

seen as a rational function in z where the coefficients are polynomials 

in s. We then have a condition, equivalent to (1.2),for a rational ... 
F(s,z),which we will state without proof. 

1.3 Lemma • 
... 

Suppose F(s,z) = P(s,z)/Q(s,z) is a rational function in sand z 

such that 

then (1.2) is equivalent to 

20 the degree in s of the coefficients of the highest power 

in z of Q is not less then than.the degree in s of all 

the other coefficients of P and Q. 
..... -'. 

As in [IJ a rational F(s,z) satisfying (1.2) will be called a causal 

transfer function. 

1.4 Theorem [ IJ • 

Every causal transfer function has a state space realization which 

can be written in the form (Roes8er) 

1.S.a. 

1.S.b. 

l~+l'~ 
~k'h+J 

o 

The vector [~ 18 called the (local) state. The matrices have appropriate 
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dimensions and the initial conditions are 

x.... = 0, a. 0 = 0 u,h K, 
k,h == 0,1,2, •••• 

Furthermore, to every state space realization (1.5) corresponds a causal 

transfer function. 

sand z can also be given an interpretation in terms of shifts in the 

following way 

Z(X\h = ~+l,h 

so (I.S.a) can be written as 

s(a)kh = a k,h+l 

k,h = 0,1,2, •••• 

In this paper the realization technique of [IJ will be generalized 

to a larger class of transfer functions and a generalized version 

D 

of (1.5) will be obtained. Furthe;t1llore it turns out that, investigating 

inverse 2-D systems with inherent delay [3J, [4J, [5J, one may not 

hope for state space equations of type (1.5) and one has to admit 

a more general class which we will call weakly causal systems. 
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2. WEAKLY CAUSAL 2-D SYSTEMS 

2. I 

Consider the 2-D I/O system 

Ykh = I Fk · h . u .. 
(i,j)€J -~, -J ~J 

The index set J will be specified later on. 

2 (k,h) € J c 2' 

As usual the double sequence F = (F ), (m,n) € 22 is called the impulse 
m,n 

response (also point spread function) (~denotes the set of integers) 

The support of F is the set 

SF = {(m,n) I (m,n) E z2, FrO} m,n 

A cone C is a subset of lR2 such that if (x,y) E C then (AX,AY) E C 

for all A 2 0. (lR denotes the field of reals). The closed first quadrant 

of lR
2 

will be denoted by Q 1 • 

2.2. Definition 

The I/O system (2.1) will be called weakly causal if 

SF c C , J c C 

for some closed convex cone C satisfying 

2.3 I : C n (-C) = {O} 

II: Q
1 

c C 

. 
",. 

From now on C will always denote a closed convex cone satisfying I and II. 

In the next it will be shown that under certain conditions we can construct 

a generalized local s tate space model. This state space model will be such that 

states 'and therefore outputs can recursively be computed. The main idea ~n 

this procedure is to "move" the impulse response of a weakly causal I/O sys­

tem into the first quadrant in such a way that its structure, important for 

the proposed realization method, is kept unaffected. The obtained impulse 

response is then the point spread function of a causal 2-D system. For this 

system a state space realization can be constructed (see [1J) and can be gi­

ven an interpretation as a generalized state space realization for the weak­

ly causal I/O system. Therefore we will be interested in invertible mappings ~ 

rp: C n7i -+ Q
1 

n7Z2 

such that the origin is a fixed point (rp(O,O) = (0,0». 

This map cp will "move" the impulse response of the weakly causal I/O system 

into Q1' Because we are primarily interested in a state space model for the 

weakly causal I/O system this map qJ has to be one-one and onto. This can be 

achieved if we define such a cp for a somewhat larger set than C n7Zq • A use­

ful wav to do this is to introduce the notion of causality cone. 
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2.4. Definition 

A causality cone C is the intersection of two halfplanes Hand H t where c p,r q, 

H = {(x,y) p,r 

H = {(x,y) q,t 

(x,y) JR2, px + ry 2': O} 

2 (x, y ) E JR , q x + ty 2': O} 

where p, r, q, t are nonnegative integers satisfying qr - pt = -1. 

Lemma 

Every causality cone has the properties I and II (see (2.3». 

Proof 

The proof is straightforward and will be deleted. 

Remark 

Every causality cone induces a partial order on 22 in the same way as 

o 

Q} (the causality cone for a causal system) does. (see [lOJ). The impulse 

response of a weakly causal I/O system is an example of a function 

with past-finite support (see[6J). 

2.5. Lemma 

"" 

Suppose that C is a closed conve~ cone satisfying I and II. Then there 

exists a causality cone C such that C c C • 
c c 

Proof 

C C C' where C' is the intersection of two halfplanes H, ,and H , t' p ,r q , 
such that q'r' - pIt' < 0 and p' and r' are coprime. Then there 

exists ~ntegers ql and tl such that qt r ' - pItt = -1 and thus 

(qt + np')r' - p'(t} + nr') = -1 for all n E Z. Because of q'/t' < p'/r' 

we have for sufficiently large nO that q'/t' < (ql + nOp')/(tt + nOr'). 

Now take p = p', r = r', q = ql + nOpl, t = tt + nOr' and Cc = Hp~r n Hq,t 

is a causality cone satisfying C C C • 
c 

Remark 

(2.5) is a lemma on existence of C • In fact C is not unique at all. 
c c 

We now have the following 

2.6. Theorem 

o 

If C is a causality cone, then there exists a (one-one and onto) map ~ c 
such that 
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Proof. 

Suppose C = H n H then the map ~ defined by 
c p,r q,t 

~(k,h) = (pk + rh, qk + ht) 

LS a possible one. o 
We will now take a formal power series point of view for (2.1) (or apply the 

2-D Z-transform to (2.1» although, strictly speaking, the series are not 

formal power series in the sense that only nonnegative powers of s-I and z-I 

occur. However in the following it will become clear that we may call the se­

ries expansions under consideration formal power series, because of the iso­

morphism result of theorem (2.7). Then we obtain 

y(s,z) F(s,z)u(s,z) . 

It follows that 

2.7. Theorem 

For any C 
c 

H n H ,the set p,r q,t 

S = {F(s, z) I there exist Fkh such that p,r,q,t 

is a ring with the usual addition and multiplication. - '" Furthermore S t is isomorphic to S p,r,q, 1,0,0,1' 

Proof 

Define the ring homomorphism 

by 

'" rJ>: S -+ S p,r,q,t 1,0,0,1 

~(F)(a,S) = oofoo F_l 
m=O,n=O ~ (n,m) 

-m -n 
a S 

where ~ is the same as in (2.6). Now the proof is just a matter of verifica-

tion that ~ is indeed a ring isomorphism. o 

The above theorem gives us the possibility of transforming a weakly causal 

I/O system into a causal I/O system. Causality is one of the requirements for 

applying the realization method of [IJ. Rationality of the formal power se­

ries, associated with the impulse response, 1s another requirement. The next 

theorem states that this feature is automatically conserved by a transforma­

tion as is applied in theorem (2.7). 
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2.8. Theorem 

Let ~ be the ring isomorphism defined in the above theorem. 

Then ~(F)(a,a) is rational iff P(s,z) is rational. 

Proof 

The equality 

F -1 a-m a-n 
C Fkh a-qk- ht a-pk- rh = Fkh(atar)-h (aqaP)-k 

~ (n,m) 

implies 

from which the result follows. o 

2.9. Definition 
~ 

A rational F(s,z) corresponding to a weakly causal I/O system will be 

called a weakly causal transfer function. 

For a causal transfer function we have that the formal power series expansion 

is unique. For weakly causal transfer functions we can state a somewhat modi­

fied result. It is not quite uneipected that uniqueness of a series expansion 

is closely related to the causality cone associated with the I/O system under 

consideration. This result is stated in the next theorem. 

2.10. Theorem 

Suppose F(s,z) is a weakly causal transfer function and that 

F(S,z) = L 
(k,h)E~2 

Furthermore, suppose that SF C C , SG C C where C is a causality 
c c c 

cone. Then Fkh = Gkh for all k,h. 

Proof. 

Let ~ be defined as in (2.7). Now ~(F)(a,e) is a causal transfer 

function. The formal power series expansion for ~(F)(a,a) is unique 

(see [9 ch IJ). 

This proves the theorem. 

Notice that a weakly causal transfer function may have more than one 

formal power series representation with support in a (different by 

(2.10» causality cone. 

o 
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Example 

00 

-- =-
s-z I 

s k=O 
(~)k with C = {(x,y) I y ~ 0, x ~ -y} 
s c 

00 

s-z I (!)k with C = {(x,y) I x ~ 0, y ~ -x} 
z k=O z c 

-= 

2.11. Lemma 

The isomorphism ~, as defined ~n (2.7), can also be described by 

the substitution 

s = atSr , z = aQSp 

with inverse 

sPz -r 
S s-qz t a = = , 

Proof 

This follows from the proof of theorem (2.8). o 

The fact that the inverse of the substitution in lemma (2.11) can also be gi­

ven in the above form, with integer exponents, is due to the condition 

Qr - pt = -1 which in fact is the-.. reason for the one-one character of ~. 

Next we will derive a state space realization for a weakly causal transfer 

function. For this purpose we transform this weakly causal transfer 

function into a causal one. Then we construct a state space realization 

for this causal transfer function like is done in [IJ. Now the ring 

isomorphism ~ can also be defined for the obtained state space realization. 

This is done by means of lemma (2.11). We will now describe the 

procedure in more detail. 

A A A 

Suppose F(s,z) is a weakly causal transfer function and let F(s,z) E S 

Suppose T(a,S) = F(atSr,aqSP). 

Then T(a,S) is a causal transfer function. Now, by Theorem (1.4) 

T(a,S) has a state space realization with dynamical equations 

2.12.a 

2.12.b 

p,r,q,t 
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and 

-q t P -r Since a .,. s Z, a = s Z equation (2.12.a) can be written 

as -q t 
S Z (x\h 

or 

t 
Z (x)kh 

i. e. 

2.13 

= + 

= + 

rh + pk ;:: 0 

th + qk ;::: 0 

Instead of the initial condition for (1.5) we now have the following 

x = 0 -rm,pm 

a tn,-qn - 0 n .,. 0,1,2, ••• 

See also figure 

Fig.l 
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Observe that, in order to compute the (local) state at (k,h), only the states 

in the shaded area have to be known. From this we can also see that the state 

can be evaluated in a recursive way and for every state a finite number of 

steps is necessary. 

Although the model is not a first order model, as is the case for causal 2-D 

systems, the recursive character is maintained. This, of course, is one of 

the most important features of any state space model. An advantage of the mo­

del is that there is a link with causal state space models through the trans­

formation in lemma (2.5). Therefore, properties of causal state space systems 

and causal I/O systems may oarry over to the weakly causal case and in fact 

do. However we will not be concerned with these aspects. The use of the pro"';' 

posed model will become clear when we are dealing with inversion of 2-D sys­

tems. 

Remark 

Because there are many r1ng isomorphisms transforming a weakly causal 1/0 

systems into a causal one we may not expect uniqueness results. 

The derived realization technique can also be applied to a class of NSHP 

filters. (Non Symmetric Half Plane filters). 

2. 14. Defini don 

An NSHP filter is an I/O system with support 1n an NSHP, i.e. a subset of 
2 ~ 

~ of the following kind 

{(k,h) I (k,h) E ~2, k > 0 or (k = 0 and h ~ O)} • 

For more details on NSHP filters we refer to [2J. Now, consider an NSHP fil­

ter with support in a set H where 
q 

H = {(k,h) I (k,h) E z2, k ~ 0, h ~ -qk for some positive integer q}. 
q 

It is olear that H is in fact a causality cone so that the above method can 
q 

be applied. 

Remark 

Al the above results can immediately be generalized to the multivariable case, 

We have chosen not to do so in this paper because in the sequel we will only 

be concerned with the scalar case. 

Remark 

B 11 ' f' , -1 -1 l' f y a oW1ng trans ormat10ns l1ke a = s ,S = z one can rea 1ze trans er 

functions having their support in a closed convex cone C containing another 

quadrant. C still has to satisfy C n (-C) = {O}. 
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3. INVERTIBILITY OF 2-D SYSTEMS 

We will now be concerned with the invertibility of weakly causal 2-D 

systems. To this end we consider the ring 8 t and we have p,r,q, 

3.1. Theorem 
... 

Suppose F(s,z) E § . Then 
p,r,q,t 

10. If F"'(s,z) has kl 1 . ~-1() th a wea y causa 1nverse~· s,z en 
"'-1 ... 
F (s,z) E S • p,r,q,t 

20. F(s,z) has a weakly causal inverse iff F 1 0 
0,0 

Proof 

§ t is isomorphic to 81 0 0 l' the isomorphism being the above p,r,q, ... , , , 
defined ~. Now ~(F)(a,S) is invertible iff FO,O 1 0 (see [8 ch VIIJ). 

From this 10 and 20 follow immediately. 0 

Consider (2.12) and suppose D = FOO 1 o. Then the inverse system is 

Theore~ (3.1) g1ves a positive result only if FO 0 f O. In that case a weak-, 
ly causal inverse exists. If this condition is not satisfied it is possible 

to introduce a generalized notion of inverse system (compare [3J, [4J). To 

this end we will now consider inverses with inherent delay (short w.i.d.). 

3.2. Definition 

Suppose F(s,z) is a weakly causal transfer function. Then a weakly 

causal transfer function G(s,z) is said to be an inverse with inherent 

delay (M,N) if 



Remark 

)0 There exists a causality cone C such that 
c 

20 G(s,z)F(s,z) = 1 
MN 

z s 
D 

2° is 'an immediate generalization of the I-D counterpart, while 1° is ne­

cessary because otherwise the product G(s,z)F(s,z) cannot be well defined. 

Compare also the last remark of this paper. 

Now we have (for ~ and ~ see (2.7), (2.6) respectively) 

3.3. Theorem 
~ A 

Suppose F(s,z) is a weakly causal transfer function and 9(F)(a,S) - T(a,S) 

is a causal transfer function. If U(a,/3) is a weakly causal inverse 
-) of T(a,S) w.i.d. (M',N'), then ~ (U)(s,z) is a weakly causal inverse 

fF( ) 'd -1(, ') o S,Z W.L •• ~ M,N • 

Proof 

Suppose U(a,t3)T(a,t3) = Mf Nt then 
t3 a 

-1 1 -1 -1 
~ (U.T)(s,z) =:M:N or ~ (U)(s,z)t (T)(s,z) 

z s 

where (M,N) = ~-l(Mt,Nt). 

1 
=-MN 

z s 

By the above theorem it is clear that we can restrict ourselves to 

causal transfer functions. Now, one might expect (as in the I-D case) 

every causal transfer function to have a causal inverse w.i.d. However 

this is not the case. A condition for this to be true is as follows. 

3.4. Theorem 
... 

Suppose F(s,z) is a causal transfer function, so that 

D 

... PO(s) + Pl(s)z + + P (s)zm 
F(s,z) - _______________________ m~ _____ ,p (s) 1 0, q (s) is monic and 1 0, 

( n m n 
qo s) + ql(s)z + + qn(s)z 

where n ~ m and des (q (s) ~ des (q.(s» s n s L 
i = O, ••• ,n-I, 

des (q (s» ~ des (p.(s» j = O, ••• ,m. 
s n s J 

Then F(s,z) has a causal inverse w.i.d. iff 

des (p (s» ~ des (p.(s» 
s m s J 

j - O, ••• ,m-I. 
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Proof 

Let M = n-m and N = deg (q (s» - deg (p (s». Then F(s,z) zMsN is s n sm 
invertible and the inverse is causal. Therefore F(s,z) has a causal 

inverse w.i.d. (M,N). 

The "only if" part is also clear. o 

Observe that for every (M1,N 1) such that MI ~ M and Nl ~ N there 

exists a causal transfer function which can serve as an inverse w.i.d. 

(M1,N 1). Furthermore the inverse w.i.d. (M,N) is invertible without delay. 

By theorem (3.4) not every causal transfer function has a causal inverse 

w.i.d. but in the next we will show that every causal transfer function 

does have a weakly causal inverse w.i.d., which is invertible without 
delay. This again demonstrates that the concept of weakly causal I/O systems 

is useful and therefore also the state space model (2.13). 

Suppose F(s,z) is a causal transfer function. Let SF C Q} be its support 

d · + and ef1ne conv SF by 

+ conv SF = conv SF + Q} 

where conv SF denotes the convex hull of SF (the intersection of all 

convex sets containing SF)' 

Furthermore, let (M,N) be an ext~emal point of conv+sF (a point such 

that conv+SF\(M,N) is still convex). Then it is clear that (M,N) E SF 

(see also [11 ch VIII]). 
"( "() M N • f f . Furthermore, H s,z) = F s,z z S 1S a weakly causal trans er unct10n 

and HO,O ~ ~. Hence,by theorem (3.1),H(s,z) has a weakly causal inverse. 

Therefore, F(s,z) has a weakly causal inverse w.i.d. (M,N), which 
,..-1 

itself is invertible, namely H (s,z). 

Summarizing we have 

3.5. Theorem 

Suppose F(s,z) is 
+ point of conv SF 

is an invertible 

a causal transfer function. Let (M,N) be an extremal 

then there exists an inverse w.i.d. (M,N) which itself 

(without delay) weakly causal transfer function. 0 

Some geometrical insight is provided by figure 2. 



Fig.2 
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'" ...... ....... 

The shaded area denotes conv+s
F

, the dotted lines correspond to a possible 

shifted cone giving rise to the required causality cone. 

The idea in the above theorem is the following. Look for a point (M,N) in 

SF such that there exists a causality cone (a closed convex cone satisfying 

(2.3) will also suffice because of lemma (2.5» with the property that if 

we shift it in a way such that the origin (0,0) becomes (M,N) the support SF 

~s still contained in the shifted causality cone. Then (M,N) is a possible 

candidate for the inherent delay. Furthermore this holds for all the extremal 
+ points of conv SF' 

Remark 

The extremal points of conv+s
F 

are the analogues of the minimal delay 

in the I-D case because they give rise to inverse transfer functions 

which are invertible without delay. 

In the I-D case every delay larger then the minimal delay may serve 

as an inherent delay for some inverse (then this inverse is not 

invertible without delay). Because of the lack of a natural order in 

the 2-D case an inverse with minimal delay is not well defined. Therefore 

we will characterize all the possible delays corresponding to weakly 

causal inverses of some causal transfer function. The construction of possi­

ble inverses with inherent delay will be based on theorem (3.5) which is con­

cerned with inverses w.i.d. which are invertible themselves. The following 

theorem enables us to construct more inverses w.i.d. whenever one inverse 
+ 

w.i.d. (which is itself invertible) based on an extremal point of COrry SF 

is known. 

3.6. Theorem 

Suppose G(s,z) is a weakly causal invertible transfer function. Let 

SG c C where C is a closed convex cone satisfying (2.3). 

Let (M,N) E ~2 \ (-C). Then G~SNz) is a weakly causal transfer function. 
z s -" / - , 
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Proof 

If G(s,z) is invertible then GO 0 "f 0, This means that for every (M,N) E:71
2
\(-C) , 

there exists a causality cone such that if we shift it to (M,N) it still con-
A M N 

tains SG' Therefore G(s,z)/z s is weakly causal. The second assertion follows 

from GO 0 "f O. 0 , ,." 

Now consider a causal transfer function F(s,z). 

Let M and N denote the sets: 

3.7 

- -

M = {M 

N = {N 

+ (M,N) E conY SF for some integer N} 

+ (M,N) E cony SF for some integer M} 

Let M, N be defined by 

3.8 M = min M N = min N 

NEN 

We can now characterize the set of possible inherent delays corresponding 

to some causal transfer function. 

3.9. Theorem 
.... 

Suppose F(s,z) is a causal transfer function. Let M, N be defined 

as in (3.8). Then we have 

1°. If M > M or N > N there exists a weakly causal inverse 

SM,N(s,z) w.i.d. (i,N). 

If M S M and N S Nand (M,N) r (M,N) there does not 

exist a weakly causal inverse w.i.d. 

2°. 
.... 

(M,N) is GM,N(s,z) is invertible (without delay) iff 

l' + an extrema p01nt of cony SF' . 

3°. ... 
(M,N) + 

GM,N(s,z) is causal iff E cony SF and M ~ M, N ;:: 

Proof 

Applying theorem 
.... M N 

(3.6) to F(s,z)z s ,for every extremal point (M,N) 

N. 

f 
+ . o cony SF,gl.ves o 0 the proof of 1 • The proof of 2 follows from theorem 

(3.5). The proof of 30 follows from theorem (3.4). 0 

Example 

Suppose, we have a causal I/O system with transfer function 
... s+z ... 
F(s,z) = 2 • Observe that F(s,z) does not s.atisfy the 

-sz+(s-l)z 

conditions of theorem (3.4) so that F(s,z) does not have a causal 
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inverse. 

Now consider figure 3. 

5-2 

5-1 

Fig.3 

-. .. 

conv+sF is the double shaded area, (M,N) = (1,0). The extremal points 
+ of conv SF are (2,0) and (1,1). By theorem (3.9) there exists a weakly 

causal inverse w.i.d. (0,1). 

Indeed if we take GO,I(s,z) = 
2 -sz+(s-l)z 

2 then GO,I(s,z). F(s,z) = -
sz+s s 

... 
and GO,-I (s,z) is weakly causal, for if we substitute (see lemma 2.11) 

s = aS
2 

, z = 13 

2 ... 2 
Then GO, 1 (as ,13) = _-_a~S_+~~~S~2---I_Which is a causal transfer function. 

as+a 13 

By theorem (3.9), there exists a weakly causal inverse w.i.d. (1.1) 

which is invertible itself without delay. The weakly causal inverse 

w.i.d. (1,1) is 

... 
G1,1(s,z) 

... 

-s+(s-I)z 
= -.......;---:::---

2 sz+s 

GI,I(s,z) is weakly causal, for if we substitute 
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s ... a , z = a8 

~ -l+(a-l)S 
then G

1 
1 (a,aS) ... S"" which is causal and invertible. The shaded , a+a 

area in fig. 3 denotes the causality cone of Gl ,l(s,z), 

Let T(a,8) ... G
1
,1(a,a8). Now T(a,S) can be state space realized as 

follows 

S(X)kh -I ° ~k ... + Ykh 
a(a)kh ° ° ~h 

~h 
... 

H I -IJ~~ + Ykh 

and we obtain a state space realization of G1,1(s,z) analogous to (2.13) 

~+l,h ... -~,h+l + Yk,b+l k=O,l, ••• 

ak,h+l = h = -k,-k+t, ••• 

and ~h = ~+l,h+l because of the inherent delay 

XO,h'" 0, ak,-k = 0,11 = 0,1, ••• k=O,l, ••• 

Observe that SF c Q1 c SG • At first stage Ykh is defined for 
1 , t 

(k,h) E Q
1

, We have to add zero's in the sense that Y
kh 

... ° for 

(k,h) € SG \ Qt " 
1 , t 

Remark 
... 

In an expression like y(s,z) = F(s,z)ij(s,z) the product is only 

defined in the case where y(s,z), F(s,z), u(s,z) have their support 

in the same causality cone (belong to the same ring). 
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An example of what may happen is the following 

Suppose 

... 
F (s, z) 

u(s,z) 

lIz z2 
=--=-+-+-+ s-z S 2 3 

s s 

1 I s s2 
=-=---+--s+z Z 2 3 z z 

Here the product of the two formal power series can not be well defined 
whereas I -1... = --.._1...."... 

s-z s+z 2 2' 
s -z 
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4. CONCLUS IONS 

In this paper we introduced a state space realization for the so called 

weakly causal I/O systems (weakly causal transfer functions). It has 

been shown that this considerably enlarges the class of realizable 

transfer functions. Furthermore it was shown that a class of NSHP 

filters can be state space realized using this method. In the latter part 

we introduced inverse 2-D systems and a generalization of the concept 

"inherent delay". We showed that the state space realization, obtained 

in the first part, could be used for inverse systems with inherent 

delay and that, in general, a causal 2-D system cannot have a causal 

inverse (even with inherent delay). State space realization of a 

multivariable weakly causal 2-D system can be handled in a completely 

analogous way (see [1J). Although we described the 2-D case, the results 

of this paper can also be derived for the multidimensional case. 

The transformation of a weakly causal I/O system,to obtain a causal one, can 

be seen as a unimodular transformation of an integer lattice (compare [14J). 

This observation (made by one of the reviewers) may be useful if one is in­

terested in further generalization. 



- 21 -

REFERENCES 

[IJ R, Eising, Realization and Stabilization of 2-D systems; to appear 

in IEEE Trans. Automat. Control Vol. AC - 23 no. 5. oct. 1978. 

[2J M. Ekstrom and J.W. Woods, Two dimensional Spectral Factorization 

with Applications in Recursive Digital Filtering; IEEE Trans. 

Acoustics, Speech, Signal Proces. Vol. ASSP - 24, no. 2. 

pp. 115-128, april 1976. 

[3J R.W. Brockett, Poles Zero's and Feedback: State Space Interpretation; 

IEEE Trans. Automat. Control Vol. AC-I0. no. 2. pp. 129-135, 

april 1965. 

[4J J.L. Massey and M.K. Sain, Inverses of Linear Sequential Circuits; 

IEEE Trans. Compo Vol. C-13. no-2 pp. 330-337, april 1968. 

[5J L.M. Silverman, Inversion of Multivariable Linear Systems; IEEE 

Trans. Automat. Control. Vol. AC-14. no. 3, pp. 270-276, 

june 1969. 

[6J R.E. Mullans and D.L. Elliott, Linear Systems on Partially 

Ordered Time Sets; Proc. 1973 IEEE Decision and Control Conf. 

pp. 334-337. 

[7J J.W. Woods, Markov Image Modeling; Proc. 1976 IEEE Decision and 

Control Conf. pp. 596-600. 

[8J O. Zariski and P. Samuel, Commutative Algebra; v. Nostrand 1960. 

[9J B.A. Fuks, Analytic Functions of Several Complex Variables; 

Translations of Math. Monographs A.M.S. 1963. 

[10J R~E. Seviora, Causality and Stability in Two-Dimensional Digital 

Filtering; Proc. 1973 Asilomar Conf. Monterrey Calif. pp. 285-289. 

[11J C. Berge, Topological Spaces;Oliver & Boyd 1963. 

[12J M.M. Sondhi, Image Restoration: The Removal of Spatially Invariant 

Degradations; Proc. IEEE. Vol. 60, no. 7, pp. 842-853, July 1972. 

[13J B.R. Hunt, Digital Image Processing; Proc. IEEE. Vol. 63, no. 4, 

pp. 693-708, April 1975. 

[14J C.G. Lekkerkerker, Geometry of Numbers; Wolters-Noordhoff and North­

Holland, 1969. 


