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Abstract. Software security is a matter of major concern for software
development enterprises that wish to deliver highly secure software prod-
ucts to their customers. Static analysis is considered one of the most
effective mechanisms for adding security to software products. The mul-
titude of static analysis tools that are available provide a large number of
raw results that may contain security-relevant information, which may be
useful for the production of secure software. Several mechanisms that can
facilitate the production of both secure and reliable software applications
have been proposed over the years. In this paper, two such mechanisms,
particularly the vulnerability prediction models (VPMs) and the opti-
mum checkpoint recommendation (OCR) mechanisms, are theoretically
examined, while their potential improvement by using static analysis is
also investigated. In particular, we review the most significant contribu-
tions regarding these mechanisms, identify their most important open
issues, and propose directions for future research, emphasizing on the
potential adoption of static analysis for addressing the identified open
issues. Hence, this paper can act as a reference for researchers that wish
to contribute in these subfields, in order to gain solid understanding of
the existing solutions and their open issues that require further research.
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1 Introduction

Software security is usually considered an afterthought in the software develop-
ment lifecycle (SDLC). It is normally added after the implementation of software
products chiefly by using mechanisms aiming to prevent malicious individuals
from exploiting existing vulnerabilities (e.g. intrusion detection systems). How-
ever, the increasing number of the security incidents reported annually indicates
the inability of these mechanisms to fully protect the software products against
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attacks [1,2]. To this end, software houses have shifted their focus towards build-
ing software products that are highly secure (i.e. as vulnerability-free as possible)
from the ground up.

A software vulnerability is a weakness in the specification, development, or
configuration of software such that its exploitation can violate a security pol-
icy [3]. Most of the software vulnerabilities stem from a small number of common
programming errors [4]. These errors are introduced by the developers during
the coding phase, mainly due to their lack of security expertise [5], or due to the
accelerated production cycles [6]. However, it is unrealistic to expect from them
to remember thousands of security-related bug patterns and bad practices that
they should avoid. As a result, efficient tools are required to help them avoid the
introduction of such security bugs, and therefore write more secure code [7,8].

Automatic static analysis (ASA) tools have been proven effective in uncover-
ing security-related bugs early enough in the software development process [4].
Their main characteristic is that they are applied directly to the source or com-
piled code of the system, without requiring its execution [5]. However, since their
results comprise long lists of raw warnings (i.e. alerts) or absolute values of soft-
ware metrics, they do not provide real insight to the stakeholders of the software
products. In fact, a great number of ASA tools have been proposed over the years
providing a huge volume of such raw data, which may contain security-relevant
information that may be useful for secure software development. Hence, appro-
priate knowledge extraction tools are needed on top of the raw results produced
by ASA tools for facilitating the production of secure software.

To this end, the outputs of ASA tools have recently started being used for
vulnerability prediction. In fact, recent studies have highlighted the ability of
ASA tools to predict software components that contain vulnerabilities (i.e. vul-
nerable components) [9,10]. The prediction outcome may provide useful insights
to project managers about where to focus their testing efforts. However, none of
the already proposed vulnerability prediction models (VPMs), especially those
that are not based on static analysis, managed to achieve a satisfactory trade-off
among accuracy, practicality and performance [10]. The accuracy of the existing
VPMs in cross-project prediction is also observed to be poor. In addition to this,
static analysis results can be used to facilitate the development of software prod-
ucts that are fault tolerant, and therefore reliable, from the beginning, since they
can be used in order to highlight expensive loops and fault-prone components
prior of which application-level checkpoints should be inserted. Although sev-
eral mechanisms have been proposed for assisting developers in the selection and
insertion of application-level checkpoints (e.g. [11,12])), they failed to provide
complete recommendations, while the required development effort is high.

To sum up, we can state that the current trend in the field of Software Security
is the development of knowledge-discovery mechanisms for the intelligent process-
ing of the results produced by ASA tools to support the secure software develop-
ment. A thorough literature review led us to the conclusion that the exploitation
of the raw results produced by ASA tools in order to conduct (i) prediction of
vulnerable software components, and (ii) optimum checkpoint recommendation
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constitute two interesting subfields with potential positive impact on the produc-
tion of secure and reliable software products. To this end, the purpose of this paper
is to review the most significant attempts in each one of the aforementioned sub-
fields, identify existing open issues of high interest, and potentially propose direc-
tion for future research, emphasizing on how these mechanisms may leverage from
static analysis. Hence, this paper can act as a reference for researchers that wish
to contribute in these subfields, in order to gain a solid understanding of exist-
ing solutions and identify open issues that require further research. All these are
presented in detail in the rest of the paper.

2 Literature Review

2.1 Vulnerability Prediction Modeling

Vulnerability prediction modeling is a subfield of software security, aiming to
predict software components that are likely to contain vulnerabilities (i.e. vul-
nerable components). Vulnerability prediction models (VPMs) are normally built
based on machine learning techniques that use software attributes as input, to
discriminate between vulnerable and neutral components. These models can be
used for prioritizing testing and inspection efforts, by allocating limited test
resources to potentially vulnerable parts. Although it is a relatively new area
of research, a great number of VPMs has already been proposed in the related
literature. As stated in [9], the main VPMs that can be found in the literature
utilize software metrics [13–22], text mining [23–28], and security-related static
analysis alerts [10,29–32] to predict vulnerabilities. These types of VPMs are
analyzed in the rest of this section.

Software Metrics. Shin and Williams [13,14] were the first to investigate the
ability of software metrics, particularly complexity metrics, to predict vulnera-
bilities in software products. Several regression models were built based on dif-
ferent subsets of the studied metrics in order to discriminate between vulnerable
and non-vulnerable (i.e. neutral) functions. The results of their analysis (which
was based on Mozilla JavaScript Engine) suggest that complexity metrics can
be used only as weak indicators of software vulnerabilities. Based on the same
code base, Nguyen and Tran [15] evaluated the ability of semantic complexity in
vulnerability prediction. The models which were built using semantic complex-
ity demonstrated on average a better predictive performance compared to the
best models of [14]. In [16] an empirical study conducted on Mozilla Firefox and
Whiteshark revealed the ability of execution complexity metrics (i.e. complexity
metrics that are collected during the code execution) to discriminate between
vulnerable and neutral functions. In particular, VPMs built on these features
were found to predict vulnerability-prone functions with similar prediction per-
formance to commonly used statically collected complexity metrics, but with
lower inspection effort.

The main purpose of the previous studies was to empirically evaluate the
experts’ opinion that software complexity is the enemy of software security. The
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weak relationship that was generally observed between complexity and vulnera-
bilities led to the need for incorporating additional metrics in vulnerability pre-
diction. Towards this end, Chowdhury and Zulkernine [17], based on 52 releases
of Mozilla Firefox, highlighted the ability of complexity, coupling, and cohe-
sion (CCC) metrics to indicate the existence of vulnerabilities in software files.
Based on this observation, the same authors proposed a framework for the auto-
matic prediction of vulnerable files based on CCC metrics [18]. The VPMs that
were built demonstrated a high accuracy and tolerable false positive rate. Shin
et al. [19] examined the ability of complexity, code churn, and developer activity
to discriminate between vulnerable and neutral files in two widely-used software
products, namely Mozilla Firefox and Red Hat Linux Kernel. The results of the
analysis suggest that the selected metrics may be used as sufficient indicators of
vulnerabilities in software files, while those retrieved from software history may
be stronger indicators than the commonly-used complexity measurements.

Moshtari et al. [20], contrary to previous studies, examined and highlighted
the ability of software complexity to predict vulnerabilities between software
products (i.e. cross-project prediction), based on 5 open-source software prod-
ucts, namely Mozilla Firefox, Linux Kernel, Apache Tomcat, Eclipse, and Open
SCADA. Similarly, in a recent study [21], the predictive power of complexity
and coupling in cross-project prediction was compared. The results revealed
that complexity metrics had better predictive power than coupling metrics in
cross-project prediction, while the combination of traditional complexity mea-
surements with a newly proposed set of coupling metrics led to an improvement
in the recall of the best complexity-based VPM that was built in this work.

Text Mining. Apart from software metrics that have received much atten-
tion in the field of vulnerability prediction, VPMs using text mining have also
demonstrated highly promising results. In this approach, the source code of the
software artifacts is parsed and represented as a set of tokens (i.e. keywords).
Subsequently, these tokens are intuitively combined and used to train vulnerabil-
ity predictors. Neuhaus et al. [23] were the first to adopt a form of text mining for
vulnerability prediction. They proposed Vulture, a VPM that predicts vulnera-
bilities in software components based on their import statements and function
calls, which are parsed from their source code. An empirical evaluation of the
model on Mozilla Firefox and Thunderbird, revealed that the proposed VPM
was able to predict half of all the existing vulnerable components, and about
one third of all the predictions were correct. Vulture is also the first known
VPM that can be found in the related literature.

A more complete text mining-based prediction approach was introduced by
Hovsepyan et al. [24]. According to their technique, each software component is
characterized as a series of text terms extracted from their source code along
with their associated frequencies, which are then used to forecast whether each
component is likely to contain vulnerabilities. An empirical evaluation on 19
versions of a large-scale Android application, revealed that their technique may
be promising for vulnerability prediction, as the produced predictors achieved
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sufficient precision (85% on average) and recall (87% on average). Based on
these preliminary results, the same authors conducted a more elaborate empirical
study to investigate the validity of their approach [25]. In particular, several
VPMs using Näıve Bayes and Random Forest algorithms were constructed and
evaluated on a code base of 20 large-scale Android applications. The evaluation
results revealed that the predictive power of the proposed models is equal or even
superior to what is achieved by state-of-the-art VPMs, which indicates that text
mining can be used for the construction of satisfactory VPMs. However, the
produced models performed poorly in cross-project prediction, which can be
explained by the fact that their predictions are based on text terms, which are
highly project-specific features.

Pang et al. [26] proposed an improvement of the aforementioned tech-
nique [24,25], by employing N-Gram analysis. According to their proposal, con-
tinuous sequences of tokens should be used instead of raw text features for
predicting vulnerable components. An empirical evaluation based on 4 android
applications (retrieved from the same code base with [25]), revealed that SVM
predictors built based on N-Gram technique were able to predict vulnerable com-
ponents with high accuracy, precision and recall. In a recent replication of their
study [27], the same authors observed that the adoption of deep neural networks
instead of SVM, can also lead to VPMs with highly satisfactory predictive per-
formance. Despite their promising results, these techniques are too expensive in
terms of memory and execution time, due to the nature of their features (i.e.
long sequences of text terms), which restricts their practicality.

In [28] a sophisticated two-tier composite approach called VULPREDICTOR
was proposed to predict vulnerable files. VULPREDICTOR [28] analyzes text
features along with software metrics and is built on top of an ensemble of classi-
fiers. VULPREDICTOR outperforms the state-of-the-art approaches proposed
by Walden et al. [33], which use either software metrics or text features for
vulnerability prediction, but not both. This indicates that the combination of
software metrics with text mining may be promising for vulnerability prediction.

Static Analysis. Limited attempts can be also found in the related litera-
ture regarding the ability of security-related static analysis alerts to predict the
existence of vulnerabilities. The idea of using static analysis alerts for the iden-
tification of attack- or vulnerability-prone software components was inspired by
Gegick and Williams [29]. Based on this concept Gegick et al. [30] constructed
several VPMs using ASA alerts density, code churn, and lines of code as inputs,
while different combinations of these features were also considered. Recursive
partitioning and logistic regression was employed for the construction of these
models. An empirical evaluation of the produced VPMs on a large commercial
telecommunication software system revealed that the model based on ASA alerts
density and code churn was the best predictor, being able to detect 100% of the
attack-prone components, with 8% false positive rate (FPR). This indicates that
ASA alerts can be used effectively for vulnerability prediction, while their com-
bination with other vulnerability indicators (e.g. software metrics) may also be
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promising. In [31] a replication of the work presented in [30] on a different code
base (i.e. a large Cisco software system) led to different observations. In fact,
the FPR of the produced model was found to be higher, which suggests that
the selection of the code base may influence the predictive performance of the
produced models.

Moreover, several recent studies have highlighted the need for refining exist-
ing VPMs by using security-specific metrics and ASA alerts as inputs in order
to improve their accuracy [32]. To this end, Yang et al. [10] proposed a novel
VPM that uses security-specific warnings produced by an ASA tool to predict
vulnerable components. The evaluation results revealed that the proposed app-
roach may lead to an improvement of up to 5% in terms of accuracy compared to
the state-of-the-art models proposed in [33]. This suggests that the adoption of
security-specific warnings, and especially their combination with software met-
rics, may be beneficial for the production of accurate VPMs.

Comparison of Existing Models. Finally, different empirical studies have
shown that text mining-based models exhibit better predictive performance in
comparison to other state-of-the-art techniques [9,33,34]. However, they perform
poorly in cross-project prediction, which indicates that they are highly project-
specific [33], while excessive amount of time and memory is required for their
construction and regular application [9,34]. Hence, VPMs that use software met-
rics (such as complexity, code churns etc.) and density of ASA alerts may be a
more viable solution in practice [34], as they are less expensive to build and
apply [34], and they perform slightly better in cross-project prediction [33]. This
highly suggests that the adoption of security-related ASA alerts and statically
collected software metrics may be a promising approach for the construction
of more accurate, as well as practical VPMs. Hence, future research attempts
should focus towards this direction.

Open Issues and Contributions. Despite the multitude of VPMs that have
been already proposed over the years, there are still many open issues that
require further investigation. First of all, none of the already proposed techniques
managed to achieve a satisfactory trade-off among accuracy, practicality and
performance [10]. Accurate VPMs usually provide predictions at the binary level
(i.e. file or component level), which is impractical in terms of inspection time, as
binaries normally contain hundreds of source files [32]. More practical VPMs that
provide predictions at the source code level are usually inaccurate [10] or they
produce a large number of false positives (i.e. clean files wrongly predicted to
be vulnerable), which renders the inspection process time-consuming and effort-
demanding. On the contrary, models that are both accurate and practical, such
as text mining-based VPMs [25], are highly expensive to build and apply [25,34].
Thus, a model able to achieve a sufficient compensation among the previously
mentioned factors is necessary.

Another issue is that the datasets used in the literature for the deriva-
tion of VPMs are constructed based chiefly on reported vulnerabilities of real
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products. However, not all of the vulnerabilities that a product contains are
always reported, and therefore many components that are considered clean in
the dataset may in fact be vulnerable. Moreover, the number of vulnerable files
that a software product includes is often too small [35], leading to highly imbal-
anced datasets, which influence significantly the accuracy of the produced pre-
dictors [32]. The usage of a highly balanced and sound dataset is expected to
improve the accuracy of the produced VPMs. For this purpose, well-known vul-
nerability code bases like the Juliet suite [36] can be used for the construction
of such a dataset.

The last issue is that the existing VPMs perform poorly in cross-project
prediction [10]. This is normally due to the fact that they are based on project-
specific features for providing their predictions. For instance, as stated previ-
ously, text mining VPMs [25] base their prediction on the frequencies of specific
text features (i.e. keywords) extracted from the source code of software products,
which makes them highly project-specific [33,34]. The usage of security-related
software metrics and alerts produced by ASA tools are expected to lead to more
generic VPMs (i.e. models with sufficient cross-project performance), as these
factors can catch more high-level and abstract attributes of software products.

To sum up, an interesting topic would be to investigate whether the combi-
nation of security-specific static analysis alerts and statically collected software
metrics, along with the usage of a highly balanced and sound dataset, may lead
to a VPM that achieves an acceptable trade-off among accuracy, practicality and
performance. Another topic that worths examination is whether such a model
demonstrates sufficient prediction performance in cross-project prediction.

2.2 Optimum Checkpoint Recommendation

As will be discussed in the present section, the application-level checkpoint and
restart (ALCR) mechanism is the most effective mechanism for building software
applications that are fault tolerant from the beginning [37–39]. However, since
it is based on the deliberate insertion of checkpoints into the source code, it
requires significant expertise and development effort. Early work has considered
the start of an execution block in block-structured programs [40] as a natural
point to insert checkpoints.

On the otherhand, the optimum checkpoint recommendation (OCR) corre-
sponds to the selection of the optimum source code locations where application-
level checkpoints should be inserted, as well as of the optimum checkpointing
frequency in case of repetitive processes (e.g. loops). This mechanism is highly
useful during the SDLC as it helps developers make informed decisions regarding
the optimum placement of the checkpoints, leading to more fault-tolerant and,
thus, reliable software applications. In addition, by allowing the automatic inser-
tion of the recommended checkpoints the development effort associated with the
ALCR mechanism is reduced, and the developers’ productivity remains almost
unaffected. In the following sections, the related literature along with the fun-
damental background concepts of the overall field is provided.
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Transaction-Oriented Systems and Optimum Checkpoint Interval.
Checkpoint and rollback/recovery is one of the most widely-used mechanisms for
adding fault tolerance to software applications [37–39]. It was originally devel-
oped for enhancing the reliability of transaction-oriented computer systems (e.g.
database or file systems), which are responsible for the sequential processing
of incoming transactions [41]. If no fault tolerance mechanism is adopted by
these systems, all the transactions need to be re-executed in case of a failure,
leading to significant performance burden. According to the checkpoint and roll-
back/recovery scheme, at predetermined instants of times (i.e. intervals), a snap-
shot (i.e. a secure valid copy) of all the data that have been successfully processed
so far is taken and stored in an area that cannot be affected by failures (e.g. a
secondary file system) [41–43]. This stored snapshot is called checkpoint [41–43].
In case of a failure, a rollback/recovery is performed, during which the contents
of the checkpoint are copied from the secondary memory to the main memory
of the system [44] and all the transactions since the most recent checkpoint are
re-executed [41–43]. By using this scheme, the number of transactions that need
to be re-executed is significantly reduced.

The major challenge of such systems is the selection of the optimum check-
point interval (OCI), that is, the time interval between two successive check-
points that maximizes the system availability [41,43,44]. The term availability
corresponds to the probability that the system is available for processing transac-
tions [44,45]. Hence, the vast majority of the research attempts in this field have
focused chiefly on the selection of the optimum checkpoint interval (e.g. [44–46]),
as well as on the impact that the checkpoint interval may have on other qualities
of transaction-oriented systems (e.g. [41,43]). The first attempt for determining
the OCI was conducted by Young [46], who attempted to compute the optimum
time interval between two successive checkpoints so as to achieve a satisfactory
trade-off between the time required for the establishment of a checkpoint, and
the time required for the system to recover from a failure. The author proposed a
simple yet practical formula for the calculation of the OCI, in which the optimum
interval depends on the mean time to failures, as well as on the time required
for the creation of a checkpoint.

The selection of the OCI is crucial, as the cost of checkpointing is observed
to be high if the checkpoints are frequent [47]. Based on this observation, in [41]
the author investigated the impact that the selection of the OCI may have on the
system performance. The results of the analysis revealed that the optimum value
of the interval between two successive checkpoints that maximizes the system
availability, does not optimize its performance as well. Therefore, the OCI should
be calculated in a way that a sufficient compensation between the contradictory
factors of availability and performance is achieved. Another important parameter
of transaction-oriented systems is their response time. Hence, in [43] the authors
examined the impact that the selection of the checkpoint interval may have
on the availability and the response time of transaction-oriented systems. The
results of their analysis revealed that the average response time depends highly
on the checkpoint interval, and that the interval that minimizes the average



150 M. Siavvas et al.

response time is considerably different from the one that maximizes the system
availability (i.e. the OCI). The authors also proposed a mathematical model
for representing transaction-oriented systems that utilize the checkpoint and
rollback/recovery mechanism. This model can be used both for the calculation of
the OCI and for the estimation of its impact on important performance measures.

In [44] Gelenbe et al. proved that the checkpoint interval should be determin-
istic in order to maximize the system availability, and that the OCI is a function
of the system load. Based on these observations, the authors proposed a new for-
mula for the calculation of the OCI that also considers the system load among
other parameters. In [45] the same authors, in an attempt to further enhance
the completeness of the OCI calculation, proposed a formula that takes time
dependence into account. In particular, they showed that the OCI is a function
of (i) the system load and (ii) the time-dependent failure rate. The results of
their analysis also highlighted that the checkpoint interval should be determin-
istic in order to maximize the availability of the system, further supporting their
previous observation [44].

Finally, Gelenbe et al. [47,48] proposed a new fault tolerant mechanism,
called failure (or virus) tests, which can be used in conjunction to the traditional
checkpoint rollback/recovery technique for further enhancing the reliability of
transaction-oriented systems. According to their newly proposed approach, the
data and the transaction trail of the system are periodically checked for errors
and inconsistencies. If at least one error (or inconsistency) is detected, the system
is forced to go through a recovery as if a failure occurred. The authors also
proposed a method for the calculation of the OCI, as well as the optimum interval
between two successive failure tests that maximizes the system availability.

Long-Running Software Applications. Although the idea of the checkpoint
and rollback/recovery has been initially proposed for transaction-oriented sys-
tems, it has been also found promising for enhancing the reliability of long-
running software applications [49,50]. Long-running software applications are
considerably more complex compared to the transaction-oriented systems, since
even the most simple software programs consist of a tremendous number of exe-
cution states [51]. Therefore, periodically saving only the successfully processed
data of a software application is not enough for ensuring its reliability. On the
contrary, a “safe copy” (i.e. a checkpoint) of the overall execution state of the
application should be taken and saved in a secondary file system that cannot
be tampered by failures [37,52]. This safe state can be used for recovering the
execution of the program in case of a failure.

It should be noted that the majority of software failures are caused by design
and implementation errors [51]. However, due to the high complexity of modern
software products, it is impossible to guarantee their correctness, even with the
most exhaustive validation and verification. Hence, since software applications
are inevitably bundled with such issues, effective fault tolerance mechanisms
are required to enhance their reliability [51,53]. Several rollback/recovery-based
fault tolerance mechanisms have been proposed over the years for enhancing
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the reliability of long-running software applications, including: (i) the Recovery
Block (RB) scheme [51], (ii) the N-Version Programming (NVP) [54], and (iii)
the Checkpoint and Restart (CR) [50] technique.

Despite their benefits in enhancing the reliability of software applications,
NVP and RB approaches are characterized by high development costs, since
they require the division of the source code into individual blocks and the def-
inition of alternative implementations for each one of these blocks. Therefore,
due to these high development costs, as well as to the significant overheads they
introduce, their adoption is restricted to very critical applications (e.g. safety-
critical applications), in which the reliability is the most important factor [55].

Checkpoint and Restart (CR) is a fault tolerance mechanism widely used for
enhancing the reliability of long-running software applications [38,39,50], since it
introduces significantly less overheads and development costs, compared to the
aforementioned rollback/recovery fault tolerance mechanisms (e.g. [51,54]). A
CR mechanism is responsible for keeping a “safe copy” of the current execution
state of the software application, and use this “safe copy” for restoring the
application in case of a failure. According to [39], three types of CR exist, which
are (i) the system-level CR, (ii) the library-level CR, and (iii) the application-
level CR, each one of them having its own strengths and shortcomings.

Both system- and library-level CR techniques are reactive approaches for
adding fault tolerance, since they allow checkpointing of software applications
without requiring any modification to their source code. However, their major
shortcoming is that they create checkpoints with large memory footprints, as
the entire execution state of the application and the operating system processes
is saved, which inevitably contains redundant information. Two representative
examples of system- and library-level CR tools are BLCR [56] and DMTCP [57]
respectively.

When the CR is built within the application itself, it is called application-
level CR (ALCR) [39,58]. Unlike its counterparts, it necessitates changes to the
source code of the applications in order to define (i) the locations of the check-
points, (ii) the checkpointing frequency, and (iii) the data that should be check-
pointed. Although it requires significant development effort, it is considered the
most effective CR approach [37–39], as it allows the creation of checkpoints with
smaller memory footprints, since the minimum amount of information required
for restoring the application state is essentially saved. A great number of tools
for implementing ALCR in software applications can be found in the related
literature [58]. A more detailed description and comparison of these types of CR
can be found in [50,58].

Several CR tools and libraries are available for ensuring the reliability of
single-process software applications, including the well-known: BLCR [56], and
Condor [11]. However, the CR approach has recently become an attractive area of
research due to our increasing reliance on long-running multi-process HPC appli-
cations. Such applications are characterized by expensive and time-consuming
computations, and therefore excessive re-computation should be avoided in case
of a failure [37]. For these applications, a distributed CR scheme should be
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employed, in which the checkpoints of the individual processes that constitute
the parallel job should be effectively combined in order to create consistent
recovery states of the overall parallel application.

The most common approach for incorporating the CR mechanism into the
HPC applications is by integrating it into libraries that are required for the imple-
mentation of such applications, like OpenMPI (e.g. [59]), OpenCL (e.g. [12]), and
OpenMP (e.g. [37,52]). For instance, in [59] the authors extended the OpenMPI
library, which is commonly used by HPC applications, in order to support the CR
fault tolerance mechanism. Contrary to previous fault tolerant MPI implementa-
tions that were characterized by complicated and difficult to use interfaces [49],
the proposed implementation manages to automate the process of construct-
ing the global checkpoint of the parallel application, increasing in that way its
usability. In [12], the authors proposed CheCL, a tool for incorporating CR into
OpenCL applications, since common CR libraries fail to checkpoint processes
that use OpenCL. The main advantage of CheCL is that it does not require the
modification of the application source code. Instead, the proposed tool monitors
the execution of the software application and all the API calls are forwarded to
an API proxy, which stores all the information required for restoring OpenCL
objects. The application, which is decoupled from OpenCL calls, is then check-
pointed using the BLCR [56] CR library.

As already mentioned, ALCR is the most effective CR mechanism as it
incurs minimum overhead compared to its counterparts, but it requires signif-
icant development effort, which hinders its adoption in practice. To this end,
Rodŕıguez et al. [52] proposed CPPC, a tool for providing ALCR to message pass-
ing applications. The tool manages to reduce the manual effort required by the
developers, as it identifies the safe points of the applications where checkpoints
should be inserted (i.e. code locations with no inconsistencies), and automatically
implements the checkpoints. In fact, it identifies long-running loops and auto-
matically inserts checkpoints at the first safe point of each loop. Losada et al. [37]
proposed an application-level checkpointing solution for hybrid MPI-OpenMP
applications. In fact, the proposed solution is an extension of the CPPC [52]
tool, which allows checkpointing of applications implemented using either MPI
or OpenMP, in order to support hybrid MPI-OpenMP applications.

Shahzad et al. [38] proposed CRAFT, a library for incorporating the appli-
cation level CR fault tolerance mechanism to software applications implemented
in C++. Similarly to CPPC [52] and [37], the proposed library aims to reduce
the development cost associated with the ALCR mechanism, by allowing the
identification of expensive loops and the automatic insertion of the application-
level checkpoints. In a recent research attempt, Arora [39] proposed ITALC, a
tool that helps the developers in semi-automatically re-engineering their appli-
cations to insert the code for the implementation of ALCR mechanism, without
compromising their productivity. ITALC identifies hotspots (i.e. expensive loops
or suspicious commands) where checkpoints can be inserted, and prompts the
user in order to select which of those hotspots should be checkpointed.
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Open Issues and Contributions. As already mentioned, among the CR
mechanisms, ALCR is considered the most effective, since it leaves the minimum
memory footprint, but it requires significant development effort and expertise for
its implementation [38,39]. Although several libraries for assisting and automat-
ing the insertion of application level checkpoints have already been proposed
(e.g. [37–39,52]), they are hindered by a set of shortcomings. Firstly, existing
approaches provide incomplete recommendations, since although they identify
hotspots for the insertion of the checkpoints (e.g. [39,52]), these hotspots are
restricted only to expensive loops. Apart from the expensive loops, failure-prone
software artifacts (e.g. classes or methods) should be also identified and check-
points should be inserted prior to their execution, in order to achieve quick recov-
ery in case of failure. Moreover, in case of expensive loops, existing approaches do
not provide recommendations regarding the optimum checkpointing frequency.
Static analysis can be used to highlight existing failure-prone components and
expensive loops that may require checkpointing. It can be also used to calculate
both the logical complexity and the total cost of the application loops, informa-
tion that can be used for the recommendation of a reasonable checkpointing fre-
quency for the loops that may require checkpointing. Such features are expected
to reduce the expertise required for the implementation of the checkpoints, as
well as the checkpointing overhead, as both the locations and the frequency of
the checkpoints will be optimally defined.

3 Conclusion and Future Work

In the present study, two commonly used mechanisms for enhancing the security
and reliability of software products, namely the vulnerability prediction mod-
els (VPMs) and the optimum checkpoint recommendation (OCR) mechanisms
were examined, by investigating their state-of-the-art. Through our study we
identified some interesting open issues regarding the aforementioned mechanisms
that can be potentially addressed through static analysis. In particular, none of
the existing VPMs that have been proposed so far has managed to achieve a
satisfactory trade-off among the contradictory factors of accuracy, practicality
and performance, while their predictive performance in cross-project prediction
is generally observed to be poor. In addition, although several libraries and
tools for assisting developers in the selection and insertion of application-level
checkpoints have been proposed, they have failed to provide complete recom-
mendations, since they focus exclusively on expensive loops, while they do not
provide any recommendation regarding their checkpointing frequency. Therefore,
an interesting direction for future research is to investigate whether the results
produced by static analysis tools, can be used in order to (i) construct better
VPMs, and (ii) facilitate the optimum selection of application-level checkpoint
locations and frequencies.
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45. Gelenbe, E., Hernàndez, M.: Optimum checkpoints with age-dependent failures.

Acta Informatica 531, 519–531 (1990)
46. Young, J.W.: A first order approximation to the optimum checkpoint interval.

Commun. ACM 17(9), 530–531 (1974)
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