
1142 

Progress of Theoretical Physics, Vol. 58, No. 4, October 1977 

Static and Dynamic Finite-Size Scaling Theory Based 
on the R.enormalization Group Approach 

Masuo SUZUKI 

Department of Physics, University of Tokyo 
Tokyo 113 

(Received March 22, 1977) 

Fisher's static finite-size scaling law is derived on the basis of the renormalization group 

theory and it is extended to dynamic critical phenomena in a finite system. This dynamic 

finite-size scaling law yields a cross-over effect with respect to the size and time-region. 

This effect is useful in analyzing computer simulations and also in studying the scaling 

property of the Kondo effect near the absolute zero temperature. 

§I. Introduction 

It is well-known that a phase transition occurs m the thermodynamic limit, 

namely for an infinite volume limit. However, real systems are of finite size, 

although this effect can be practically neglected in most cases. In particular, 

this effect of finite size is v~ry important in discussing films and surfaces, 11 and 

also in analyzing the Monte Carlo simulations,"1' 81 because they are always limited 

to small systems due to the restricted machine-time. 

Fisher11 proposed a finite-size scaling law for this effect. This insists that the 

free energy of an LX LX L lattice should take the following scaling form: 

(1·1) 

for large N and small £, where 

</J=(2-a)jv and c=I1-T/Tc(oo)l (1·2) 

with the ordinary notations of critical exponents a, v, etc., and with the infinite lattice 

transition temperature Tc ( oo). Here, !; denotes the correlation length for the 

infinite system: l;=c-•. 

This finite-size scaling law is also very useful in discussing41 the scaling prop­

erty of the Kondo effect on the basis of classical representations51 through the 

generalized Trotter formula. 61 

The purpose of this paper is to derive71 Fisher's finite-size scaling law using 

the renormalization group approach,81 ' 91 and to extend71 this to dynamic critical 

phenomena for a finite size. From this finite-size scaling law both in static and 

dynamic critical phenomena, we discuss the cross-over effect with respect to the 

size, reduced temperature and time in these finite systems. 

In § 2, a derivation of Fisher's static finite-size scaling law is given on the 
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Static and Dynamic Finite-Size Scaling Theory 1143 

basis of the renormalization group theory. In § 3, a dynamic finite-size scaling 
law is derived by extending the previous generating function formalism10) to finite 
but large systems. The cross-over effect in dynamics is also discussed. Summary 
and discussion are given in § 4. 

§ 2. Derivation of Fisher's static finite-size scaling law 

In this section, we consider two types of static finite systems. 

a) Type A: an LX LX L lattice 

One of our keypoints to treat a finite but large system 1s to introduce the 
following generating function: 

(2·1) 

for an LX LX L finite system, where c = (T-Tc ( =)) /Tc ( =), S2 1s the volume 
of the system, M the total magnetization (we consider here magnetic systems for 
simplicity), and 3C is the Hamiltonian of the system divided by kBT. The param­
eter k0 is put to be equal to 

(2· 2) 

This choice of the parameter k0 is essential m our treatment, because we study 
here the finite system of size L, and long-wave modes with wave length larger 
than L are irrelevant to our present problem except k = 0. Thus, the system-size 
L comes into our scheme through the long wave-length cutoff parameter k0• 

Then, our strategy is to apply the ordinary renormalization transformationS), 9J to 
(2·1). Only one new aspect of our theory is that the number n of renormalization 
steps in the present problem is restricted to the region k0bn<b-1 for the scale 
transformation k~bk, so that the outer region b-1<k<1 may always exist in 
each renormalization step. Thus, the following renormalization recursion formula 
has a meaning only asymptotically, namely for a very large but finite number of 
steps when k0 is very small (i.e., L is very large). 

Following WilsonsJ and Hubbard/n we consider a sequence of Hamiltonians, 
each of the form 

(2· 3) 

with long wave-length cutoff k0, where !J!k are the Fourier components of the 
spin variable s! (x). Here, :E' denotes to include the sum over uniform modes 
k1 = 0, · · ·, or k 211 = 0. Corresponding to each 3{!, we consider the generating func­
tion @1 defined by (2·1) with 3C1 for the Hamiltonian 3C. The sequences of 3{! 
are generated by the well-known proceduresJ,gJ with the simple long wave-length 
cutoff in the sequences of the Hamiltonians. At each step, we rescale the variables 
according to 

D
ow

nloaded from
 https://academ

ic.oup.com
/ptp/article/58/4/1142/1922172 by guest on 21 August 2022



1144 lvf. Suzuki 

(2· 4) 

Here, the critical exponent r; is determined in the ordinary method from the re­

cursion relation81 ' 91 between !}{L and !}{l+l· 

With these preparations, vve study the recursion relation between r]jz and m1.,. 1• 

As in Hubbard's arguments,ll) (2·1) has only an additional term ht21120z.o (where 

Oz,o is Ou at k = 0). Therefore, the renormalization procedure in the region b-1 

<k<1 for the Hamiltonian !}{1 with the above additional Zeeman term yields a 

recursion relation similar to the infinite case. If we rescale the new variable h as 

h1 ~hl+1 =bxh 1 ; x=td+1-tf/, 

then we obtain the following recursion relation: 

vvhere fz (:::) Is a certain function81 of u2,,z, and 

vvhere :Y = 1/v. Thus, we arrive at the following recursion relation: 

(2·5) 

(2· 6) 

(2·7) 

(2·8) 

Differentiating (2 · 8) with respect to h, vve obtain the functional equation of the 

magnetization 

The general solution of this recursion relation is given by 

where 

1 
:v=-' 

)! 

"- X _d+2-lj 
0---- -~-- -, 

d-x d-2+r; 

By noting that k0 =L-\ \Ye obtain 

Therefore, we have 

m (h, :::, L) = L -,3/'m (hc- 88 , eLL') 

=L-9m(hs-lill, sL6). 

¢={3/v and 0=1/v. 

Similarly, the free energy is obtained as 

F(h, c, L) =L-ag: (hs-sa, cV). 

Thus, the exponent s0 defined in (1·1) is given by 

cj;=d=(2-a)/v. 

This giVes the derivation of Fisher's :finite-size scaling law. 

(2·9) 

(2·10) 

(2 ·11) 

(2·12) 

(2·13) 

(2·14) 

(2·15) 
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L 

00 

Fig. 1. An oo X oo XL lattice. 

b) Type B: an oo X oo XL lattice 

As in Fig. 1, we consider another 
type of lattice with a finite thickness 
L. In this situation, the reduced cri­
tical temperature e defined by 

t= (T-Tc(L))/Tc(oo) 

(2 ·16) 

1s more convenient, because there 
exists a phase transition even for a 
finite L in an ordinary one-component 
system. Now, we consider the follow­
ing generating function: 

(2 ·17) 

Quite similarly to the case of Type A, we have the following recursion relation: 

where 

Therefore, we get 

This yields the functional equation of the magnetization 

rnl (h, 8, k0 ) = bx-drnt (hbx, tbY, k0b), 

and the solution 1s given by 

The susceptibility is given by the scaling form 

(2 ·18) 

(2·19) 

(2. 20) 

(2· 21) 

(2· 22) 

(2. 23) 
On the other hand, the magnetization of the three-dimensional lattice (L = oo) 
takes the following scaling form: 

(2·24) 
where 

(2· 25) 
In particular, the susceptibility takes the form 

(2· 26) 
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1146 A1. Suzul:i 

The limit of (2 · 23) for a large L should approach the singularity (2 · 26). There­

fore, the function X (x) takes the following asymptotic form: 

X (x) "-' Ax'3 for x-_,.oo (2·27) 

and 

X (x) "-' Bxpa-r for x--++0, (2·28) 

as was already discussed by Fisher.D Here, r denotes the susceptibility exponent 

in t-vvo dimensions. Thus, the cross-over effect occurs between the three-dimen­

sional critical behavior and two-dimensional one around the cross-over temperature 

(2· 29) 

This is one of typical cross-over effects12l~ 161 m critical phenomena. 

§ 3. Dynamic finite-size scaling law-Cross-over effect in dynamics 

The arguments in § 2 can be easily extended to dynamic critical phenomena, 

i£ we confine our arguments into the following simple stochastic (or TDGL) model 

·without conservation: 

(3 ·1) 

vvhere 

(3·2) 

with the cutoff parameter k0, which corresponds to the finiteness of the system. 

Now, ·we consider the following two types of finite systems corresponding to the 

static case discussed in § 2: 

a) Type A: an LXLXL (or LXL) lattice 

It is convenient to introduce the following generating function in non-equilib­

nun1 systems :101 

(3. 3) 

with ka=L-1. The recursion relation for rL has been given in various kinds of 

formulations. m, 181 At each step of renormalization, we rescale the variables accord­

ing to 
(3·4) 

where the dynamic critical exponent z is determined171 ' 181 from the requirement that 

tTL= t' Th- 1 =invariant. (3·5) 

In quite the same way as in § 2, ·we obtain the follo,ving recursion relation of the 

generating function r[JL: 
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Differentiating (3 · 6) ·with respect to X, and then putting A= 0, we get 

1nt (lz, e, ko, t)- (!!_f]JL) = bx-d1nt (hbx, cb", kob, tb-z), 
()}. A~O 

1147 

(3 ° 6) 

(3 ° 7) 

The general solution o£ this equation is given in the following scaling form: 

This is reduced to (2 ·12), if the time-dependence of (3 · 8) 1s neglected, as it 

should be. This is the dynamic finite-size scaling law. 

Next, we discuss the cross-over effect in this dynamic critical phenomena. 

For the infinite system (L = =), we should have 

This is nothing but the time-dependent nonlinear equation of state. 101 From this. 

we can discuss the nonlinear critical slo·wing dmvn. 101 ' 191 ~2 n By comparing (3 · 8) 

with (3 · 9), we arrive at the follo\ving conclusions of the cross-over phenomena: 

(i) For V 1v)>l (i.e., c.)>sx; c_'~L-uv) and tL-z<(l (i.e., t<(t'; tx~L'), the 

three-dimensional bulk critical phenomena are observed. 

(ii) For c.<(c.' or t)>t", no sharp singularity but only rounded anomaly will 

be observed. 

This cross-over phenomenon is very important in analyzing computer simulations 

or experimental data on small systems, as is shown in Fig. 2. Namely, one has 

to be very careful about the long-time tail which reflects the finite-size effect. 

The cross-over time t" becomes larger and larger, proportionally to Lz, as the 

system size L increases. Finally, the whole region comes into the bulk one m 

the limit L---"'=. 

/VI(t) 

t 
(b) 

(a) 

Oo fx 

--- t 

Fig. 2. Cross-over effect in critical dynamics: (a) bulk region (t<tx) and (b) finite-size 

region (t>tx), where tx is the cross-over time: tx~L'. 

b) Type B: an =X= XL lattice 

Next, we consider a lattice of Type B as 1s shown in Fig. 1. We introduce 
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1148 l'v1. Suzuld 

here the following generating function: 

with long wave-length cutoff k0 only in the z-direction, where 8 1s defined by 
(2 ·16). By making the scale transformation (3 · 4) at each step as in a), we 
obtain the following recursion relation: 

This yields the following scaled equation of state: 

m (h, 8, L, t) =L -e1'g(h8- 88 , 8V1v, tL -z). (3 ·12) 

This is the dynamic finite-size scaling law. From this expression, we can study 
the cross-over effect between the two-dimensional critical behavior and three-dimen­
sional one. For the limit L-HXJ, we should have the bulk critical behavior 

moo(h, e, t) = r 1'm(he-ea, te"); <j;=/3/vz. (3 ·13) 

For a finite L, (3 ·12) can be rewritten as 

m (h, 8, L, t) = r 1'm (h8-~ii, te'', Lr11'). (3 ·14) 

In particular, the critical magnetization at e = 0 takes the following scaling form: 

(3·15) 

On the other hand, the two-dimensional critical magnetization 1\d(t) should take 
the following asymptotic form: 

j'\f(t)ocri for t-HXJ and L<oo; ~=~/vi, (3 ·16) 

\Yhere ~' ); and i denote the corresponding two-dimensional critical exponents. 
Then, from the condition that (3 ·15) should match with (3 ·16), we get 

(3·17a) 

and 

m(O =constant as ~--'>co. (3·17b) 

Thus, \Ve arnve finally at 

(3 ·18) 

or 

(3 ·18') 

From this asymptotic expression of the relaxation function lvf(t), we conclude 
the following dynamic cross-over effect: 
(i) For t>t", we get 

(3 ·19) 
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and 

(ii) for t<t ', we have 

J.ll(t)~r' (d=3), (3. 20) 

where the cross-over time 1s given by 

(3. 21) 

After the Fourier transformation, we obtain the follo~wing equivalent propos1t10n: 

For co<o/, \Ve get 1\1(w)~w"(d=2), and for co>u)'', we have 1'vf(w)~co'!(d=3), 

where the cross-over frequency w" is given by 

(3. 22) 

§ 4. Summary and discussion 

In the present paper, a formal derivation of Fisher's static finite-size scaling 

law has been derived and it has been extended to dynamic critical phenomena in 

a finite system on the basis of the renormalization group theory. The cross-over 

effect in critical dynamics has been discussed in detail, with respect to the size 

and time. 

As has been mentioned in § 1, this concept of finite-size scaling is useful in 

cliscussing4J the global scaling property of the Kondo effect, which can be reduced 

to a classical system with a finite thickness in the (d+1)-th direction. For details, 

see Ref. 4). 

In order to obtain the scaling functions in (2·12), (2·22), (3·8) and (3·12), 

explicit renormalization group calculations such as the 2-expansionsJ,gJ will be neces­

sary, and they will remain interesting problems in the future. 
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