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Abstract—Microprocessor performance has been improved technique dubbedjatedV,,. In this scheme, a low-leakage
by increasing the capacity of on-chip caches. However, the per- transistor is used to selectively shut off the power supply to
formance gain comes at the price of static energy consumption 5 < bset of SRAM cells [3]. Thus, the capacity of the array

due to subthreshold leakage current in cache memory arrays. diusts d icall th t of active inf tion in th
This paper compares three techniques for reducing static energy adjusts dynamically as the amount or active information in the

consumption in on-chip level-1 and level-2 caches. One techniquecache changes throughout the duration of the program.
employs low-leakage transistors in the memory cell. Another A third technique, multithreshold CMOSMTICMOQOS,
technique, power supply switching, can be used to tumn off dynamically changes the threshold voltage by modulating the
memory cells and discard Fhelr contents. A third alternatlvg is backgate bias voltage [4], [5]. With this technique, memory
dynamic threshold modulation, which places memory cells in a . w ” :
standby state that preserves cell contents. In our experiments, we Ce”S_ can _be placed 'nt(_) a Iow-Ie_akage sleep” mode yet sitill
exp|o|'e the energy and performance tradeoffs of these techniques. retain their state. Cells in the active mode are accessed at full
We also investigate the sensitivity of microprocessor performance speed, while accesses to cells in the sleep mode must wait until
and energy consumption to additional cache latency caused by the cell has been awakened by adjusting the bias voltage. While
leakage-reduction techniques. the MTCMOS technique has been implemented for an entire
Index Terms—bual-V;, gatedV,4, leakage current, low-power SRAM [5], we examine this idea using fine grain control of
design, multithreshold-CMOS (MTCMOS), power-consumption egch cache line.
model, static energy. The fundamental circuits for leakage reduction have been in-
troduced by other researchers; our contributions in this paper
|. INTRODUCTION are to examine the energy/performance tradeoffs of these tech-

. . L . nigques applied to the memory hierarchy of a modern micro-
ONTINUED improvements in integrated circuit fabrica- d bp y y

tion technol h bled th b ft . toprocessor. This paper is an extension of our prior work in [6]
. tion technology have enable € number of ransiStogy  jg organized as follows. Section Il introduces leakage cur-
in microprocessors to more than double each generation

e . . ) 'réoht and its effects on cache energy. Section Ill describes the
vast majority of transistors in modern microprocessors are USEHae methods for reducing leakage current in memory cells:

for on-chip storage, including level-1 and level-2 caches, aig, .y, v/ explains our experimental methodology. Results of

meta-state, such as renaming registers, numerous preduatl rexperiments and a comparison of these techniques are pre-

structures, and trace caches. As .Ieakage current Increases Wilted in Section V. Section VI highlights relevant related work
each process technology generation, the energy consumptlogﬁ) is followed by concluding remarks in Section VII.
memory structures will increase dramatically. In this paper, we

explore the energy/performance tradeoffs of three leakage-re-
duction techniques for on-chip level-1 and level-2 caches. Il. LEAKAGE CURRENT

One method,dual-V;, employs slower transistors with & - power consumption in a digital integrated circuit is governed
higher threshold voltage, and hence, lower leakage, in SR
arrays. Transistors in the remainder of the cache circuit have a
lower threshold voltage for faster switching speed. This dgal- P=aCV2f + LgV 1)
method decreases subthreshold leakage currents but increases

the cell access time compared with an SRAM composed ghere , is the average switching activity factor of the tran-
fast, leaky transistors [1], [2]. Another method dynamlcallgistorsyc is capacitance) is the power-supply voltagef

adjusts the effective size of the array by employing a circyé the clock frequency, and.g is the leakage current. The
first term of the equation is dynamic power and the second
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—a— Linear Projection (110 C)

—o— Low Vt (110 C) - TABLE |

—e— High Vt(110C) JPtids SUMMARY OF LEAKAGE REDUCTION TECHNIQUES

—»— 2001 Roadmap (25 C) e
Technique Benefit Detriment
Dual-V; no additional circuitry each read access is slower
Gated-Vyq | simple circuit additional cache misses
MTCMOS | no additional cache misses | complex circuitry with diodes

IMB 2MB 4MB 8MB 16MB H,y_ H

Fig. 1. Projected leakage power of level-2 caches through technolo sleep
generations.

on temperatur&’ and transistor threshold voltadg, illustrated
by the following relation:

Tog ox VT, 2

Thus, lower-threshold voltages lead to increased su
threshold leakage current and increased static power [7]. M
previous efforts at power reduction have focused on dynan
power sources because static power due to leakage curi (a) (b)
has been a small fraction of the total power dissipated by a
chip. However, as transistor threshold voltages are reduc€d, 2. GatedV,, and MTCMOS SRAM cell schematics.
subthreshold leakage current increases dramatically. Fig. 1
shows estimated static power consumption due to leakages elsewhere within the SRAM. This technique requires no
current in large secondary caches through five technology geigiditional control circuitry and can substantially reduce the
erations. In this chart, cache capacities are scaled from 1 Ndkage current when compared to léivedevices. The amount
to 16 MB, reflecting high-performance microprocessor cachkg leakage current is engineered at design time, rather than
sizes projected by [8]. Four leakage-current scaling models agntrolled dynamically during operation. No data are discarded
charted: a linear projection from [9] for 180-100 nm that iand no additional cache misses are incurred. However, High-
extended to the 50-nm node, two experimental leakage modgksistors have slower switching speeds and lower current
based on our SPICE models for higgh(low leakage) and low drive. In our experiments, we consider an additional cycle of

V; (high performance) devices, and a projection based on thécess time for SRAMs composed of these high-threshold
static power estimates for high-performance transistors fragevyices.

[10]. In these models, supply voltages are scaled from 1.6 V
down to 0.6 V across the technology generations. The high-p8r- Power Supply Switching: Gatédy

formance roadmap projection is charted for 25, while the The gatedV,, technique interposes a high-threshold tran-

other projections reflect a circuit temperature of TT0 Note  qiq40r petween the circuit and one of the power supply rails. This
that due to the exponential dependence on temperature, leakggfy ses an n-channel transister ("FET) as the control mech-

plotted for 110°C. While estimates of leakage current vary d“ﬁ]e stacking effect of the NFETs in the SRAM cell and bitline

to different scaling assumptions, each projection shows thablcftss gates [3]. The left circuit in Fig. 2 shows the schematic of a

left uncheck_ed, leakage current and static power will increaggiedy,, SRAM cell with an NFET selectively connecting the
as feature sizes and threshold voltages decrease. cell to the ground rail. When the active signal is asserted, the
SRAM cell operates normally, but when active is deasserted,
Ill. L EAKAGE REDUCTION TECHNIQUES the cell is disconnected from the ground and the state contained
This section describes our implementation of each leakage véthin the cell is lost. The activation transistor and the control

duction strategy and our experimental methodology to simularechanism for active can be shared by all cells within a cache
each technique applied to the level-1 instruction cache (IL1)e to minimize the extra area needed by the control transistor.
level-1 data cache (DL1), and level-2 cache (L2). Table | suriVe assume that this power supply gating transistor is sized so
marizes the primary advantages and disadvantages of the tifeé the increase in memory array access time is negligible.
techniques for reducing leakage energy.

active |

C. Dynamic Threshold Modulation: MTCMOS

A. Static Threshold Selection: Du&}- Leakage current may also be reduced by dynamically raising
The dualV; technique employs transistors with highethe transistor threshold voltage, typically by modulating the
threshold voltages in memory cells and faster, leakier transisack-gate bias voltage. A technique amenable to fine-grain
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control is the auto-backgate-controlled multithreshold-CMOR3]. We added the capability to discard cache lines or put them
(which we will refer to as MTCMOS ), as shown in the righto sleep after a specified decay interval had passed since the last
circuit of Fig. 2 [4], [5]. During normal operation, when sleepaccess to the cache line.
is deasserted, the SRAM is connecteditg and ground and
back-gate voltages are set to the appropriate power rails. Wlﬁn
sleep is activated, the p-channel transister (pFET) wells are
biased using an alternative power supply voltayg;;, at Our benchmark suite for this study consists of five SPEC2000
a higher voltage level than the source terminals. Increasibgnchmarks that represent a range of cache usage characteris-
the negative source-substrate voltage potential increases tibe gcg, eon equakemcf andvpr. The benchmarks are com-
effective threshold voltage for the pFETs. Diodes allow thgiled for the alpha instruction set. The simulation execution
voltage levels of source terminals of the NFETSs to increasere is configured as a 4-wide superscalar pipeline organization
by two diode drop voltages while the NFET well remains abughly comparable to the Compaq Alpha 21 264. The memory
ground, increasing the source-substrate voltage potential drierarchy consists of a 64 kB, two-way set associative level-1in-
raising the effectivel, for the NFETs. Thus, all transistorsstruction cache with a single-cycle hit latency, a 64 kB, two-way
experience higher threshold voltages and a corresponding dsep associative level-1 data cache with a three-cycle hit latency,
in leakage current. As with gatddy;, we assume that any and a unified 2-MB four-way level-2 cache with a 12-cycle hit
increase in memory array access time is negligible while slekgency. The level-1 caches have cache line sizes of 64 B, and the
is not asserted. level-2 cache line size is 128 B. In the gatégrand MTCMOS

The advantage of adjusting the threshold voltage dynantéchniques, data bits may be placed into an idle mode and cache
cally, rather than gating the power supply, is that memory ce#lgs are kept in the active state to provide fast lookup times.
values are preserved during sleep mode, so there are no addin each experiment, we applied a leakage reduction technique
tional cache misses caused by accessing a line in the low-poveetne cache and simulated benchmark execution with our mod-
mode. This technique provides an opportunity to reduce staified SimpleScalar simulator. The simulations executed 1 billion
power consumption without incurring the cost in time and emastructions after fast-forwarding through the first 500 million
ergy to retrieve data from another level of the memory hieimstructions. We measured instructions-per-cycle (IPC), active
archy. The disadvantages of MTCMOS include an additionahd inactive durations for each cache line, the number of hits and
power-supply voltage that must be distributed throughout tieisses in each level of the hierarchy, and the number of times
array, larger electric fields placed across the transistor gates/ cache line is enabled or disabled. For gdtgg-disabling a
during sleep mode that may adversely affect reliability, andcache line is equivalent to switching off the power supply, while
latency penalty to awaken a line that is in the sleep mode befdoe MTCMOS, it is equivalent to placing the cache line into

Simulation Methodology

the data can be accessed. sleep mode. We calculated the total energy by multiplying these
measured quantities by the relevant static and dynamic energy
D. Decay Intervals parameters described below and summing the energy consumed

Energy-saving techniques such as gatggand MTCMOS by individual components of the system.

that disable cache lines rely on two properties of the data stored
in caches. First, only a small fraction of the information in th8. Energy Parameters

cache islive, meaning that it will be referenced again before Leak q | d with
being replaced or over-written. In our experiments, we found -€8kage currents and energy values were measured wi

that only 1%—30% of a 2 MB level-2 cache holds live data, d he HSPICE circuit simulator. Physical parameters used in this

pending on the application. Even in level-1 caches, less than higifdy originally targeted a 70-nm process and corresponding
of the cache contains useful data across our benchmark s(fff@ck rate of 16 fanout-of-four inverter delays [14]. With
Second, most lines that will be reused are accessed within a tgfpr_matlon now available in [101' the process parameters used
atively short time interval. in this study are more closely allgqed with 100-nm technology
Cache lines containing information that is either not useffjff@meters. We retained the original data, and have renamed
or will not be accessed for a long time can be put into an idiE'€ chnology generation to reflect industrial trends. _
low-leakage mode to save energy without a significant effect 1able Il summarizes the experimental parameters used in
on processor performance. We determine which lines to pld€és study. In this table/m.. and Inin are leakage currents
in an idle mode in the gatetz; and MTCMOS methods by when SRAM. ce!ls are active and disabled, respectwely. The
measuring inter-access times, similar to Kaxiaal. [11], [12] SRAM cell circuit and Level 3 HSPICE transistor r_nodels are
who proposed low-frequency counters to measure the time siféiPted from the cache tool CACTI 2.0 [15], with param-
last reference for every cache line. A read or write to a cache [iREers scaled for the 100-nm technology generation. In each
resets its counter; when the counter reaches its maximum vaf@erimentV; = 0.4 V for high threshold voltage transistors

after a duration named tliecay intervalthe line is deactivated. @1dV: = 0.2V for low threshold voltage transistor&siccn
approximates the energy required to switch the cell between

active and inactive mode<d.;r1, Epr1, and Er, represent

the energy to read data from the level-1 instruction cache,
To evaluate the effectiveness of the leakage-reduction tetéwel-1 data cache, and level-2 caches, respectively, based on a

nigues, we modified a version of the SimpleScalar simulatarodified version of CACTI 2.0 [15] and our projected process

IV. EXPERIMENTAL METHODOLOGY
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TABLE I
EXPERIMENTAL PARAMETERS FORENERGY CALCULATIONS

100nm Technology Per-Bit Leakage Current (110 C) | Per-Bit Trans. Energy | Dynamic Energy Per Cache Access

Technique Clock Rate Vad Imaz Imin Eswitch Erra Epr1 Ero Epins
(GHz) (Volts) (nA) (nA) (f)) (n)) (nJ) (nl) (nJ)
Baseline 2.5 0.75 1941 - - 0.07 0.07 4.5 0.9
Dual-V; 2.5 0.75 - 26 - 0.07 0.07 4.5 0.9
Gated-Vpp 2.5 0.75 1939 9.7 0.35 0.07 0.07 4.5 0.9
MTCMOS 2.5 0.75 1941 12 50 0.07 0.07 4.5 0.9

parameters. We estimate the energy to drive the 1/O pins with aGatedV,4: For the gated/;, technique/,,.x is the leakage

simple model based on the following equation [16]: current when the memory cell is in the active state, Apd is
) the leakage current when the memory cell is disconnected from
Epin = 1.3Cpin Viin- (3) the power supplies. The gating transistor has a high threshold

. _ voltage of 0.4 V, and the other SRAM cell transistors’ threshold

We Setqpi“ = 10 pF, according to the ml.Jlt'Ch'p module es'\/toltages are the low; value of 0.2 V. The value of/.yitch IS

?/rr.latis llr: [\}61]7an\(/1vtjhs © gzvgl_tledfgr thebpln ;L]J_pply vcl)tlta_ge Pased on the gate capacitance of the activation transistor and the
pin = 1.5 V[17]. With a 32-bit address bus, this results in ag ire capacitance to reach all of the cells in the cache line. Only

energy cost of 0.9 nJ per off-chip access. We account only t\.,‘\c)lzrlean” lines that do not require a write back to the memory

trﬁrf) lnCeFr)lLeJrgy tgat Its expended in %rlv(;ntg the gddrgsts tothe pmgrarchy are disabled; “dirty” lines that are not accessed before
otthe » and not energy expended lo receive dala. the decay interval expires are kept in the active state.

ofEZihStchi);gae?lﬁqlﬁgeE% E’ (;ﬁlecual‘aterc(i) ﬁztéhgng:lmbeerlr\/lTCMOS: The circuit design for the MTCMOS technique
b y bprop 9y B dapted from [4]. In our example, the leakage current for

access parameter, plus the number of transitions into CMOS SRAM arrays is controlled on the granularity of

out of idle mode multiplied by the energy per transition (fog . : .
; -a cache line rather than the full cache. The transistors in our
MTCMOS and gated<,, techniques). To compute the dynamip s\ coiis have &, of 0.2 V, and the total voltage drop across

energy expended in cache accesses, we make the fo”OWt'Hgdiodes is 3.2 volts. The second power supigly;t+, is 3.3 V.

approximations: ] ] _ Iax isthe leakage current when the memory cell is awake, and
* Level-1 cache miss energy is equal to two cache hit ag- . s the leakage current when the cells have transitioned into
cesses, one to detect the miss and one to load new dat@jeep modeL., ;.. is the energy required to charge the cache

* Level-2 cache miss energy is equal to two cache hit agse's well plus the energy consumed to discharge the source
cesses plus the energy to drive an address to 32 addrgsfinals of the NFETs. The time and energy to enter and exit

pins for off-chip memory. o . sleep mode depend directly on the effective capacitance of the
* Power consumed outside the CPU chip is not included { that contains the pFETSs in the SRAM cell; in this study,
this study. we vary the delay to awaken a sleeping cache line from 1 to 10

Static energy is computed as the product of static power R§/cles to examine the sensitivity to wakeup latency.
cycle and the number of cycles of program execution. In this

paper, we focus only on the leakage in the cache memory ar-
rays; this approximation neglects the leakage current due to the
small fraction of transistors in the peripheral circuitry. The total This section presents our experimental results and compares
energy is the sum of dynamic and static energy calculations.tradeoffs between performance and energy reduction for three
Energy consumption and performance of the leakage-redigakage-reduction techniques. We analyze each technique’s
tion techniques are compared to a baseline case to evaluateBifygy-saving potential and impact on performance using the
experimental techniques’ effectiveness in static energy red&@mbined energy-delay metric. Then, we explore the effects of
tion and performance. Implementation details specific to thglditional cache access latency due to each leakage reduction
baseline and the experimental techniques are outlined below€chnique.
Baseline: The baseline for comparison in this study is a high-
performance cache without leakage current control. Each trah- EN€rgy-Delay
sistor in the SRAM cell has a threshold voltage of 0.2 V, with a We use a metric of the energy-delay product to balance the
high leakage current df,,. at all times. The baseline case habenefits of lower leakage with the potential penalty of reduced
the maximum performance and maximum energy consumptiparformance. We calculate the energy-delay product as the total
for the set of experiments. energy divided by IPC, which is equivalent to the product of
Dual-V;: Though the dual¥ technique has low-leakageenergy and a measure of time (cycles per instruction, with a
transistors in memory cells and high-leakage transistdiged number of instructions).
elsewhere, we account for static energy only in the memoryTo evaluate the gatetz; and MTCMOS strategies, we
array, and thus only use the reduced-leakage curfgnt, The observed each technique’s performance throughout a range
dualV; technique does not transition between idle and actieé decay intervals, and chose intervals that resulted in the
states and thus does not incur extra cache misses or additionedimum energy-delay product. The best-case decay interval
time to access sleeping cells. depends upon program cache access patterns and circuit

V. RESULTS



HANSON et al: STATIC ENERGY REDUCTION TECHNIQUES FOR MICROPROCESSOR CACHES 307

TABLE Il
SUMMARY OF EXPERIMENTAL RESULTS HARMONIC MEAN ACROSSBENCHMARK SUITE

Level-1 Instruction Cache

Technique | Decay Interval IPC Total Energy(J) | Dynamic Energy (J) | Leakage Energy (J) | Energy-Delay (E/IPC)
Baseline - 1.645 4.688 4.539 0.141 2.663
Dual-V; - 0.680 4.525 4.520 0.005 6.181

Gated-Vyq 64K 1.641 4.584 4.539 0.039 2.613

MTCMOS 8K 1.644 4.580 4.539 0.035 2.607

Level-1 Data Cache
Technique | Decay Interval IPC Total Energy (J) | Dynamic Energy (J) | Leakage Energy (J) | Energy-Delay (E/IPC)
1.530 0.942

Baseline - 1.645 1.679 0.141

Dual-V; - 1.540 1.520 1.518 0.002 0.898
Gated-Vgq 64K 1.643 1.571 1.531 0.030 0.885
MTCMOS 1K 1.639 1.547 1.530 0.017 0.874

Level-2 Unified Cache
Technique | Decay Interval IPC Total Energy (J) | Dynamic Energy (J) | Leakage Energy (J) | Energy-Delay (E/IPC)
0.004

Baseline - 1.645 4.540 4513 2.424
Dual-V; - 1.625 0.084 0.004 0.061 0.042
Gated-Vgq 64K 1.386 0.239 0.005 0.225 0.112
MTCMOS 0 1.626 0.140 0.004 0.115 0.072

parameters unique to each leakage-reduction technique [18]. IGatedV,,: With gatedV,,, static energy savings are offset
our study, the best decay interval for the gatéd-technique by the dynamic energy required to service additional misses to
was found to be 64K cycles for each cache. For the MTCMQ8ematurely disabled cache lines. The total energy of the fre-
technique, the best decay interval is 8 K cycles for the leveleguently accessed primary caches is dominated by dynamic en-
instruction cache, 1 K cycles for the level-1 data cache, and iergy of read accesses, and despite substantial static energy sav-
mediate sleep mode (zero-cycle decay interval) for the leveli®ys, the energy-delay product is only slightly better than the
cache. Table Ill summarizes the experimental results, reporteaseline case. The gatéfl; technique applied to an IL1 with a
as the harmonic mean of IPC, energy, and energy-delay prodé4tk decay interval produces a 72% static energy savings, with
for simulated program execution across the benchmark suitea 2% improvement in energy-delay compared with the baseline.
Fig. 3 shows the total energy required for program executidmthe level-1 data cache, the technique had similar results: 79%
for each leakage-reduction technique applied independentlyrégluction in static energy, with a 6% improvement in the en-
one cache. The charts present data from the best decay inteevgly-delay product. In the level-2 cache, the penalty for addi-
in the gatedv;; and MTCMOS techniques. In the figures oftional execution time creates a noticeable drop in IPC. However,
the left column, stacked bar charts illustrate the contribution tife energy savings with the gat&@; technique is 95%, for an
static and dynamic energy for each benchmark. Note that in theerall effect of improving the energy-delay by a factor of 20.
level-1 caches, the majority of energy consumption is due toMTCMOS: The MTCMOS level-1 instruction cache with
dynamic energy, whereas in level-2 caches, static energy doani+ 8-K decay interval reduces static energy by 75%, an
nates the total energy. Charts in the right column of Fig. 3 shamprovement in energy-delay of 2%. In the level-1 data cache,
the energy-delay product for each benchmark and highlight tttee MTCMOS technique and a 1-K decay interval decreases
variation between techniques. Each of the three leakage-redstatic energy by 88%, while improving the energy-delay
tion methods in this study achieves lower-leakage energy copreduct by 7%. For the level-2 cache and an aggressive sleep
pared to the baseline case with high-performance SRAM cefislicy, leakage current is dramatically reduced at the expense
but sacrifices performance to do so, whether by slowing cacbka slightly lower IPC. The level-2 cache with MTCMOS
accesses or causing delays to refetch data. circuitry and an immediate sleep mode reduces static energy
Dual-V;: The dualV; cache is effective at reducing leakagebhy 97% and improves the energy-delay product by a factor of
however, with an extra cycle of delay, the technique has a negg@proximately 34.
tive effect on performance for level-1 caches. The dgaiech-
nigue reduces the static energy consumed by the IL1 cachedy e
96%, at the expense of reducing the IPC by over half. The e%)'- Sensitivity to Delay
ergy-delay product of the dud; technique is more than twice Although leakage reduction techniques attempt to reduce
that of the IL1 baseline case. Although the leakage current asthtic energy consumption, the performance penalties they can
therefore, static energy is reduced, the performance penalty ntapose act in opposition to such savings and can reduce the
be unacceptable for a duil-method applied to an instructiontechniques’ effectiveness. In particular, if a program takes more
cache or other structures that rely on fast access times. Time to complete with leakage reduction techniques enabled,
dualV; DL1 cache reduces static energy by 98%, with an ethen all remaining leaky components of the chip will leak
ergy-delay product that is 4% better than the baseline casefdna longer period of time. In this section, we investigate the
the level-2 dualV; cache experiment, static energy decreaseffects of additional latency on processor performance and
by 98% with negligible performance degradation and the estatic energy consumption. In dulj-and gated¥,,, delays
ergy-delay product improves by over a factor of 50. are manifested in cache access time overhead, while the most
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Fig. 3. Energy and energy-delay product for L1 and L2 caches.

interesting variable for MTCMOS is the time to wake a sleepinigy one and two cycles. The IPC values are calculated as the har-
line. monic mean of measured IPC results from all five benchmarks.
Dual-V;: Cache access time for dub]-can increase if the Fig. 4(a) shows the IPC for the level-1 instruction cache drops
speed reduction of the higher threshold devices in the cachdram 1.65 to 0.41, a substantial 74% reduction in performance
significant. Likewise, the high4 cutoff transistor implemented as the latency increases by two cycles. The processor is less sen-
in a gatedV,, strategy could also increase overall cache accesiive to additional delays in the level-1 data cache, as illustrated
time. The increase in access latency can extend the executioRig. 4(b). The mean IPC values dip from 1.64 to 1.50, an av-
time of the program and degrade performance. Graphs in the fage performance reduction of 4% when the level-1 data cache
column of Fig. 4 show the performance degradation for procdatency increases by two cycles. Fig. 4(c) shows that additional
sors accessing dudl- caches as the access latency is increaskadency in the level-2 cache causes the least impact on perfor-
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Fig. 4. IPC and energy sensitivity to access delay for level-1 and level-2iduzdches.

mance, with an average of 2% decrease in IPC for two exeach extra cycle of latency adds to static energy consumption for
cycles of latency. each program in the benchmark suite. The short bars in Fig. 4(e)
The right column of Fig. 4 indicates how longer access timésdicate that static energy of the level-1 data cache is not as
translate into increased static energy for individual program estrongly affected by additional access latency. In the level-1 data
ecution. In addition, the harmonic mean over the full benchmatlache, the static energy increases for one and two additional cy-
suite is reported in this discussion on sensitivity trends. In tloées of latency are 5% and 9%, respectively. The unified level-2
level-1 instruction cache, the mean static energy increasesdaghe shows an overall 1% increase in static energy for each
157% for one additional cycle and 387% for two additional cyadditional cycle of latency. Fig. 4(d) illustrates that the static
cles of level-1 instruction cache latency. Fig. 4(d) shows hognergy consumption depends upon program behavior; the in-
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Fig. 5. IPC and energy sensitivity to access delay for level-1 and level-2 MTCMOS caches.

crease is more pronounced in the benchmarkandgccthan cuit configuration and physical parameters; this section explores
in equake the sensitivity of the MTCMOS technique applied to primary
MTCMOS: While MTCMOS does not suffer from additionaland secondary caches as the experimental wakeup penalty is
latency to access cache lines in an awake state, its effectivenested from one to ten cycles. Results are reported as the har-
does depend on the speed at which cache lines can be reawadwic mean of IPC and the harmonic mean of the static energy
ened. Additional clock cycles used to awaken sleeping cactee program execution of all benchmarks in the suite.
lines can extend the program execution time, with the effect of Graphs in the left column of Fig. 5 show the combined ef-
reducing processor performance and increasing the static endegy of decay interval and wakeup latency on processor perfor-
expended. The wakeup transition time is determined by the amance. In Fig. 5(a)—(c), the processor’s performance is plotted
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as a function of the wakeup latency for four cache decay intdound that this technique reduced the energy-delay product
vals: immediate sleep, 1K, 8K, and 64K cycles. Graphs in thy 62% with a 4% increase in execution time with SPEC95
right column of Fig. 5 show the static energy consumption ekenchmarks, compared to a standard cache [19].

pended by the processor as a function of the wakeup latency foKaxiraset al. have developed improvements to the gatgg-

four cache decay intervals: immediate sleep, 1K, 8K, and 64&chnique with an adaptive control on the gating transistor, and
processor cycles. Unlike the duB]-scenario in which extra la- have shown that their technique can reduce leakage energy in
tency affects each cache access, MTCMOS caches incur ektxeel-1 caches by a factor of 5 [12]. Zhet al. have proposed
latency only for accesses to sleeping cache lines. a low-leakage cache design named adaptive mode control that

An MTCMOS level-1 instruction cache causes the largedynamically adjusts the number of cache lines turned off by
performance degradation in IPC when short decay intervdle gatedV;; method throughout program execution to keep
with long wakeup latencies are employed, as illustrated the number of extra cache misses caused by disabling cache
Fig. 5(a). For an level-1 instruction cache with an MTCMOS$nes proportional to the number of misses that would be in-
immediate sleep policy, the measured IPC drops by 93% wheurred with a standard cache [20]. With adaptive mode control,
the wakeup penalty is ten cycles compared to a wakeup penaltevel-1 instruction cache with an average of 74% of the cache
of one cycle. For a larger decay interval of 64K cycles, whdimes disabled and a level-1 data cache with an average of 50%
most useful cache lines are kept awake, the IPC is reduatidabled cache lines results in an IPC drop of less than 1.6%.
by less than 1% when the wakeup penalty is increased fromRecently, Flautnergt al. introduced a technique that in
one to ten cycles. With a decay interval of 8K, the best-capeinciple is similar to the cache-line level control we introduce
interval in this study for MTCMOS level-1 instruction cachesfor MTCMOS [21]. Instead of modulating the back-gate bias,
the IPC is 1.35% lower for a ten-cycle wakeup time. Fig. 5(dheir drowsy caches modulate the power supply voltage to
shows that an MTCMOS level-1 instruction cache with athe cache’s memory cells to reduce the voltage and, thus, the
immediate sleep mode uses 18 times more static energy wihkage current, when a cache line has not been accessed for
a wakeup penalty of ten cycles than with a one-cycle penaltywhile. The advantages to this technique are that the circuit
However, since dynamic energy dominates the total energy for control leakage is simpler and is likely to enable faster
the primary caches, the total level-1 instruction cache energgnsitions into and out of the sleep mode. However, according
consumption increases by only 3%. With a decay interval of &4 our estimates, MTCMOS can provide an additional order of
K, the program execution time is not noticeably affected, amdagnitude reduction in leakage current. Thus, the technique of
the static energy is essentially unchanged. Flautneret al. is better suited for latency-critical caches while

The MTCMOS DL1 cache also causes performance degdTCMOS is better suited to leakage-critical caches.
dation with short decay intervals. As Fig. 5(b) illustrates, an
MTCMOS level-1 data cache with an immediate sleep policy
causes an IPC drop of 31% from one-cycle to ten-cycle wakeup
penalties. The extra execution time for this case leads to an ad this paper, we have explored energy and performance
ditional 3 mJ of static energy, an 86% increase. Longer decagideoffs associated with three techniques for reducing static
intervals, however, show only a slight decrease in performanegergy consumption in on-chip caches: hightransistors
and the static energy shows more sensitivity to the decay interival memory arrays, power supply switching, and dynamic
than to extra latency, as seen in Fig. 5(e). transistor threshold modulation.

Since level 2 accesses are relatively infrequent, program exeEach of the techniques is effective in reducing energy
cution time is only mildly extended due to waiting for sleepingonsumption in primary and secondary caches. We found that
level-2 cache lines to transition to the active mode. A zero-cyaldth careful selection of decay intervals, the MTCMOS and
decay interval leads to the largest IPC drop of 8%. With moghtedV,, techniques yielded better energy-delay products than
lines in a low-leakage mode, additional processor cycles cane dual¥; technique in the primary caches, due to their overall
tribute only a small amount of extra leakage current. The largesiver access time. With our assumptions, both the gaigd-
static energy increase was 7% for the immediate-sleep poligyyd MTCMOS techniques improve the energy-delay product by
Fig. 5(e) shows that as the decay interval increases, the effece®f in the level-1 instruction cache, and yield an improvement
additional latency decreases. Since static energy is the largsfs% and 7%, respectively, in the level-1 data cache compared
component of the total energy in the level-2 cache, the effectof the experimental baseline. The dd&ltechnique improves
increased static energy is an overall energy increase of 5% fia¢ energy-delay product of the level-1 data cache by 4%,
the immediate-sleep configuration. and degrades energy-delay product in the level-1 instruction
cache. For the secondary cache, the dgakechnique has the
best energy-delay characteristics, with a 50-fold improvement
compared to the baseline case. The gatgdand MTCMOS

Leakage-reducing circuit techniques can be incorporategthniques were also effective at improving the energy-delay
into architectural solutions that rely on the programs’ use of level-2 caches, with overall reductions of factors of 20 and
system resources to reduce static energy. One example empBssrespectively.

a gatedV,, circuit to selectively disable cache lines based on However, additional latency and energy penalties contributed
miss rates, dynamically resizing the instruction cache to a siag the leakage reduction strategy [18], can extend program ex-
appropriate for the currently executing program. Yatgal. ecution time and increase static energy consumption, especially

VII. CONCLUSION
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when applied to the primary instruction cache. Increasing th@l1] S. Kaxiras, Z. Hu, G. Narlikar, and R. McLellan, “Cache-line decay:
dualV; level-1 instruction cache access by two extra cycles re-
sults in performance degradation of 74%, and a 387% increasfpz]
in static energy expenditure. For an MTCMOS level-1 instruc-
tion cache with a zero-cycle decay interval, performance drops
by 93% and static energy increases by a factor of 18 when th[elz3]
wakeup latency is ten cycles rather than one. In the level-1 dafa4]
cache, the effect of additional access time was less detrimental.
A dual-V; level-1 data cache with two additional cycles of ac-
cess time reduces performance by 4% and increases static en-
ergy by 9%. An MTCMOS level-1 data cache with a ten-cyclel16]
wakeup latency causes performance to drop by 31% with the
shortest decay interval; longer decay intervals do not suffer sudgh7)

performance degradation. The unified level-2 cache is the lea
sensitive to additional delays, with a 2% dip in IPC for the

A mechanism to reduce cache leakage powerPioc. Workshop on
Power Aware Comput. Sys2000.

S. Kaxiras, Z. Hu, and M. Martonosi, “Cache-line decay: Exploiting gen-
erational behavior to reduce leakage power,’Pioc. 28th Annu. Int.
Symp. Comput.Architectyrduly 2001, pp. 240-251.

D. Burger and T. Austin, “The Simplescalar Tool Set Version 2.0,”
Comput. Sci. Dept., Univ. Wisconsin-Madison, 1997.

M. Horowitz, R. Ho, and K. Mai, “The future of wires,” in Proc. Semi-
conductor Res. Corp. Workshop Interconnects SoC, May 1999.

15] G. Reinman and N. Jouppi. (1999) An integrated cache timing

Te]

dualV; level-2 cache accompanied by a 2% increase in statif19]
energy; an MTCMOS level-2 cache with the worst-case of im-
mediate sleep policy caused 8% reduction in IPC and 7% in-
crease in static energy consumed.
This paper has emphasized static energy reduction in cache
memories while considering the effect on processor perforp,
mance and total energy. The same principles may be applied
to other hardware structures, as well. For example, the static ~Annu. Int. Symp. Comput. Architectyiiday 2002, pp. 148-157.
energy required to maintain the state of branch predictor table
entries may be balanced against the dynamic energy required
to execute with fewer correct predictions. Future work will
include static energy analysis of other microarchitectur

features and their impact on microprocessor performance ¢
total energy.
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