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Abstract—In this paper, we investigate the static multicast

advance reservation (MCAR) problem for all-optical wave-

length-routed WDM networks. Under the advanced reservation

traffic model, connection requests specify their start time to be

some time in the future and also specify their holding times. We

investigate the static MCAR problem where the set of advance

reservation requests is known ahead of time. We prove the MCAR

problem is NP-complete, formulate the problem mathematically

as an integer linear program (ILP), and develop three efficient

heuristics, seqRWA, ISH, and SA, to solve the problem for practical

size networks. We also introduce a theoretical lower bound on the

number of wavelengths required. To evaluate our heuristics, we

first compare their performances to the ILP for small networks,

and then simulate them over real-world, large-scale networks. We

find the SA heuristic provides close to optimal results compared to

the ILP for our smaller networks, and up to a 33% improvement

over seqRWA and up to a 22% improvement over ISH on realistic

networks. SA provides, on average, solutions 1.5–1.8 times the cost

given by our conservative lower bound on large networks.

Index Terms—Advance reservation, heuristics, integer linear

program (ILP), multicast, NP-complete, routing and wavelength

assignment (RWA), scheduled demands, simulated annealing.

I. INTRODUCTION

O PTICALwavelength-routedWDM[1]networkswill play

an important role in the future Internet to provide large

bandwidthandservices tonext-generationapplications. InWDM

networks, each fiber is partitioned into a number of wavelengths,

each capable of transmitting data. This allows each fiber to pro-

vide data transmission rates of terabits per second. An optical

WDMnetworkconsistsoffibersconnectedbyswitches,oroptical

cross-connects (OXCs).When a connection request arrives at the

network, the request must be routed over the physical topology
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and also assigned awavelength. This is known as the routing and

wavelength assignment (RWA) problem [2]. The combination of

a routeandwavelength isknownasa lightpath[3]. Inasingle-hop,

or all-optical, WDM network, the signal is transmitted all-op-

tically through the network, whereas in multihop networks the

signal may undergo optical/electronic/optical (O/E/O) conver-

sion at some intermediate nodes. In the absence of wavelength

converters (which are expensive), a connection in a single-hop

WDM network must use the same wavelength across all links.

This is known as thewavelength continuity constraint. Also note

that if a wavelength is used on a particular link, no other con-

nection may use the same wavelength over the same link in ei-

ther direction. We will refer to this as the wavelength clash con-

straint. Multihop networks can use different wavelengths on dif-

ferent links because the signal may undergo O/E/O conversion

at some intermediate nodes, allowing it to be retransmitted on a

wavelength different from the receivedwavelength.This conver-

sion process can be expensive, however, both in terms of cost of

equipment and due to the dependence of the conversion process

on the connection line rate andmodulation format.Thedisadvan-

tageof single-hopnetworks is that, in theabsenceof regenerators,

the signal noise accumulates from physical-layer impairments,

such as crosstalk, ASE noise, and nonlinear impairments like

four-wave-mixing, cross phasemodulation, and stimulated Bril-

louin and Raman scattering. To counter this, impairment-aware

routing canbeused to ensure the signal-to-noise ratio is at accept-

able levels when the signal reaches the destination. There has re-

cently been significant work in impairment-aware routing [4]. In

this paper,we consider single-hop networks. Impairment-aware-

ness is an area of future work.

Traditionally, communication in a network is unicast, where

a single source sends data to a single destination. In this paper,

we consider multicast communication, where a single source

communicates with multiple destinations simultaneously. Mul-

ticast applications are becoming more popular and will make

up an important part of future Internet traffic. Examples of mul-

ticast applications are video conferencing, interactive distance

learning, streaming media, distributed data processing, storage

area networks, and e-Science. Because these applications

require large amounts of bandwidth, it is important to support

multicast at the optical layer. The benefits of supporting multi-

cast at the optical layer have been discussed in [5]–[7]. A unicast

request is supported by the use of lightpaths, as previously dis-

cussed. To efficiently support multicast requests, the network

must create light-trees [6]. A light-tree is a generalization of a

lightpath that starts at the source node of a multicast request

and reaches all its destinations by possibly branching (splitting

1063-6692/$26.00 © 2011 IEEE
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the signal) at intermediate nodes. The problem of finding the

optimal route for a light-tree is equivalent to finding a Steiner

tree, which is known to be NP-complete [8], although efficient

approximations exist. In order to support light-trees, the nodes

in an optical network must be able to split an incoming signal

to multiple output ports. This can be accomplished by using

splitter-and-delivery (SaD)-based switches [9], [10]. These

switches are known as multicast-capable OXCs (MC-OXCs).

Two traffic models are usually considered for wavelength-

routed networks: static and dynamic [11]. A static traffic model

gives all the traffic demands between source and destinations

ahead of time. A traffic matrix is given, and the goal is typi-

cally to find an RWA that can meet all the demands and mini-

mize overall cost (e.g., using the least number of transmitters/re-

ceivers). Dynamic traffic requests arrive one by one according

to some stochastic process, and they are also released after some

finite amount of time. When dynamic traffic is considered, the

number of transmitters and receivers is fixed, and the goal is to

minimize request blocking. A request is said to be blocked if

there are not enough resources available to route it. There is a

significant amount of work for the multicast problem with these

types of traffic demands [12]–[20].

We can further classify the above traffic models as immediate

reservation (IR) or advance reservation (AR) [21] requests. The

data transmission of an IR demand starts immediately upon ar-

rival of the request, and the holding time is typically unknown

for dynamic traffic or assumed to be infinite for static traffic.

AR demands, in contrast, typically specify a data transmission

start time that is sometime in the future and also specify a finite

holding time. Advance reservation is also referred to as sched-

uled demands [22], especially when considering static traffic.

In this paper, we consider static advance reservation of

multicast demands, where the advance reservation demands

are known ahead of time. While there is significant work for

immediate reservation of multicast demands, there are few

works dealing with advance reservation [23]–[25]. There are

many examples where we know that a certain amount of

bandwidth will be required by a particular application for some

time in the future. Examples include reserving extra capacity

for peak hours (logical topology reconfiguration), scheduled

transfer of large data, real-time experiments in e-Science,

scheduled video conferences or streaming media broadcast,

and remote surgery. These applications of advance reservation

overlap with the applications of multicast that we presented

earlier. Some applications of multicast advance reservation

include large-scale distributed or replicated data transfer, e-Sci-

ence applications like remote experimentation, and streaming

media distribution (e.g., IPTV). For example, Cisco is in-

vesting in telepresence, which is well suited for multicast

advance reservation. Multicast advance reservation is also

useful in Grid or service-oriented networks where applications

directly request resources. Large-scale science experiments,

like those at CERN [26], require reserving large amounts of

bandwidth to transfer data sets to possibly multiple locations.

The alternatives to using advance reservation requests are to

either overprovision resources or to use dynamic immediate

reservation connection requests when additional bandwidth is

required. The first alternative wastes expensive resources, while

the second approach has the possibility of the request being

blocked due to insufficient resources. Advance reservation

is beneficial to both the providers and users. Given advance

reservation requests, the provider can better optimize resource

usage (due to differences in the time the request arrives and the

time the resources must be reserved) [27], which is especially

true for multicast traffic. The user submitting the advance reser-

vation request can receive better quality of service compared to

dynamic immediate reservation requests.

Advance reservation has been proposed for nonoptical net-

works in the past (e.g., [28]), where the research focus was on

dynamically arriving calls. It was first proposed for WDM op-

tical networks for unicast traffic in [21]. The basic idea is that in-

stead of a request reserving resources immediately after it is re-

ceived, the request specifies some additional information about

start times and durations that it requires. The authors of [21] de-

fined three types of advance reservation requests: specified start

time specified duration (STSD), specified start time unspeci-

fied duration (STUD), and unspecified start time specified dura-

tion (UTSD). As the names suggest, STSD requests specify both

the start and duration of the request. A typical unicast request

may be a tuple specifying a source and destination: , but

an STSD advance reservation unicast request specifies a start

time and a duration : . STUD specifies only the

start time while the duration is variable (usually limited by some

threshold). UTSD requests do not specify a start time at all. It is

assumed these types of requests must be accommodated as soon

as possible and have a fixed duration once scheduled.

Advance reservation requests can be either static or dy-

namic in nature. Static advance reservation means that all

of the requests are known ahead of time, while dynamic ad-

vance reservation requests arrive according to some stochastic

process. Kuri et al. [22], [29], [30] investigated the case of

static STSD advance reservation requests. They were referred

to as “foreseeable” lightpath demands or scheduled lightpath

demands (SLDs). They presented a number of heuristics and

also a branch and bound algorithm to find the optimal cost

given a set of precomputed paths. Wang et al. [31] introduced

a new type of advance reservation request that used a sliding

window. Instead of a demand starting at some fixed time, it can

start at anytime in a given window. This type of request has the

form , where is the start of the window, is the

end, and is the duration of the request . The request

must be scheduled within the window . The problem can be

solved in two steps. First, schedule all the demands within their

windows so that the temporal overlap is minimized. The result

of this stage is the STSD advance reservation problem, which

can then be solved independently. He et al. [32], [33] intro-

duced a new type of advance reservation with both unspecified

start times (start as soon as possible) and unspecified durations.

Gagnaire et al. [34] were the first to propose algorithms for a

mix of advance reservation and dynamic immediate reservation

requests. Wallace et al. [35] proposed a new type of advance

reservation based on STSD. Here, instead of specifying a start

time, the demand specifies a requested service time (RST). The

demand may still be scheduled after the RST. The goal now

becomes to minimize the difference between the actual start

time and the RST. They present a mixed-integer linear program

as well as two meta-heuristics. The author in [36] presented

some heuristics as well as lower bounds for the STSD advance
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Fig. 1. Example of the MCAR problem. The requests are shown in Table I.
The time independence allows requests to reuse resources. In this case, only a
single wavelength is required.

TABLE I
EXAMPLE SET OF STATIC MULTICAST ADVANCE RESERVATION REQUESTS.

THE OPTIMAL RWA IS SHOWN IN FIG. 1

reservation problem. Additional solution techniques are also

presented in [37] for the sliding window model and in [38] for

STSD.

The work mentioned so far focuses on a static set of advance

reservation demands. There has also been work dealing with

dynamic advance reservation demands, mostly from the grid

community [39]–[43]. In addition to RWA, there is also work

for survivability [44]–[46] and grooming [47].

The multicast static advance reservation problem was ini-

tially proposed in [48], where two heuristics were presented.

We provide a more comprehensive evaluation of the problem.

Our contributions are discussed at the end of this section.

Table I shows an example of a static set of multicast advance

reservation requests. Each request specifies the source, the desti-

nation set, the start time, and the end time. The optimal RWA for

this set is shown in Fig. 1. To accommodate these requests, only

a single wavelength is used because we can take advantage of re-

quests that are independent in time. For example, Requests 2 and

4 use some of the same links on the same wavelength because

they are independent in time, and similarly with Requests 1 and

3. In traditional RWA, we can find independence in the spatial

domain to reuse wavelengths. Advance reservation allows reuse

of wavelengths due to spatial or temporal independence.

The contributions of this paper include a proof that the

MCAR problem is NP-complete, a mathematical formulation

of the problem as an integer linear program (ILP), three ef-

ficient heuristics to solve the problem in realistic amounts of

times, and a theoretical lower bound. The paper is organized as

follows. In Section II, we first define the problem formally and

then state our traffic patterns and define the metrics we calcu-

late. We also show that the MCAR problem is NP-complete.

Section III presents the ILP formulation of the problem, while

Section IV presents the three heuristics. Two simple lower

bounds are derived in Section V. We evaluate our heuristics in

Section VI and finally conclude the paper in Section VII.

II. MCAR PROBLEM DEFINITION

Given a network, , a multicast advance reserva-
tion request is defined as , where is
the source node, is the set of destination nodes,
is the arrival time, and is the teardown time. Starting at

the source node, we must find a light-tree (or lightpath) that
reaches all destinations in . The resources must be reserved
at and released at . This is a type of STSD [21] advance
reservation request. We assume that each demand requires one
wavelength and uses only one wavelength (i.e., a source node
cannot transmit separate wavelengths to reach different destina-
tions; it must use only a single wavelength to reach all destina-
tions). The static MCAR problem is defined as follows.
Definition : Given a network and

a set, , of multicast advance reservation
requests, the solution must assign a route tree and wavelength to
each request in such a way that the number of wavelengths
required is minimized while satisfying the wavelength conti-
nuity and wavelength clash constraints. Note we are minimizing
the network-wide wavelength count, not the maximum number
of wavelengths on any link.
The assumption is that these are handled in batch, so the

computation occurs offline. This computation may occur daily,
weekly, or monthly, depending on the service provider.

A. Network Assumptions

We assume single-hop or all-optical WDM networks. Once
the signal enters the network, it is switched all-optically. We as-
sume there is a single link between each node (i.e., link
is the same as ) and each wavelength can be used in only
one direction. For example, if a wavelength is used on link
from node to , it cannot be used on the same link from node
to . The light-trees are unidirectional. We assume wavelength
converters are not available, so the wavelength continuity con-
straint applies, meaning the light-tree or lightpath must use the
samewavelength over all links.We also assume that all switches
are MC-OXCs that can split an incoming signal to any number
of output ports.
We assume that the time domain is broken down into discrete

timeslots. Each timeslot, , represents some unit of real time
(for example, 15 min). The request must start at the beginning
of a timeslot, and its duration must be an integer multiple of the
timeslot length. For example, a request may start at 1:15 p.m.
and last until 6:00 p.m. (19 timeslots). The minimum duration
of a request is assumed to be one timeslot, with a maximum
duration of 24 h.
Given our assumption of a transparent optical network and

the fact that the signals will be split at intermediate nodes,
the physical-layer impairments, power, and the duration of a
timeslot are important to consider. However, in this paper we
are interested in defining the problem and presenting some
initial solutions. In our future work, we will also consider the
physical-layer impairments. We have previously done work in
impairment-awareness, e.g., [49].

B. Time Correlation and Wavelength Reuse

We now define two metrics we use for evaluating our pro-
posed solutions. For static advance reservation traffic, we can
classify the time correlation of the request set. We denote the
time correlation of request set, , by . If few requests
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overlap with each other in the time domain, the set is said to
be weakly correlated ( is close to 0), while if there is a lot
of overlap it is strongly correlated ( is close to 1). A set of
a weakly correlated requests should be able to obtain more tem-
poral reuse, thus requiring fewer wavelengths, than a strongly
correlated request set. For example, if all requests overlap with
all other requests (as in static immediate reservation), then there
is no chance for temporal reuse, and this is the strongest correla-
tion ( ). The time correlation of a set, , can be defined
precisely as follows. Let be the number of other requests
overlaps in time with in (note if overlaps with , over-
laps with ). We have

We use time correlation values of 0.1, 0.4, and 0.7 to represent
weak, medium, and strong time correlation between requests.
Related to time correlation, a reuse metric can also be defined
that will quantify the amount of temporal wavelength reuse our
proposed algorithms are able to obtain. A wavelength on a link
is reused if it has been used by two or more separate lightpath/
light-trees at separate times. Let be the set of links used in the
network and be the number of wavelengths required. Define

as the number of requests that use wavelength on link
. Let be the number of wavelengths used on link

over the entire simulation (this does not count reuse). First, we
summarize the amount of wavelength reuse among all requests
for a given link , then define the reuse metric

When there is no reuse at all, i.e., each wavelength is only
used once the entire time, then , and the metric is 0.
As the reuse increases, that ratio decreases. will be between
0 and 1, with higher values indicating more reuse.

C. -completeness

This section discusses the complexity of the problem. We
show that the MCAR problem is NP-complete and therefore is
unlikely to have an efficient polynomial-time algorithm. First,
we define the MCAR problem as a decision problem.
Definition : Given an undirected graph

and a set of multicast advance reservation requests , is it
possible to assign a light-tree to each multicast request using
wavelengths? Note the wavelength continuity and clash

constraints apply. We assume that each node is an MC-OXC
capable of splitting a signal to any output port and there is
no transmitter or receiver limit at each node (this is what the
optimization problem will minimize). We also assume that the
source uses only a single wavelength to transmit data. These
assumptions are in agreement with the assumptions of the
optimization problem.
Theorem II.1: The kMCAR problem is NP-complete.
Proof: The kMCAR problem is in the complexity class

NP because given a set of light-trees, it can easily be verified
in polynomial time that the solution is valid and uses wave-
lengths. One pass can validate the trees and the continuity con-
straint, which can be done in time proportional to the request set

Fig. 2. Construction of new nodes in Theorem II.1. For each edge in , three
new links and two new nodes are added in .

size, and another pass can then check all links to verify the clash
constraint, which can be done in time proportional to the number
of links in the network. To complete the proof, we will show
that COLOR (CHROMATIC NUMBER, proven NP-complete
in [8]) is polynomial-time-reducible to kMCAR. The COLOR
problem takes as its input a graph and an integer and asks
whether or not the nodes of the graph can be colored using only
colors in such a way that no two adjacent nodes have the same
color.
Let be the input to an instance of COLOR.

We construct a new graph, , by making the fol-
lowing modifications. First, and . For each pair
of adjacent nodes, , add a new node adjacent to both,
forming a triangle. Call this new node . Now add another
node, Node , connected only to . This step is shown in
Fig. 2. For each edge in , this adds three new edges and two
new nodes to . This new graph represents a network where
each edge is a bidirectional link. We assume that the nodes la-
beled (where “ ” refers to any value) simply transmit any
received signal to the adjacent node labeled : to which it is
connected.
Now, we must define the multicast request set . Let each

node in be a source node. This means there are requests
in . Each source node will have its destination set be any of
the new nodes named : or : . In Fig. 2, both Nodes and
would have in their destination sets. The destination set
size for each source node is equal to the number of neighbors
(adjacent nodes) that node has.
The last step is to assign start and end times for each request.

This is done as follows. Choose an arbitrary start node, Node ,
and assign and to the request sourced at that node
(we assume the intervals are inclusive, so overlaps with

). Repeat the following step until all requests have been
assigned start and end times. Choose a node, Node , whose
request does not have a time assignment, but has at least one
neighbor with a time assignment. Assign and

, where represents each of the neigh-
boring nodes (that already have time assignments). When all
nodes have been assigned times, this assignment of start and
end times ensures that each request overlaps in time with the re-
quests of neighboring nodes. Each request in can be defined
as , where , : , : . This con-
struction can be done in polynomial time. An example of the
entire construction is shown in Fig. 3. The resulting multicast
request set, , is shown in Table II.
To assign start and end times, we start with Node 1 by as-

signing and . Next, we choose Node 2. Node 2’s
start time is assigned the minimum end time of its neighbors.
Node 1 is the only neighbor with an assigned time, so Node 2’s
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Fig. 3. Construction used in proof of Theorem II.1. The graph on top is , and
the graph underneath is .

TABLE II
MULTICAST REQUEST SET RESULTING FROM CONSTRUCTION IN THEOREM II.1

start time becomes 2. Node 2’s end time is the maximum end
time of its neighbors, plus one. Again, only Node 1 has been
assigned times, so Node 2’s end time is 3. Next, we choose
Node 4. The assignment is the same as Node 2’s. Next, we
choose Nodes 3 and 6. The assignment works in a similar way,
and the values are shown in the table. Lastly, Node 5 is assigned
a time. The start time is the minimum end time of all its neigh-
bors, which is from Node 2 (or 4), and it is equal to 3. The end
time is the maximum end time of Node 5’s neighbors plus one,
which is from Node 6 and is equal to . The order
the nodes are chosen does not matter; the end result will be that
neighboring nodes overlap in time. Our claim is that the graph
is colorable using colors if and only if an RWA for exists
on using wavelengths.

: Assume can be colored using different colors.
This means that no two adjacent nodes have the same color. Let
the color of Node be . The solution to the kMCAR problem
is constructed as follows. Each source node in transmits on
wavelength over the newly created links to each of its des-
tinations by splitting the signal. For example, Node 1 in Fig. 3
would transmit its signal onto links and . Nodes and
simply transmit any received signal to 1:4 and 1:2, respectively.
Clearly, for each source, all of its destinations are reached in
this way. The wavelength continuity constraint is satisfied since

each source transmits only on the color assigned to it. The wave-
length clash constraint is satisfied because each source shares
its destinations only with its neighbors and its neighbors must
be transmitting on different wavelengths because they were as-
signed different colors in the graph coloring. Note the requests
that share destinations overlap in time, therefore they must use
different wavelengths. The number of wavelengths required is
since this is how many colors were needed to color the graph

and each node simply transmits on its color. Therefore, this is a
valid solution to kMCAR using wavelengths.

: Conversely, assume has a valid RWA of using
wavelengths. Since the RWA is valid, each source reaches its

destinations on a single wavelength. Since each source shares
a destination with each of its neighbors, it must be transmitting
on a different wavelength than each of its neighbors because
they overlap in time, otherwise the wavelength clash constraint
would be violated. Assign the wavelength color to be the color
of the node. This results in a coloring of since wavelengths
were used in .

III. INTEGER LINEAR PROGRAM FORMULATION

We formulate the MCAR problem mathematically as an ILP.
We use an ILP solver (CPLEX) to find an optimal solution.
Note that this does not change the complexity of the problem.
Solving an ILP is also NP-complete. The objective is to mini-
mize the number of wavelengths used. Note that this is different
from minimizing the total number of wavelengths on any link
(congestion). The authors in [45] have presented an ILP for uni-
cast protection for STSD requests with an objective to minimize
congestion.
The parameters to the ILP are the following.
� We use to denote links, to denote the th multicast
request, and to denote wavelengths.
— : The source node of request .
— : The destination set of request .

� : 1 if requests and overlap in time, 0
otherwise.

The ILP will solve for the following variables.
� : 1 if wavelength is used on link for multicast
request , 0 otherwise.

� : order node was added to the tree for multicast re-
quest . This prevents loops.

� : the largest wavelength index in use.
� : 1 if wavelength is used by request , 0 otherwise.
Objective Function:

Subject to:

(1)

(2)

(3)

(4)

(5)
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(6)

(7)

(8)

(9)

(10)

(11)

Constraint (1) is used to keep track of the maximum
wavelength index used. Constraint (2) is used to enforce the
wavelength clash constraint. Two or more requests can use
the same wavelength over the same link only if they are all
independent. This constraint checks every pair of requests
to ensure that if they share a wavelength on a link, they are
independent in time . Since we assume there is a
single link between each node, both directions are considered in
this constraint. Constraints (3)–(9) are used to build each route
tree. Constraint (3) ensures all destinations in are reached.
Constraint (4) specifies that there must be at least one outgoing
wavelength at the source, and constraint (5) specifies that there
can be no incoming wavelengths to the source. Constraint (6)
specifies that all nodes (except the source) can have at most
one incoming wavelength, while constraint (7) specifies that a
node can have outgoing wavelengths only if it has incoming
wavelengths. Constraint (8) specifies that nodes not in the
destination set that have an incoming wavelength must have at
least one outgoing. Constraint (9) is used to prevent formation
of routing loops. Constraints (10) and (11) are used to enforce
the wavelength continuity constraint by ensuring each tree uses
exactly one wavelength and all links on the tree use it.

IV. MCAR HEURISTICS

We have shown the MCAR problem is NP-complete, hence
no efficient algorithm exists for it unless . We intro-
duce three efficient heuristics in this section to solve the problem
suboptimally.
Before discussing each individual heuristic, we describe the

algorithm we use to create Steiner trees for routing individual
multicast requests. As we mentioned previously, the Steiner tree
problem is NP-complete, but many approximation algorithms
exist. We use the heuristic called MPH presented in [50], which
is a approximation for Steiner trees. We include it

here, shown in Algorithm 1, for completeness and to discuss its
runtime.
The heuristic works by creating the tree incrementally. The

function in line 4 finds the shortest path between two nodes.
The heuristic starts by selecting the node in with the shortest
path from . It uses this path as the start of the tree. It then looks
for the next node in with theminimum-cost shortest path from
any node on the partially built tree and adds that node to the tree
using the shortest path. It continues adding nodes in this manner
until all nodes in are part of the tree. The outer loop executes
a total of times. Each iteration of the loop, we must find the
minimum-cost shortest path between a node on the tree and a
node in . To check all of these shortest paths, a loose upper
bound for the number of comparisons is since

Algorithm 1:MPH Approximation for Steiner Trees Presented
in [50]

1: s.t.
2:
3: while do

4:
5: nodes in
6: edges in
7:
8: end while
9:

Algorithm 2: Sequential RWA Heuristic

1:
2: for all do

3:
4: end for
5: for all do

6:
7: for to k do
8:
9: if then

10:
11:
12:
13: end if

14: end for

15: if then

16:
17: end if

18: end for

could come from any node in and could come from any
node in . We will use as the runtime for MPH.
This analysis assumes shortest paths are precomputed.

A. Sequential RWA (seqRWA)

The sequential RWA heuristic seqRWA shown in Algorithm 2
is a simple heuristic forMCAR. It generates -alternate trees for
each request in advance and uses these in the RWA process. The
heuristic begins by sorting the requests according to start time.
In this way, the heuristic treats the static set as if they arrive one
by one. For each request, it loops through the trees and tries
to assign a wavelength according to the first-fit policy [11]. If
assigning the wavelength results in no increase in overall wave-
length count for the network (line 9), that tree and the corre-
sponding wavelength are chosen as the light-tree and the net-
work is updated to include that tree (line 10). Otherwise, it tries
the remaining trees. If all trees result in an increase in number of
wavelengths, the first tree is selected and a new wavelength is
used (line 16). The heuristic maintains wavelength availability
on each link for all timeslots. The same wavelength can be used
on the same link by different requests if they do not overlap in
time.
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In the case of -alternate routing for unicast requests, the
routes are typically link-disjoint. It is difficult, if not impossible
for some topologies, to generate link-disjoint multicast trees.
We use a simple algorithm to generate -trees (line 3). For each
request, the trees are generated using MPH. After generating a
tree, the costs of the links that this tree uses are then incremented
to discourage the remaining trees from using them. Once all
trees are generated in this way, the link costs are reset, and trees
are generated for the next request.
1) Complexity: When describing the complexity of this and

the next heuristic, we use the term , which is the size of
the multicast request. Each request may have a different request
size, so will refer to the maximum multicast request set size
of all requests in the runtime analysis since we are looking at
upper bounds of runtimes. The cost of creating the alternate
trees dominates the runtime of this heuristic. For each of the

requests, we must create trees. To create each tree, we use
MPH and update the edge weights of the links used. This means
that for each of the trees, the shortest paths must be recom-
puted as well. The computation of a Steiner tree after the shortest
paths are computed takes time.1 We must compute
shortest paths each time, which can be done in by using
the Floyd–Warshall algorithm, for example. The total runtime
to generate the alternate trees is then .
The remainder of the heuristic is the for loop that assigns trees
and wavelengths. This is executed times. During each
iteration, the heuristic checks the wavelength availability and
assigns a wavelength. This can be done in time proportional to
the size of the generated tree since it only involves checking the
tree’s links for availability. We can use as an upper bound
for this. The loop therefore takes . The upper bound for
the total runtime of the heuristic is therefore given by the first
loop: .

B. Independent Set Heuristic (ISH)

The seqRWA heuristic, while simple, has several disadvan-
tages. First, the trees are precomputed, so there is little flexi-
bility in the routing of requests. Second, it does not do anything
specifically to take advantage of the time independence between
requests besides sorting them by time. The next heuristic, called
ISH, shown in Algorithm 3, tries to eliminate these disadvan-
tages. The basic idea is that when the heuristic is complete, it

will have sets of requests , such that ,
where all the requests in any given set are independent in space
or in time, meaning they use disjoint resources either in the spa-
tial domain or in the temporal domain. This means that we can
use wavelengths to route since all of the requests in each set
can use the same wavelength. The idea for creating independent
sets has been explored in [36]–[38], but this heuristic is unique.
We use a similar structure to [36] and also employ an interval
graph to find additional time-independent requests.
The heuristic works as follows. The requests are sorted in

nonincreasing order according to . For the th iteration of the
outer loop, we create a new set and select the next unrouted
request . We then find the maximum number of unrouted re-
quests that are independent in time with each other and the cur-
rent request . This is done by first finding all time independent

1To make the notations more readable, we do not show the set cardinality
notation to represent the number of elements in the set, i.e., wewill use instead
of

Algorithm 3: Independent Set Heuristic (ISH)

1:
2:
3:
4: for all do

5: if then

6: continue
7: end if

8:
9:
10:
11:
12:
13: for all do

14: if then

15: continue
16: end if

17:
18: if then

19:
20:
21: end if

22: end for

23:
24: end for

requests of and creating an interval graph of them (line 8).
With the interval graph, we can find the maximum independent
set (line 9), which results in the maximum number of requests
independent with each other and . The maximum independent
set problem for general graphs is NP-complete [8], but for in-
terval graphs there exists an algorithm [51]. These
time-independent requests are now added to . This is how the
heuristic attempts to take advantage of the time independence
of requests. The time-independent requests can now be routed
over the network using MPH (line 11). Note we do not imple-
ment any wavelength assignment. This is done at the end of the
heuristic by simply assigning a unique wavelength to each in-
dependent set, .
The time-independent requests can be routed using the same

links since the requests are not active at the same times. Given
these requests, it may be possible to add additional requests to
that are independent in space, i.e., we can find a route that does
not overlap spatially with other requests. We perform another
linear scan through the remaining requests. For each request not
routed yet, , we try to add it to by first removing any edges
in used by requests that overlap with (lines 17–18) in time
in . may only overlap in time with few requests in . We
only remove links from that are used by those requests. If
can still be routed, it is added to ; otherwise it is left alone.
The heuristic continues until all requests have been routed.

Once it is complete, the requests in are assigned wavelength
on their selected route trees. In addition to sorting by , we
tried sorting by starting times in nonincreasing order. We also
tried performing the inner loop in reverse. We found the combi-
nation presented here performed the best.
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1) Complexity: To analyze the complexity of this heuristic,
we will assume only one request is added to the routed set
in each iteration of the outer loop and one in each iteration
of the inner loop in order to get an upper bound on runtime.
For each iteration of the outer loop, we must construct an in-
terval graph and find the maximum independent set. The in-
terval graph can be created by a linear scan of the remaining
requests: . The independent set can then be calculated in

. Assuming only one tree is found to be indepen-
dent, it can be routed in . The inner loop is also exe-
cuted for each request, and it involves deleting overlapping links
and attempting to route each of the new requests. Deleting the
links can be done in time, but once this is done, shortest
paths must be recomputed in . Assuming only one re-
quest is routed in , the total runtime of the inner loop
is therefore . The total runtime is therefore

, which can be simpli-
fied to . This is a loose upper bound because
during each iteration of the inner and outer loop, multiple re-
quests may be added to the set instead of just one, there-
fore reducing the number of iterations required. As we will see
later, the runtime is comparable to that of seqRWA.

C. Simulated Annealing (SA)

In addition to the two simple heuristics discussed, we also
implemented a meta-heuristic based on simulated annealing.
The two heuristics presented so far build a single solution
piece by piece. We can obtain better solutions if we explore
a number of different solutions iteratively instead of stopping
with a single solution. For example, given an initial solution,
we can make small perturbations, reevaluate the cost, and move
to solutions with lower cost. We can repeat this iteratively until
no more improvements can be achieved. The problem with this
approach is that we may get stuck in a local minima. Simulated
annealing [52] is a technique that can be used to avoid this
problem. It allows solutions to move “uphill” in a controlled
manner so as to escape from local minima.
Simulated annealing is based on the physical process of an-

nealing a solid. To put some material into a low-energy state,
it is first heated up, then cooled slowly. At each temperature, a
“thermal equilibrium” is reached. The energy of the solid de-
pends on the energy of the particles making up the solid. A
low-energy state is equivalent to finding some configuration of
particles that results in the lowest energy. This can be thought
of as a combinatorial optimization problem. We can therefore
mimic the annealing process to create solutions to combinato-
rial optimization problems.
The basic requirements for simulated annealing are as fol-

lows. First, the configuration needs to be specified, which can
be thought of the set of particles in the physical object. Next,
we need an initial temperature and an annealing schedule, or
how the temperature is decreased over time. At each given tem-
perature, the current configuration is perturbed to create a new
configuration. If the cost of the new configuration is lower than
the current one, we accept it and set the current configuration to
the new configuration that was generated. If the new configu-
ration has higher cost, we accept it with some probability. This
allows the process to escape from local minima. The probability
of accepting a higher cost configuration is higher with high tem-
perature and decreases as the temperature cools. This allows an

Algorithm 4: Simulated Annealing

1:
2:
3:
4: repeat
5: for to iterPerTemp do
6: newConfig = perturb(currentConfig)
7: newEnergy = IS(newConfig)
8: if then

9:
10: if then

11: currentConfig = newConfig
12: currentEnergy = newEnergy
13: end if

14: else

15: currentConfig = newConfig
16: currentEnergy = newEnergy
17: end if

18: end for

19:
20: until

aggressive random search in the beginning that slowly turns
into a focused local search. Typically, the Metropolis Algorithm
is used to determine whether or not to accept new higher cost
configurations. The probability distribution used is the Boltz-
mann distribution and is given as , where is the
change in energy between the two configurations and is the
current temperature. At each temperature, a number of pertur-
bations is made to the configuration. The number should be
large enough for equilibrium to be reached at the current tem-
perature. Once this is done, the temperature is decreased ac-
cording to the annealing schedule. A typical annealing schedule
is , where . The meta-heuristic
ends when some stopping condition is met, like the tempera-
ture is below a threshold, a maximum number of iterations is
reached, or the solution has not improved in a number of temper-
ature decreases. Simulated annealing theoretically converges to
the optimal solution, but it does so asymptotically [53], so con-
vergence will not likely happen in realistic scenarios.
Our simulated annealing heuristic (SA), shown in

Algorithm 4, uses the ISH heuristic to generate solutions
given a configuration and explores different orderings of re-
quests. Recall that ISH begins by sorting the requests in the
order of . The ordering of requests will affect the final
solution. Ordering by destination set size is a simple approach,
but likely not the best. There will exist some ordering of the
requests that results in the lowest cost solution using ISH. Given
that there are different orderings, it is not feasible to try all
of them. This is the search space for our simulated annealing
approach. A configuration is therefore a specific permutation of
the requests. SA calls ISH as a subroutine, but in this case ISH
does not sort the requests as shown in Algorithm 2 since SA is
exploring different orderings itself.
Our SA heuristic implements the standard simulated an-

nealing technique. It starts by sorting the requests according
to like ISH. The function performs a random
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swap of two requests in to change the ordering and get a
new configuration. We also use a constant , shown in line 10,
known as the Boltzmann constant. The Boltzmann constant can
be used to help normalize the ratio for better probabilities. The
SA heuristic runs until the temperature value close to zero or
some maximum number of configurations is reached. The main
parameters are the number of iterations per temperature, the
total number of iterations, the Boltzmann constant , and
(for the annealing schedule). We discuss how we selected their
values in Section VI. We should also note that even if the SA
heuristic found the optimal solution (i.e., the optimal ordering),
it does not necessarily mean it is the optimal solution to the
entire MCAR problem. The SA heuristic simply improves upon
the suboptimal solutions found by ISH.
1) Complexity: The complexity of the simulated annealing

heuristic is directly related to the complexity of ISH. The per-
turbation takes constant time, as does checking for uphill moves
and updating the temperature. The number of iterations is the
parameter that has the highest effect on the runtime of SA. For
each iteration, ISH is computed.

V. LOWER BOUNDS

In this section, we define a lower bound on the number of

wavelengths required for multicast advance reservation. Our

derivations are based on the work in [36] and [54]. We derive

two lower bounds, one based on comparing the logical nodal

degree and physical nodal degree of the nodes, , and one

based on congestion of the links, . Let be the physical

nodal degree of Node . The in-degree and out-degree are the

same for each node. Let be the number of incoming and

outgoing lightpaths at Node during time interval

The average number of lightpaths routed over each physical

edge of Node is given by . At least one of these edges

must therefore have lightpaths routed over it (we take

the ceiling since the number of lightpaths must be an integer).

The lower bound simply finds the node that requires the most

wavelengths in any time interval. This lower bound does not

take the routing of requests into account, therefore we propose

another lower bound that does.

The next lower bound, , is derived by taking the routing

of trees into account, providing a lower bound on congestion

over any link, which is in turn a lower bound for the number of

wavelengths required. Let be the minimum number of links

required to route request .

Lemma V.1: ,

where is the number of links on the shortest path.

Proof: Consider any tree for request routed over the

network . is sourced at and reaches all

destinations in . Let be the shortest-path

node from on . Note this is the shortest path based on ,

not necessarily the shortest path based on . Since is the

shortest path node, no other nodes in can be on the path, and

therefore no other nodes are reached by this path. The remaining

nodes can be reached at best in one hop (using

Fig. 4. Small mesh network used to get ILP results.

links). Let the number of links on the from to be

. The number of links used by this tree is therefore

at least .

Let be the node with shortest hop distance from to any

node in over with hop distance (it is possible

). We must have . The min-

imum number of links is therefore at least .

Let be the set of active requests during time interval

. The lower bound can then be defined as

This lower bound finds the time interval with the greatest con-

gestion and uses this as a lower bound for the number of wave-

lengths required. For each interval, we find the total minimum

number of links required by all of the requests in the interval.

The average number of requests using each physical edge is this

total divided by the number of edges (we assume each wave-

length can be used in a single direction). This congestion is a

lower bound on the number of wavelengths required. The final

lower bound we use will be .

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our heuristics

for the MCAR problem. We first compare them to the optimal

solution from the ILP on a small six-node network, and then

compare them to each other on four realistic networks. We also

discuss how the heuristics compared to our lower bounds.

The parameters for the heuristics are as follows.We use

for seqRWA. Values larger than 3 did not result in any better

performance. For the simulated annealing parameters, we used

200 iterations per temperature, 15 000 iterations in total,

for the Boltzmann constant, and (the initial temperature

is 1).

A. ILP Results

In order to get results for the ILP we have to run it over small

networks due to its complexity. The network used for compar-

ison of the ILP and heuristics is shown in Fig. 4. The ILP was

solved with CPLEX 12.0. Both the ILP and heuristics were run

on a machine with a 2.33-GHz Quad Core Xeon processor and

8 GB of RAM. The processor also has Hyper-Threading, so

CPLEX was able to use eight threads while solving the ILPs.

Each point on the graphs is the average of 20 individual runs.

We ran the ILP for a maximum of 24 h each run. There were

instances (the most was 3 of 20 for )

where it hit the 24-h limit without finding the optimal solution.

In this case, we just used the feasible solution. It is likely, given
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Fig. 5. Comparison of the optimal results provided by the ILP and results provided by the heuristics over the network shown in Fig. 4. Graphs (a) and (b) are
results obtained with time correlation of 0.7, and graphs (c) and (d) are from a time correlation of 0.4. (a) Average wavelength usage . (b) Average
runtimes . (c) Average wavelength usage . (d) Average runtimes .

the size of the problem, that this feasible solution is also the op-

timal solution (this feasible solution was never higher than the

corresponding solution SA found).

We compare the ILP and the heuristics for different request

set sizes and time correlations of 0.4 and 0.7. For each request

set size, the number of multicast destinations for individual mul-

ticast requests is set to two. The source and destination nodes

are chosen with a uniform random distribution. The results are

shown in Fig. 5 with a 95% confidence interval for the average

wavelengths required. We did not include the confidence in-

terval in the graphs for average runtimes because the ILP run-

times varied greatly, leading to large intervals. The intervals

for runtimes of the heuristics were small. Both time correlation

values show similar results. We observe from Fig. 5(a) and (c)

that the simulated annealing meta-heuristic is able to achieve

optimal or close-to-optimal solutions for the given set sizes. We

cannot, however, make the same conclusion about much larger

set sizes or networks. While this is a good indication that the

simulated annealing heuristic performs well, it does not mean

that it always provides a solution so close to the optimal solu-

tion as the requests sizes get larger. Fig. 5(b) and (d) compares

average runtimes for the different heuristics and the ILP (notice

the log-scale for the -axis). seqRWA and ISH have similar sub-

second runtimes. Simulated annealing has runtimes in the tens

of seconds that grow slowly as the request set size increases.

The ILP runtime, as expected, grows rapidly. This shows that

the ILP is not practical, given the runtimes for the small set sizes

and small network.

B. Comparison of MCAR Heuristics

In this section, we use the realistic networks shown in Fig. 6

to evaluate our heuristics. The results are shown in Table III.

The table lists the number of nodes, edges, and average nodal

degree of each network. The results are shown for a request set

size of 100 requests (results are similar for other sizes).

Source and destination nodes were uniformly distributed, and

the size of the destination set was uniformly distributed

between two and four. The results are grouped by time correla-

tion value and heuristic. The columns represent the average

number of wavelengths required, and the column is the av-

erage value of the reuse metric defined in Section II. The results

are an average of 30 runs. We computed the 95% confidence in-

tervals for all the results, but they are not included here since

they are negligible. We ran the heuristics for set sizes of 30 and

60 with similar results, so they are not presented here.

For the ATT and NSFnet networks, we observe that in gen-

eral across time correlations, ISH provides about a 9%–12% im-

provement in cost compared to seqRWA. SA provides about a
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Fig. 6. WDM mesh networks used for evaluation of proposed heuristics. Link weights not shown for clarity. (a) Scaled AT&T network. (b) 14-node NSFnet.
(c) Italian WDM network. (d) 24-node network.

TABLE III
COMPARISON OF MCAR HEURISTICS OVER THE TOPOLOGIES SHOWN IN FIG. 6. THE REQUEST SET SIZE IS 100

14% improvement over ISH and a 22%–24% improvement over

seqRWA. For the Italian and 24-node networks, ISH is about

13%–15%better than seqRWA, SA is about 22% better than ISH,

and SA is about 32% better than seqRWA.

We observe that the heuristics perform similarly on ATT and

NSFnet. The heuristics achieve better results on the Italian and

the 24-node network, which also have similar performance to

one another. This can be explained by the average nodal degree

of the networks. With a higher nodal degree, it is easier to find

spatial reuse in the network. The heuristics provide better results

with a higher nodal degree both in terms of absolute value and

how they improved compared to each other.

From the reuse metric columns in Table III, we observe that

the values are similar for ISH and SA, while seqRWA has a

lower value. ISH and SA achieve similar amounts of temporal

wavelength reuse. Even though they have similar reuse metric

values, SA still improves the minimum cost compared to ISH.

This seems to imply that ISH is able to take advantage of time

independence and temporal reuse well, but SA is able to find

better spatial reuse by permuting the ordering of requests. One

area of future work may be to modify ISH to improve its ability

to find spatial reuse. We could, for example, modify the inner

loop to make more intelligent selections of requests instead of

using a simple linear scan.

We will briefly describe the runtimes of the heuristics, which

are not shown in the table. These heuristics were run on a ma-

chine with a Core2 Quad Core CPU at 2.66 GHz with 8 GB

of RAM. First, since the runtimes are highly dependent on the

network size , the runtimes are highest for ATT and lowest

for NSFnet. The patterns are similar for each network, however.

At low time correlation values, ISH runs faster than seqRWA

even though ISH has higher complexity. This is because with

low time correlation, ISH is able to find more time-independent

requests in each iteration, significantly reducing the number of
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Fig. 7. Comparison of runtime and wavelengths required for different SA
parameters. Each point on the -axis represents a different combination of
parameters.

iterations required, as discussed in the complexity analysis of

ISH. For example, for the Italian network with , the

runtime of ISH is 220 ms, while seqRWA is 330 ms. As the time

correlation increases, so does ISH’s runtime.When ,

the runtime increases to 336 ms. In all cases, seqRWA and ISH

achieve subsecond runtimes (a max of about 400ms for seqRWA

with the ATT network). The SA heuristic has much longer run-

times because it iterates ISH many times. Again, since ISH is

used by SA, SA runs much faster for low time correlation values

on the same network. For example, on the Italian network with

, SA runs in 436 s, while with , it runs

in 2665 s (44 min). The maximum runtime of SA is on the ATT

network with , which is 4824 s (80 min). The run-

times between ISH and seqRWA are essentially negligible con-

sidering this computation occurs offline. It is therefore easy to

choose ISH over seqRWA given the performance improvement.

SA’s runtime is significantly longer than ISH, especially for high

time correlation. Given that the advance reservation requests are

typically made for periods of days or weeks, the runtime of SA

is still reasonable. It is possible to use an algorithm that runs in

80 min, worst case, to schedule a batch of requests for the next

24 h.

C. Simulated Annealing Parameters

To find the best parameters for our simulated annealing meta-

heuristic, we ran simulations for different combinations of pa-

rameters. We used NSFnet in the analysis with a request set size

of 60 requests and a time correlation of 0.7. The results of these

experiments are shown in Fig. 7. Each point on the -axis rep-

resents some combination of input parameters. We varied the

value, the Boltzmann constant , the number of iterations

per temperature, and the total number of iterations. We varied

from 0.9 to 0.99, the Boltzmann constant from 4 to 10, the

number of iterations per temperature from 100 to 300, and the

total number of iterations from 10 000 to 20 000. These different

combinations led to 108 different parameter settings. Each of

these were run five times, and the average cost and runtimes

were recorded as shown in the figure. The runtimes are grouped

TABLE IV
OPTIMAL SOLUTION COMPARED TO OUR LOWER BOUNDS FOR THE NETWORK

SHOWN IN FIG. 4

into three separate ranges; these correspond to different settings

for the total number of iterations. We observe the cost also has

two distinct ranges for each runtime range. These correspond to

lower and higher values of the Boltzmann constant, with lower

values providing better results. This parameter has the greatest

impact on overall performance of SA.

We choose point 68 on the -axis, which corresponds to the

settings discussed earlier, since it has the second lowest average

cost and the runtime is part of the medium group. In addition

to these different parameter settings, we also tried the annealing

schedule defined as . This schedule resulted in

worse results than the schedule we selected.

D. Lower Bound Results

In this section, we discuss how our heuristics compared to our

lower bounds. As we mentioned earlier, we defined two lower

bounds and take the maximum of the two as the actual bound,

. This lower bound is not the actual minimum number of

wavelengths required, just a theoretical lower bound. We first

compare our ILP to the lower bound to show the bound is rea-

sonable, then compare our heuristics to the bound.

Table IV compares the ILP optimal solution and SA heuristic

to the lower bound on the small six-node network shown in

Fig. 4. The ILP and SA results are those shown in Fig. 5. The

first three columns show the wavelengths required, while the

last two show the percentage difference between the ILP and the

LB and SA and the LB. We observe the lower bound is pretty

accurate with a maximum of 10.5% difference from the optimal

solution. The table also shows that the SA heuristic provides

good solutions for this small network (as shown in Fig. 5 as

well).

Lastly, we compare the lower bounds and heuristics over the

networks shown in Fig. 6. The results are shown in Table V. The

table is structured similar to Table III. We group the results by

time correlation values. The SA column is the number of wave-

lengths required from the SA heuristic, LB is the lower bound,

andDiff. is the percentage difference between the two. The table

shows that percentage varies between 40% and 100%. Again,

this is just a theoretical lower bound, not the actual minimum

number of wavelengths required. As network sizes increase, the

bound also becomes less accurate because the possible routing

gets much more complicated. In the worst case, SA provides a

solution that is two times the cost of the lower bound. Given that
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TABLE V
COMPARISON OF SA HEURISTIC TO THE LOWER BOUND OVER THE TOPOLOGIES SHOWN IN FIG. 6. THE REQUEST SET SIZE IS 100

the lower bound is conservative, it is a good indication that SA

performs well.

We present one final note about the bound computation. We

found that with normal static demands for immediate arrival

requests, the second lower bound typically provided higher

values, meaning link congestion had a big impact on the min-

imum number of wavelengths. When time independence with

advance reservation was introduced, we found that the first

bound typically provided the higher value. The congestion is

lowered due to the fact that there are fewer requests active at

any time interval. This means that the average nodal degree of

the network has significant impact on number of wavelengths

required, which explains why, in Table III, Italy and 24-node

networks have better results than the other two.

VII. CONCLUSION

In this paper, we have investigated the multicast advance

reservation problem and showed that the problem is NP-com-

plete. We formulated it as an ILP, presented three efficient

heuristics to solve the problem, and derived lower bounds

on the number of wavelengths required. Our simulated an-

nealing heuristic provides close-to-optimal solutions when

compared to the ILP for a small network. In realistic network,

SA achieves up to a 22% improvement over ISH and a 33%

improvement over seqRWA. The runtimes for the SA heuristic

are significantly higher, but these computations are performed

offline and at most daily, so the runtimes of SA are reasonable

given this constraint. The SA provided, on average, solutions

1.5–1.8 times above our conservative theoretical lower bound

for real-world networks.

Considering the existence of different approximation algo-

rithms for the Steiner tree problem, one area of future work is

investigating the possibility of creating an approximation algo-

rithm for the MCAR problem. We will also investigate stricter

lower bounds, possibly by exploring a more graph-theoretic ap-

proach to obtain bounds for congestion. Because we are dealing

with transparent optical networks, another important area of fu-

ture work is impairment awareness.

We will also consider an alternative formulation to the

problem that is consistent with a batch scheduling approach.

Rather than minimizing resources, we will maximize the

number of accepted connections given a fixed number of

resources. The ILP and heuristics can be adapted for this case.
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