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Abstract: A Wireless Sensor Network (WSN) is a collection of low-cost, low-power and 

large-scale wireless sensor nodes. Routing protocols are an important topic in WSN. Every 

sensor node should use a proper mechanism to transmit the generated packets to its 

destination, usually a base station. In previous works, routing protocols use the global 

information of the network that causes the redundant packets to be increased. Moreover,  

it leads to an increase in the network traffic, to a decrease in the delivery ratio of data 

packets, and to a reduction in network life. In this paper, we propose a new inferential 

routing protocol called SFRRP (Static Three-Dimensional Fuzzy Routing based on the 

Receiving Probability). The proposed protocol solves the above mentioned problems 

considerably. The data packets are transmitted by hop-to-hop delivery to the base station.  

It uses a fuzzy procedure to transmit the sensed data or the buffered data packets to one of 

the neighbors called selected node. In the proposed fuzzy system, the distance and number 

of neighbors are input variables, while the receiving probability is the output variable. 

SFRRP just uses the local neighborhood information to forward the packets and is not 

needed by any redundant packet for route discovery. The proposed protocol has some 

advantages such as a high delivery ratio, less delay time, high network life, and less 

network traffic. The performance of the proposed protocol surpasses the performance of 

the Flooding routing protocol in terms of delivery ratio, delay time and network lifetime. 

Keywords: wireless sensor networks; routing protocols; fuzzy logic; receiving probability; 

network lifetime 
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1. Introduction 

Wireless Sensor Networks (WSN) have been considered during the last decades, as a result of 

wireless communication that has been in use since 1990 [1,2]. WSN have been developed for different 

applications, such as environmental monitoring, military projects, automobile tracking, human 

monitoring or medical management [3-6]. A WSN is a wireless network formed by a large number of 

sensors, including thermal, pressure or accelerator sensors, to name a few. These sensors can sense and 

detect the environmental statistics, including temperature, pressure, movement, etc. [7]. Within the 

network, the sensors are referred to as nodes. Low cost, large-scale, and low power sensors are some of 

the main reasons to deploy wireless communication technology to sensor networks. Assuming that a 

node does not have any information about neighboring nodes and the overall topology of the network 

before its deployment, the node therefore needs to go through an initial self-organization phase. This 

self-organization causes nodes to be aware of the neighbors and other criteria of the network, which 

will subsequently be used in the routing procedure. There are three kinds of routing protocols: data-

centric, hierarchical, and location based routing protocols [8]. In data-centric routing, the data that is 

generated by one node is stored in another node determined by the name of the data. 

One of the primary requirements in sensor networks is the design and development of an energy 

efficient routing protocol. Minimizing power consumption is another important attribute of routing 

algorithms in WSN. Nevertheless, network lifetime is the most useful attribute of a routing method's 

performance. Some routing algorithms, including the Dynamic Source Routing (DSR) [9] and the 

Hierarchical routing [10], have been proposed for wireless networks. While these algorithms can be 

applied in traditional wireless networks, they cannot be used in sensor networks: disagreements 

between both types of networks are the principal reason for this incompatibility [11,12]. Further 

differences are the size of the networks, the node capacity, and the communication patterns. 

Most of the previous routing protocols use the global information of a network to route data packets 

from sensor nodes to the base station, hence generating much more extra packets. The traffic load and 

the total energy consumption of these networks are high. This leads to a reduction of the network life, 

incomplete transmissions of data packets to the base station, and delays in forwarding data packets to 

the base station. 

We here propose an inferential routing protocol called Static Three-Dimensional Fuzzy Routing 

based on the Receiving Probability (SFRRP), which uses the local neighborhood information of the 

network and a fuzzy procedure to take the best decision to forward packets towards the base station. 

Every node that has a sensed data or a gathered data packet that should be transmitted to the base 

station selects one of its neighbors as selected node by the proposed fuzzy system to forward the data 

packet to the base station. Selecting an appropriate neighbor node by a fuzzy procedure is done by 

considering two parameters, namely distance and number of neighbors. In fact, the proposed protocol 

applies an inferential manner based on the human reasoning to select a proper path from every node to 

the base station without participating much more intermediate nodes in the transmission path. These 

features lead the network life to be enhanced considerably, the number of data packets delivered to the 

base station to be increased, and more data packets being transmitted to the base station in an 

acceptable time. 
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The remainder of this paper is organized as follows: Section 2 presents previous, related works 

about routing protocols. A brief review on the fuzzy logic applications are given in Section 3. Section 

4 introduces the features of the proposed routing protocol as well as the network model, the packet 

format used in the protocol, and the proposed fuzzy system to select the appropriate transmission path. 

In Section 5, the simulation model to evaluate the performance of the proposed routing protocol is 

described. The paper concludes in Section 6. 

2. Related Works 

The Flooding Protocol is a routing algorithm to distribute information of the nodes to every node in 

the neighborhood [13]. Each node is aware of the identities of its neighbors. Naive Flooding is a 

Flooding algorithm wherein each node first receives a packet, then transmits it to the neighbors. In 

Controlled Flooding, certain nodes are designed as transmitter nodes, which are strategically placed on 

the lattice. These nodes, upon receiving a packet, transmit it to the neighbors. Random Walk is a 

Flooding algorithm in which each node, upon first receiving a packet from a neighbor, transmits it to 

the neighbors, and designates one in three neighbors as the next transmitter. In Random Flooding, each 

node, upon receiving a packet, transmits it with probability p  (0, 1). All subsequent receptions of the 

same packets are ignored by the node. 

A family of adaptive protocols is proposed by Heinzelman et al. [14,15] and is called Sensor 

Protocols for Information via Negotiation (SPIN). It broadcasts the information of the nodes to every 

node in the network. In this protocol, every node is a potential base station within the network. This 

property causes the users to request from the nodes and fetch the needed information. 

Intanagonwiwat et al. proposed a popular data aggregation sample for WSN, which is called 

directed diffusion [16]. Directed diffusion is presented according to the Data Centric (DC) paradigm. 

In DC, data coming from different sources are combined by eliminating redundancy and minimizing 

the number of transmissions. The events are measured by sensors in directed diffusion. 

Another routing protocol is energy aware routing [17], which aims at increasing the network 

lifetime. This protocol is similar to directed diffusion, but it differs in the sensing operation: it 

memorizes a set of paths instead of memorizing and performing one optimal path. 

Low Energy Adaptive Clustering Hierarchy (LEACH) [18] is a hierarchical clustering algorithm, 

meaning that it is a cluster based protocol, and has distributed cluster information. A few nodes are 

selected as cluster head (CH) nodes and compress data arriving from nodes that are in the respective 

cluster. 

The Threshold-Sensor Energy Efficient Sensor Network (TEEN) and Adaptive Periodic Threshold-

Sensor Energy Efficient Sensor Network (APTEEN) are both proposed for time critical applications 

[19,20]. In the TEEN protocol, network nodes sense the environmental data continuously, but 

transmission of the sensed data is done in discrete times. In fact, when there is a small change in the 

sensed value, the node switches on its transmitter for transmitting the sensed parameter. Thus, 

threshold value tries to reduce the number of data transmission by sending data in a defined range. On 

the other hand, APTEEN is a protocol that uses periodicity, meaning threshold values for the TEEN 

protocol change scarcely. 
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There is a routing protocol that calculates the efficient energy of sub-network. This protocol is 

called the Minimum Energy Communication Network (MECN), which is used in sensor networks and 

utilizes low power GPS [21]. Some routing protocols are proposed for the sensor network, including 

energy-efficient multipath routing [22], Small Minimum Energy Communication Network (SMECN) 

[23], Self Organizing Protocol (SOP) [24], Sensor Aggregates Routing [25], Hierarchical Power-

Aware Routing (HPAR) [26], Geographic Adaptive Fidelity (GAF) [27], Geographic and Energy 

Aware Routing (GEAR) [28], SPAN [29], the Greedy Other Adaptive Face Routing (GOAFR) [30], 

etc. 

3. Fuzzy Logic Applications 

Fuzzy logic and fuzzy sets are powerful mathematical tools [33-35]. They are used for modeling 

and controlling uncertain systems in industry, humanity and nature. They are the assistants for 

approximate reasoning in decision making in the absence of complete and precise information.  

A classic set is defined in such a way that all the members in a certain universe can be partitioned into 

two classes: those who belong to the set, and those who do not belong to the set. In addition, classic 

sets are called crisp sets to distinguish them from fuzzy sets. When a set A is assumed to be a crisp set 

defined over the universe U, it is defined as a subset of the universe U. In fuzzy logic, this feature is 

generalized. Thus, it is not required that x is either a full member or a non-member of the set, because x 

can be defined as a partial member of the set. In this logic, the characteristic function can be set to a 

value between zero and one. As an example, Figure 1 shows the fuzzy value for a room temperature 

Figure. 

Figure 1. The fuzzy value for a room temperature. 

 
 

A Fuzzy Logic System (FLS) is a system that is defined as the nonlinear mapping of an input data 

set to a scalar output data. A FLS involves four main sections: fuzzification, rules, inference engine, 

and defuzzification. The general architecture and major components of a FLS are shown in Figure 2. 

The procedures of the fuzzy logic are described in Algorithm 1: first, a crisp set of input data is 

received and then is converted to a fuzzy set using fuzzy linguistic variables, fuzzy linguistic terms, 

and membership functions. This phase is called fuzzification. Thereafter, an inference is made using a 

set of rules. Finally, the resulted fuzzy output is mapped to a crisp output by the membership functions. 

This phase is called defuzzification. 
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Figure 2. A fuzzy logic system. 

 

 
Algorithm 1. Fuzzy logic algorithm. 

1.  Appoint the linguistic variables and terms (initialization) 

2.  Create the membership functions (initialization) 

3.  Create the rule base (initialization) 

4.  Convert crisp input data to fuzzy values 

based on the membership functions (FUZZIFICATION) 

5.  Evaluate the rules in the rule base (inference) 

6.  Combine the results of the rules (aggregation) 

7.  Convert the output data to non-fuzzy value (DEFUZZIFICATION) 

 

The linguistic variables are the input or output variables of the fuzzy system. These variables are 

words or sentences of a natural language, instead of numerical values. The membership functions are 

used to quantify the linguistic terms. The common types of the membership functions are triangular, 

trapezoidal, and Gaussian shapes. A rule base is constructed to control the output variables in the FLS. 

A simple IF-THEN statement with a condition and a conclusion constructs a fuzzy rule. As an 

example, sample fuzzy rules for an air conditioning system are listed in Table 1. In this system, the 

fuzzy engine compares the room temperature and the target temperature periodically, and produces a 

command to heat or cool the room. 

Table 1. Sample fuzzy rules for air conditioner system. 

Fuzzy Rules 

1. IF (temperature is cold OR cool) AND (target is warm) THEN command is heat 

2. IF (temperature is warm OR hot) AND (target is warm) THEN command is cool 

3. IF (temperature is warm) AND (target is warm) THEN command is no-change 
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4. The Proposed Routing Protocol 

The current routing protocols are not smart; they find the transmission paths according to the 

routing table or routing discovery using the global information of the network. In the routing table, 

network nodes have to maintain the discovered paths. Moreover, the paths have to be recovered and 

updated as some of the paths can be broken. Thereupon, route discovery causes increasing network 

traffic, while decreasing the network lifetime. To solve these potential problems, we propose a new 

routing protocol called the Static Three-Dimensional Fuzzy Routing Based on the Receiving 

Probability (SFRRP) in wireless sensor networks. The proposed protocol is an inferential routing 

protocol that uses a fuzzy procedure to find an appropriate path for transmitting the data packets from 

the sender nodes toward the base station. When a sensor node has a sensed data or a buffered data 

packet that should be transmitted to the base station, it chooses one of its neighbors called the selected 

node by the proposed fuzzy system for forwarding the packet through that node. To choose the 

appropriate node from its neighbors, the sender node needs only the local information on its neighbors 

instead of the global information of the network. Therefore, SFRRP does not generate any controlling 

packet for route discovery. In this way, the traffic load of the network is reduced, the energy 

consumption of the nodes decreased, the network life and data delivery ratio considerably enhanced, 

and the data packets delivered to the base station in an acceptable time. Note that the proposed routing 

protocol can be operated in the variant states of the WSN. Furthermore, it is not needed to maintain the 

paths and does not involve unnecessary intermediate nodes. 

4.1. The Network Model 

We consider a sensor network that consists of a base station and some sensor nodes that are energy-

constrained immobile nodes and are deployed randomly in a complex region. It is considered that 

sensor nodes are not grouped into clusters or trees. Furthermore, most nodes cannot send the packet to 

base station directly, e.g., there exist obstacles or weak signals of sensor nodes. In this region, the 

sensors communicate with each other by short-haul radio communication, and most of the nodes 

cannot transmit their data packets to the base station directly. Thus, they are required to transmit the 

packets using hop-to-hop delivery. Moreover, each node knows its own location by the Global 

Positioning System (GPS) technology [42]. Sensor nodes are known as three-dimensional positions to 

determine their neighbors correctly. Furthermore, all sensor nodes know the position of the immobile 

base station. After deploying the sensor nodes in a certain network, they will detect their neighbors by 

broadcasting a Neighbors Discovery (ND) message. Each node that received this message, responds to 

it by sending a Neighbors Acceptance (NA) message. When the sensor node receives the NA message, 

it searches the sender node in its neighbors list; if it does not exist, its sender ID is appended to the 

neighbors list. The sensor nodes perform two main functions: sensing and relaying. The sensing 

element probes its environment to track an event. Then, the sensed data are relayed to the base station 

trough selected nodes. It is necessary to express that data is generated by the Poisson distribution [36]. 

The process of data generation is done in rounds, which are determined by this distribution. Note that 

the packets have no defined finite life time. In fact, time-to-live of packets are considered infinite until 

they are delivered to the base station. The network model for transmitting the data packets by the 
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proposed protocol is shown in Figure 3. It consists of some sensor nodes deployed throughout the 

network and a base station located within the radio range of a small number of nodes. Furthermore, 

any node that has a new sensed data to transmit to the base station is called sender node. 

Figure 3. A network model to route the data packets by Static Three-Dimensional Fuzzy 

Routing Based on the Receiving Probability (SFRRP) in a typical Wireless Sensor 

Network (WSN). 

 

 

We apply the method  Presented in [31,32] to estimate the communication energy consumption of 

the sensor nodes. In this model, the main energy parameters for communication are the energy/bit 

consumed by the transmitter electronics (α1), dissipated energy in the transmit OPAMP (α2), and 

energy/bit consumed by the receiver electronics (α3). We assume a 1/d'n path loss, and the energy 

consumed is: 

 Et = (α1+α2d'n)rb 

 Er = α3rb  
(1) 

 

Where, Et is the required energy for sending rb bits, and Er is the desired energy consumed for 

receiving rb bits; α1 is the dissipated energy in the transmitter electronics (taken to be 50 nJ/b). In 

addition, α3 is the dissipated energy in the receiver electronics; α2 is the dissipated energy in the 

transmitter amplifier (taken as equal to 100 PJ/(b.m-2)); rb is the number of bits in the transmitted 

packet; and d'n is the distance that should be traversed by packet. 

4.2. Data Packet Format  

In the proposed system, every data packet consists of seven main elements. The packet format and 

its elements are represented in Table 2. Every generated data packet involves the represented elements. 
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Every element explains one of the data packet features. Furthermore, the buffer structure of the sensor 

nodes consists of similar elements to facilitate transmitting the information of packets in the routing 

procedure. The buffer structure of the base station is also the same as the packet format of sensor 

nodes, because details of the transmitted data packets should be informed by the base station. 

Table 2. Packet format used in the proposed protocol. 

Element Name Features 

Initiator ID Indicates the ID number of the sender node 

Initiator Sequence Number Illustrates the number of packets generated by the sender node 

Partial Route Represents nodes traveled by the packets 

Data Indicates the message content 

Start Round Round of start sending packets 

Finish Round Round of finish sending packets 

Delay Time The total time required to send packets 

It is assumed that in the packet format, the initiator ID indicates the sender node ID. The initiator 

sequence number represents the number of generated packets by that node. The partial route involves 

the node ID of the intermediate nodes that the data packet is transferred through them to the base 

station. The start round represents the time of network that the data is transmitted by the sender node, 

and the finish round indicates the time of network that the data packet is delivered to the base station. 

Moreover, the delay time represents the total time required to transmit the packet from the sender node 

to the base station. 

When new data is sensed by a sensor node, a data packet is generated by that node based on the 

elements of the packet format. The sender node sets its node ID in the initiator ID part of the packet. 

Furthermore, it puts the incremented sequence number of all sensed data into the initiator sequence 

number of the data packet. This is done to inform the number of sensed data at sender node to the base 

station for future decisions. The data element of the packet is also valued by sensed data of the sender 

node. Moreover, the sender node sets the start round by local time of the network. Each node that 

receives a data packet, first appends its node ID to the partial route, then forwards that packet to the 

selected node from among its neighbors. In fact, the data packet is transmitted between the 

intermediate nodes in the transmission path until it is delivered to the base station. The delay time is 

finally calculated by the base station when the data packet is delivered. 

4.3. The Proposed Fuzzy System  

As mentioned in the prior subsections, the proposed protocol chooses one of its neighbors as 

selected node by the proposed fuzzy system to transmit the sensed data or the buffered data packet to 

the base station. The proposed fuzzy system consists of two input variables, distance and number of 

neighbors, and one output variable, receiving probability. The distance variable represents the three-

dimensional distance between each neighbor node and a point called nearest point. The nearest point is 

located on the radio range of the sender node which is closest to base station. Number of neighbors is 
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the number of neighbors at each neighbor of the sender node. The receiving probability of each 

neighbor node is calculated by the proposed fuzzy system based on their input variables. 

The set of linguistic variables for distance is D(t) ={very-near, near, medium, away, far-away} 

where t is the Node ID of the neighbor. Membership functions of input distance are determined by 

triangular membership functions [37]. The graphical representation of the memberships for this input 

variable is shown in Figure 4. 

 

Figure 4. Memberships of the input variable distance. 

 
 

The set of linguistic variables for number of neighbors is N(t) ={feeble, few, medium, many, lots}. 

Membership functions of input number of neighbors are also specified by triangular membership 

functions, which are depicted in Figure 5.  

 

Figure 5. Memberships of the input variable number of neighbors. 

 
 

The set of linguistic variables for receiving probability is R(t) ={very-low, low, medium, high, very-

high}. Membership functions of the output are defined by bell shaped membership functions [37]. The 

graph of membership functions used in the output variable is shown in Figure 6.  

 

Figure 6. Memberships of the output variable receiving probability. 
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Table 3. The fuzzy rules used in SFRRP. 

Rule No. 
Antecedent Consequent 

Distance Number of Neighbors Receiving Probability 

1 very-near feeble very-low 

2 very-near few low 

3 very-near medium high 

4 very-near many very-high 

5 very-near lots very-high 

6 near feeble very-low 

7 near few low 

8 near medium medium 

9 near many high 

10 near lots high 

11 medium feeble very-low 

12 medium few low 

13 medium medium medium 

14 medium many high 

15 medium lots high 

16 away feeble very-low 

17 away few very-low 

18 away medium low 

19 away many medium 

20 away lots medium 

21 far-away feeble very-low 

22 far-away few very-low 

23 far-away medium low 

24 far-away many low 

25 far-away lots medium 

 

The rule base is created to control the output variables. Any rule base is composed of some fuzzy 

rules that are determined based on human reasoning. The fuzzy rules used in the proposed fuzzy 
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system are determined based on experiences on a network. As it was mentioned previously, these rules 

are the simple IF-THEN rules of antecedent and consequent, which are represented in Table 3. 

Because both of the input variables are formed of five linguistic terms, the number of fuzzy rules is 52 

= 25. Total rule is constructed by aggregation of these rules to determine the output variable by fuzzy 

inference system. Because the output variable resulted by a fuzzy system is a fuzzy set, it should be 

converted to a crisp value by a defuzzification method. The fuzzy set of receiving probability in the 

proposed fuzzy system is converted to the crisp value by means of center-of-gravity method [40] as 

follows: 

R(t) = 1

1
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( )

n

A i i
i

n

A i
i

x x

x
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Where xi specifies element of output universal set, µA(xi) represents the membership degree of element 

xi, and n specifies the number of elements in the universal set. Table 3 represents the rule base used in 

SFRRP. Furthermore, Figure 7 illustrates the 3D combinational view of the determined rule base. 

Figure 7. Schematic of the fuzzy rules, (a) rules based on receiving probability and 

distance; and (b) rules based on receiving probability and number of neighbors. 

 
 

(a) 

 

(b) 

 

4.4. Routing Procedure in the Proposed Protocol  

Rounds of data generation are determined by the Poisson distribution. The status of the sensor 

nodes are checked at the beginning of each round. When a sensor node has a sensed data or a buffered 

data packet, which it has received from one of its neighbors, it checks the position of the base station; 
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if the base station is located in the node range, it directly sends the packet to the base station; otherwise 

it chooses one of its own neighbors as the selected node to forward the packet on its path to the base 

station. The sender node first updates its neighbors’ information by broadcasting the ND message and 

receiving the NA messages from its neighbors. Moreover, every neighbor node sends its node ID, 

number of neighbors, and three-dimensional position to the sender node by the NA message. Then, the 

sender node feeds the gathered information of the neighbors into the inputs of the proposed fuzzy 

system to determine the receiving probability at each neighbor node. 

The fuzzy sets of the input variables are determined by the related membership functions, before the 

fuzzy output set is extracted from the fuzzy system using fuzzy decision making. This decision making 

uses the fuzzy input variables, fuzzy rules, and the interference engine. Finally, the receiving 

probability at each neighbor is inferred by the proposed fuzzy system and is converted to a crisp value 

by the center-of-gravity method. The neighbor node with the maximum receiving probability is chosen 

as the selected node to forward the packet toward the base station. The selected node becomes one of 

the intermediate nodes in the transmission path. When a selected node gets a data packet, it becomes 

the sender node of the next step in the transmission path. 

A schematic of SFRRP functionality to choice the appropriate selected node in a step of 

transmission procedure is shown in Figure 8. The distance between each neighbor node and the nearest 

point should be calculated before entering in the fuzzy system. For this purpose, first the straight-line 

distance between sender node and the base station is calculated by Equation (3) as follows: 

 

 Vx = BSx – Nodex 

 Vy = BSy – Nodey 

 Vz = BSz – Nodez 

 magV = 2 2 2
x y zV V V    

(3) 

 

Then three-dimensional coordinates of the nearest point is calculated by Equation (4) based on the 

position of the sender node, radio range and distance between sender node and base station as: 
 

 Px = Nodex + [(Vx/magV) * R] 

 Py = Nodey + [(Vy/magV) * R] 

 Pz = Nodez + [(Vz/magV) * R] 

(4) 

 

Finally, the distance between each neighbor node and the nearest point is determined by using the 

three-dimensional coordinates of each neighbor and the nearest point as follows: 

 

D(t) = 2 2 2(P Neighbor ) (P Neighbor ) (P Neighbor )x x y y z z       (5) 

Note that (BSx, BSy, BSz) specifies the position of the base station, (Nodex, Nodey, Nodez) describes 

the position of the sender node, magV represents the straight-line distance between the sender node and 

the base station, R is the radio range of the sender node, (Px, Py, Pz) specifies the position of the nearest 

point, and (Neighborx, Neighbory, Neighborz) determines the position of each neighbor node. 
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Figure 8. Scheme of the SFRRP functionality to choose the selected node. 

 

The primary design criterion of the routing protocols for WSN is usually the lifetime of the sensor 

nodes, which prolongs the lifetime of network. Total energy consumption of nodes, network traffic and 

delay time of the transmitted packet are some of the other important criterions for the performance 

evaluation of the routing protocols for WSN. In the proposed protocol, we have used SFRRP that 

applies a hop-to-hop delivery instead of the broadcasting method to decrease the network traffic and 

consumption of energy. SFRRP is an inferential smart algorithm that chooses the selected node from 

among the list of neighbors to transmit the data packet to the base station via that node. In this 

protocol, there is no need to maintain discovered paths. This feature causes the sensor nodes to need 

short buffer sizes. Moreover, SFRRP employs fewer intermediate nodes to transmit the data packets to 

the base station. Furthermore, the network traffic decreases and the network lifetime increases. Less 

network traffic causes a decrease in the delay time of the transmitted data to the base station. The work 

flow of SFRRP is shown in Figure 9. Note that the reconfiguring operation, applying a signal carrier, 

the real-time state of the network, and determination of the active or passive modes are considered 

based on the method presented in [41].  

Fuzzy decision making is only one of several useful decision making procedures which are based on 

mathematical proofs and presented in the literature [33-35]. However, the functional efficiency of the 

proposed protocol is also related to some parameters such as the number of nodes, initial energy of 

nodes, node buffer size and deploying method of the nodes in the whole network. Therefore, the 

efficiency of the proposed protocol is compared to another routing protocol with the same parameters 

in order to not exaggerate the functionality of the proposed approach. 

5. Experimental Evaluation and Analysis 

5.1. Simulation Model  

In this section, we simulate the Flooding and SFRRP routing protocols in MATLAB 7.10, to 

compare these protocols from the following points of view: data delivery ratio, data delivery delay, 

network life, total energy consumption of the nodes, number of live nodes, and percentage of filled 

node buffer. As there are variant factors [41] to evaluate the functionality of the connected wireless 
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systems, we only used the above mentioned points to represent the performance of the SFRRP protocol 

compared to Flooding routing. Furthermore, we analyze the impacts of the experimental parameters on 

the mentioned protocols. The produced packets are transmitted by hop-to-hop delivery, because the 

base station is not in the range of nodes.  

Figure 9. Work flow of SFRRP. 

 
 

We consider a region of 300 m × 300 m × 300 m, in which the sensor nodes are deployed in a static 

manner. The proposed network is considered as three-dimensional, because SFRRP uses three-

dimensional distance between nodes. All sensor nodes are static immobile and have the same initial 

energy of 5 Joule. The sensor nodes update their neighborhood information by broadcasting the ND 

message and receiving the NA messages from the neighbors, as described in Section 4.1. There is one 

base station in the network to which all the nodes have to send their data packets to. The transmission 

range of the sensor nodes is 75 m. The buffer size of each node is 60 packets. This network is 

simulated for 4,000 rounds. The simulation parameters and their default values are represented in 

Table 4. It is essential to notice that we have used from cycle in some results; the reason is that 

showing the results of all rounds is not clear. Thus, we have applied the results of some rounds that are 

candidate rounds. These rounds are called the cycle. Further, it is essential to notice that searching a 

special path in the discovered paths in the Flooding routing, and fuzzy decision making in the proposed 

protocol, are both done by consuming a bit of energy at the sender note, called the processing energy. 

In the simulations, we have neglected the processing energy for both of the simulated protocols. 
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Table 4. Simulation parameters. 

Parameter Default Value 

Network size (m3) 300 × 300 × 300 

Number of sensor nodes 50 

Transmission range of sensor nodes (m) 75 

Initial nodes energy (Joule) 5 

Maximum buffer size of sensor nodes (packet) 60 

Position of base station (m) (150 , 150 , 0) 

5.2. Experimental Results  

5.2.1. Impact of Data Generation Rate 

In this section, we illustrate the impact of the data generation rate to evaluate the performance of the 

two protocols under different transmission loads. As the data generation rate differs from 100 to 1,000 

Round/Packet, the performance of the mentioned protocols will be shown as in Figure 10. 

From Figure 10(a) we can see that SFRRP protocol achieves better performances than the Flooding 

protocol. The performance of SFRRP is high and efficient at each generation rate. However, as the 

data generation rate decreases, the performance of the Flooding partly increases. Flooding uses the 

broadcast method to transmit packets to the base station. Thus, the generated packets are transmitted 

with more delay, are more copies of the packets are transmitted over the network. This causes 

additional network traffic and delay time for the delivery of the packets. However, SFRRP uses fuzzy 

logic to select the best node to forward the packet towards the base station and a smaller number of 

nodes are involved in the routing process. Moreover, it will not produce any copy of the packet, and 

only one packet is sent to the selected node, which reduces network traffic and the delay time of 

transmitted packets. As shown in Figure 10(b), the average delivery of SFRRP is the same, partly 

because network traffic is low and all generated packets are transmitted to the base station quickly. 

Nevertheless, the average delivery of the Flooding goes up when the generation rate increases, because 

network traffic is high and several packets are. Therefore, the generated packets are transmitted to the 

base station too late. From Figure 10(c), we can demonstrate that the network life of the proposed 

protocol is higher than with Flooding. The reason is that the redundant packets in the Flooding routing 

are too many. Thus, the consumption energy of the sensor nodes will be high, which leads to low 

network life. 

 



Computers 2013, 2              

 

 

167

Figure 10. Impact of data generation rate, (a) average delivery rate; (b) average delay; and 

(c) network life. 

(a) (b) 

 

(c) 

5.2.2. Impact of Buffer Size 

To evaluate the impact of buffer size on the protocols’ performances, the buffer size varies from 

200 to 1,000 packets. The performance of the two protocols with various buffer sizes is shown in 

Figure 11. In this section, we investigate the effects of buffer size on the average delivery ratio, mean 

delay, and network life. From Figure 11(a), we find that the data delivery ratio of the SFRRP is higher 

than for the Flooding method for all of the tested buffer sizes. Furthermore, the data delivery ratio of 

both protocols goes up considerably when the buffer size of the nodes increases. The reason is that 

much more buffer space leads to more data packets to be transmitted to the base station. Indeed, 

Flooding is more sensitive to the buffer size compared to the SFRRP routing protocol. In Figure 11(b), 

it can be seen that the average delivery delay of the SFRRP protocol is less than that of Flooding 

routing. In the Flooding protocol, a larger node buffer size leads to more packet exchange between 

nodes. Furthermore, it causes the probability of network congestion to increase. Nevertheless, SFRRP 

needs less buffer size, and all generated packets are transmitted to the base station. Thus, average 

delivery delays of packets are identical. Figure 11(c) illustrates that network life based on SFRRP is 
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higher compared to the network based on the Flooding routing protocol. Note also that Flooding 

routing needs much more redundant packets to operate, reducing the network life. 

Figure 11. Impact of buffer size, (a) average delivery rate; (b) average delay; and (c) 

network life. 

(a) (b) 

 

(c) 

5.2.3. Impact of Node Initial Energy 

The delivery ratio, delivery delay, and network life are greatly related to the initial energy. The 

following experiment in Figure 12 represent the network performance of the two protocols with 

different initial energies. As shown in Figure 12(a), the proposed protocol almost achieves the upper 

bound for delivery ratio compared to the Flooding routing. However, both of the protocols actually 

depend on the initial energy of the nodes to transmit more data packets to the base station. In Figure 

12(b), we can find that the delivery time of packets in SFRRP is less than that of Flooding routing. The 

reason is that the traffic load of the network in the Flooding routing is more than that of the SFRRP 

protocol. The delay times of the transmitted packets goes up for both protocols when increasing the 

initial energy of nodes, because many more packets are transmitted to the base station with the 

increasing initial energy of the nodes. However, the changes of delay times in the Flooding routing are 

very high compared to the proposed SFRRP protocol. Figure 12(c) shows that network life in SFRRP 
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is higher than the Flooding routing protocol. However, the difference on their performance is very 

noticeable when initial energy of sensor nodes is low. 

Figure 12. Impact of node initial energy, (a) average delivery rate; (b) average delay; and 

(c) network life. 

 

(a) 

 

(b) 

 

(c) 

5.2.4. Total Energy Consumption of Nodes 

Network life is one of the main factors to evaluate the network performance. Network life time is 

directly related to the energy consumption of the nodes. Thus, the presented protocol should decrease 

the energy consumption of the sensor nodes. As shown in Figure 13, the energy consumption of the 

nodes in the SFRRP protocol is mostly less than that of the Flooding protocol. The reason is that much 

more redundant packets are generated in the Flooding protocol, while in the SFRRP protocol, only a 

single packet is sent to the base station without any copied packets. The simulation results show that 

the network life in the SFRRP protocol is higher than that of the Flooding protocol. Total energy 

consumption in the proposed protocol will be zero after a short period, because all generated packets 

are transmitted to the base station in less time. However, the total energy consumption in Flooding is 

high most of the time, because much time is needed to transmit all generated packets to the base 

station. Furthermore, as the remaining energy of the node affects the number of live nodes and network 
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life, the residual energy of the node in the proposed protocol at simulation termination time is depicted 

in Figure 14. 

Figure 13. Total energy consumption of the nodes. 

 

5.2.5. Number of Live Nodes 

When more than half of the sensor nodes are dead, the network simulation is terminated. Thus, the 

number of live nodes is another important feature in the mentioned network. Figure 15 shows that the 

number of live nodes in the SFRRP protocol is more compared to that of the Flooding protocol. The 

reason is a high number of redundant generated packets in the Flooding protocol. This causes a high 

energy consumption of the network nodes. As shown by simulation results, the number of live nodes is 

equal in the SFRRP protocol. However, it decreases in the Flooding protocol after the half-life 

network. Furthermore, all the nodes are live in the proposed protocol, because energy consumption of 

the nodes is low. It leads to network life being high in this protocol.  

5.2.6. Percent of Filled Node Buffer 

One factor that causes late arrivals of the generated packets into the network is a high network 

traffic. The number of filled nodes buffer indicates the status of the network traffic. The number of 

filled nodes buffer is high when more packets are transmitted. Since the number of transmissible 

packets in the Flooding protocol is more than in the SFRRP protocol, the percentage of the filled nodes 

buffer in the Flooding protocol is more than that of the SFRRP protocol. This feature is illustrated in 

Figure 16. As shown in the simulation results, the percentage of the filled buffer is very low in the 

SFRRP protocol. However, this feature will gradually increase in the Flooding protocol. The reason is 

that redundant packets introduced to the network increase slowly.  
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Figure 14. The residual energy of the nodes in the proposed protocol. 
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Figure 15. Number of live nodes. 

 

Figure 16. Percent of filled node buffer. 

 

6. Conclusions 

The latest advances in wireless technology led to emerging Wireless Sensor Networks (WSN), 

which consist of low cost, large-scale and low power sensor nodes to monitor environmental 

conditions such as temperature, smoke or pressure. Routing protocols are considered as an important 

issue in the sensor network. In this paper, we proposed a static three-dimensional routing protocol 

using fuzzy logic, called SFRRP. It uses a single transmission path by finding an appropriate path 

using the proposed fuzzy system. The proposed system selects one of the neighbors of the sender node 

as the next-hop intermediate node, and forwards the data packet to the base station through that node. 

The number of neighbors, distance, and receive probability are the variables used in the proposed 

systemto select the appropriate intermediate nodes in the transmission path. This leads to an increase in 

the delivery ratio of the data packets, the data packets to be delivered to the base station within an 

appropriate time, and the network lifetime to be enhanced considerably. Simulation results presented 

the effectiveness and advantages of the proposed protocol compared to the Flooding routing in terms 
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of a high delivery ratio of data packets, less delay time of the delivered packets to the base station, and 

a high network life. 

7. Future Work 

We intend to estimate performance, reliability and energy estimation for the proposed solution as 

further research. Furthermore, other network parameters such as the link quality and the node buffer 

size will be considered in the routing protocol in future works. 

Conflicts of Interest 

The authors declare no conflicts of interest.  

References 

1. Yick, J.; Mukherjee, B.; Ghosal, D. Wireless sensor network survey. Comput. Netw. 2008, 52, 

2292–2330. 

2. Khalil, E.A.; Attea, B.A. Energy-aware evolutionary routing protocol for dynamic clustering of 

wireless sensor networks. Swarm Evol. Comput. 2011, 1, 195–203. 

3. Fortino, G.; Guerrieri, A.; O'Hare, G.; Ruzzelli, A. A flexible building management framework 

based on wireless sensor and actuator networks. J. Netw. Comput. Appl. 2012, 35, 1934–1952. 

4. Shokrzadeh, H.; Khorsandi, S.; Toroghi Haghighat, A. Optimized query-driven appointment 

routing based on Expectation-Maximization in wireless sensor networks. J. Netw. Comput. Appl. 

2012, 35, 1749–1761. 

5. Huang, H.; Hartman, J.H.; Hurst, T.N. In Data-centric routing in sensor networks using biased 

walk, Sensor and Ad Hoc Communications and Networks, 2006. SECON'06. 2006 3rd Annual 

IEEE Communications Society on, Hyatt Regency, Reston, VA, USA, September, 2006; IEEE: 

Hyatt Regency, Reston, VA, USA, September, 2006; pp. 1–9. 

6. Othman, M.F.; Shazali, K. Wireless Sensor Network Applications: A Study in Environment 

Monitoring System. Procedia Eng. 2012, 41, 1204–1210. 

7. Ali, K.A.; Mouftah, H.T. Wireless personal area networks architecture and protocols for 

multimedia applications. Ad Hoc Netw.  2011, 9, 675–686. 

8. Boukerche, A.; Turgut, B.; Aydin, N.; Ahmad, M.Z.; Bölöni, L.; Turgut, D. Routing protocols in 

ad hoc networks: A survey. Comput. Netw. 2011, 55, 3032–3080. 

9. Muñoz, J.L.; Esparza, O.; Aguilar, M.; Carrascal, V.; Forné, J. Rdsr-v. reliable dynamic source 

routing for video-streaming over mobile ad hoc networks. Comput. Netw. 2010, 54, 79–96. 

10. Sergiou, C.; Vassiliou, V.; Paphitis, A. Hierarchical Tree Alternative Path (HTAP) algorithm for 

congestion control in wireless sensor networks. Ad Hoc Netw. 2013, 11, 257–272. 

11. Can, Z.; Demirbas, M. A survey on in-network querying and tracking services for wireless sensor 

networks. Ad Hoc Netw. 2013, 11, 596–610. 

12. Nayebi, A.; Karlsson, G.; Sarbazi-Azad, H. Evaluation and design of beaconing in mobile wireless 

networks. Ad Hoc Netw. 2011, 9, 368–386. 



Computers 2013, 2              

 

 

174

13. Chang, D.; Cho, K.; Choi, N.; Kwon, T.; Choi, Y. A probabilistic and opportunistic flooding 

algorithm in wireless sensor networks. Comput. Commun. 2012, 35, 500–506. 

14. Heinzelman, W.R.; Kulik, J.; Balakrishnan, H. In Adaptive protocols for information 

dissemination in wireless sensor networks, Proceedings of the 5th annual ACM/IEEE international 

conference on Mobile computing and networking, Seattle, WA, USA, August, 1999; pp. 174–185. 

15. Kulik, J.; Heinzelman, W.; Balakrishnan, H. Negotiation-based protocols for disseminating 

information in wireless sensor networks. Wirel. Netw. 2002, 8, 169–185. 

16. El-Basioni, B.M.M.; El-kader, S.M.A.; Eissa, H.S. Designing a local path repair algorithm for 

directed diffusion protocol. Egypt. Inform. J. 2012, 13, 155–169. 

17. Liu, A.; Ren, J.; Li, X.; Chen, Z.; Shen, X.S. Design principles and improvement of cost function 

based energy aware routing algorithms for wireless sensor networks. Comput. Netw. 2012, 56, 

1951–1967. 

18. Geetha, V.; Kallapur, P.; Tellajeera, S. Clustering in Wireless Sensor Networks: Performance 

Comparison of LEACH & LEACH-C Protocols Using NS2. Procedia Technol. 2012, 4, 163–170. 

19. Manjeshwar, A.; Agrawal, D.P. In TEEN: a routing protocol for enhanced efficiency in wireless 

sensor networks, Proceedings of the 15th International Parallel & Distributed Processing 

Symposium, Washington, DC, USA; 2001; pp. 2009 – 2015. 

20. Manjeshwar, A.; Agrawal, D.P. In APTEEN: A hybrid protocol for efficient routing and 

comprehensive information retrieval in wireless sensor networks, Proceedings of the 16th 

International Parallel and Distributed Processing Symposium, Ft. Lauderdale, FL, USA, April 

2001. 

21. Rodoplu, V.; Meng, T.H. Minimum energy mobile wireless networks. IEEE J. Sel. Area. Comm. 

1999, 17, 1333–1344. 

22. Zhang, J.; Lee, H.-N. Energy-efficient utility maximization for wireless networks with/without 

multipath routing. AEU Int. J. Electron. C 2010, 64, 99–111. 

23. Li, L.; Halpern, J.Y. In Minimum-energy mobile wireless networks revisited, Communications, 

2001. ICC 2001. IEEE International Conference on, Helsinki, Finland June 2001, IEEE: Helsinki, 

Finland, June 2001; pp. 278–283. 

24. Subramanian, L.; Katz, R.H. In An architecture for building self-configurable systems, Mobile and 

Ad Hoc Networking and Computing, 2000. MobiHOC. 2000 First Annual Workshop on, Boston 

Massachusetts, USA, August 2000; IEEE: 2000; pp. 63–73. 

25. Talebi, M.S.; Khonsari, A.; Mohtasham, A.; Abbasi, A. Cost-aware monitoring of network-wide 

aggregates in wireless sensor networks. Comput. Netw. 2011, 55, 1276–1290. 

26. Li, Q.; Aslam, J.; Rus, D. In Hierarchical power-aware routing in sensor networks, Proceedings of 

the DIMACS workshop on pervasive networking, 2001; Citeseer: 2001. 

27. Xu, Y.; Heidemann, J.; Estrin, D. In Geography-informed energy conservation for ad hoc routing, 

Geography-informed energy conservation for ad hoc routing, Proceedings of the 7th annual 

international, New York, NY, USA, 2001; ACM: 2001; pp. 70–84. 

28. Yu, Y.; Govindan, R.; Estrin, D. Geographical and energy aware routing: A recursive data 

dissemination protocol for wireless sensor networks; Citeseer: 2001. 

29. Chen, B.; Jamieson, K.; Balakrishnan, H.; Morris, R. In Span: An energy-efficient coordination 

algorithm for topology maintenance in ad hoc wireless networks, Proceedings of the 7th annual 



Computers 2013, 2              

 

 

175

international conference on Mobile computing and networking, Hingham, MA, USA, September 

2002; ACM: 2002; pp. 481–494. 

30. Kuhn, F.; Wattenhofer, R.; Zollinger, A. In Worst-case optimal and average-case efficient 

geometric ad-hoc routing, Proceedings of the 4th ACM international symposium on Mobile ad hoc 

networking & computing, New York, NY, USA, 2003; ACM: 2003; pp. 267–278. 

31. Zhang, X.; Wu, Z.D. The balance of routing energy consumption in wireless sensor networks. J. 

Parallel Distr. Comput. 2011, 71, 1024–1033. 

32. Bassi, G.; Galarza, C.G. High throughput and low power consumption on a wireless sensor 

network. Digit. Singal Process. 2012, 22, 263–268. 

33. Abadeh, M.S.; Habibi, J.; Lucas, C. Intrusion detection using a fuzzy genetics-based learning 

algorithm. J. Netw. Comput. Appl. 2007, 30, 414–428. 

34. Kong, X.; Lin, C.; Jiang, Y.; Yan, W.; Chu, X. Efficient dynamic task scheduling in virtualized 

data centers with fuzzy prediction. J. Netw. Comput. Appl. 2011, 34, 1068–1077. 

35. Abbas Khan, S.; Daachi, B.; Djouani, K. Application of fuzzy inference systems to detection of 

faults in wireless sensor networks. Neurocomputing 2012, 94, 111–120. 

36. Kruglov, V.M. A characterization of the Poisson distribution. Stat. Probabil. Lett. 2010, 80, 2032–

2034. 

37. Acilar, A.M.; Arslan, A. Optimization of multiple input–output fuzzy membership functions using 

clonal selection algorithm. Expert Syst. Appl. 2011, 38, 1374–1381. 

38. Gostev, V.; Skurtov, S.; Nevolko, V. In Designing of an fuzzy controller at identical triangular 

membership functions, Modern Problems of Radio Engineering, Telecommunications and 

Computer Science (TCSET), 2010 International Conference on, Slavs'ke, Lviv Oblast, Ukraine, 

February 2010; IEEE: 2010; pp. 289–289. 

39. Wong, M.L.; Yam, Y.; Baranyi, P. In Representing membership functions as elements in function 

space, American Control Conference, Arlington, VA, USA, June 2001. Proceedings of the 2001, 

2001; IEEE: 2001; pp. 1922–1927. 

40. Runkler, T.A. Selection of appropriate defuzzification methods using application specific 

properties. IEEE Trans. Fuzzy Syst. 1997, 5, 72–79. 

41. Monkman, S.; Schagaev, I. Redundancy + Reconfigurability = Recoverability. Electronics 2013, 

2, 212–233. 

42. Sand, H.; Zimmermann, B.; Wabakken, P.; Andrèn, H.; Pedersen, H.C. Using GPS technology 

and GIS cluster analyses to estimate kill rates in wolf‐ungulate ecosystems. Wildlife Soc. B. 2005, 

33, 914–925. 

© 2013 by the authors; licensee MDPI, Basel, Switzerland. This article is an open access article 

distributed under the terms and conditions of the Creative Commons Attribution license 

(http://creativecommons.org/licenses/by/3.0/). 

 


