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Statistical exponential families: A digest with flash cards∗
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Abstract

This document describes concisely the ubiquitous class of exponential family distributions
met in statistics. The first part recalls definitions and summarizes main properties and duality
with Bregman divergences (all proofs are skipped). The second part lists decompositions and re-
lated formula of common exponential family distributions. We recall the Fisher-Rao-Riemannian
geometries and the dual affine connection information geometries of statistical manifolds. It is
intended to maintain and update this document and catalog by adding new distribution items.

∗See the jMEF library, a Java package for processing mixture of exponential families. Available for download at
http://www.lix.polytechnique.fr/~nielsen/MEF/

†École Polytechnique (France) and Sony Computer Science Laboratories Inc. (Japan).
‡École Polytechnique (France).
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Part I

A digest of exponential families

1 Essentials of exponential families

1.1 Sufficient statistics

A fundamental problem in statistics is to recover the model parameters λ from a given set of
observations x1, ..., etc. Those samples are assumed to be randomly drawn from an independent
and identically-distributed random vector with associated density p(x;λ). Since the sample set is
finite, statisticians estimate a close approximation λ̂ of the true parameter. However, a surprising
fact is that one can collect and concentrate from a random sample all necessary information for
recovering/estimating the parameters. The information is collected into a few elementary statistics
of the random vector, called the sufficient statistic.1 Figure 1 illustrates the notions of statistics
and sufficiency.

It is challenging to find sufficient statistics for a given parametric probability distribution func-
tion p(x;λ). The Fisher-Neyman factorization theorem allows one to easily identify those sufficient
statistics from the decomposition characteristics of the probability distribution function. A statistic
t(x) is sufficient if and only if the density can be decomposed as

p(x;λ) = a(x)bλ(t(x)), (1)

where a(x) ≥ 0 is a non-negative function independent of the distribution parameters. The class
of exponential families encompass most common statistical distributions and are provably the only
ones (under mild conditions) that allow one for data reduction.

X X t(X)
iid.

Inverse probability/Inference

Parameters: λ Statistics

(data reduction)

Loss of information
for recovering λ

su
ffi
ci
en

t

insuffi
cient

random vector

random sample
x1, ..., xn

t(x1, ..., xn)

random variable

Figure 1: Collecting statistics of a parametric random vector allows one to perform data reduction
for inference problem if and only if those statistics are sufficient. Otherwise, loss of information
occurs and the parameters of the family of distributions cannot be fully recovered from the (insuf-
ficient) statistics.

1First coined by statistician Sir Ronald Fisher in 1922.
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1.2 Exponential families: Definition and properties

An exponential family is a set of probability distributions admitting the following canonical decom-
position:

p(x; θ) = exp (〈t(x), θ〉 − F (θ) + k(x)) (2)

where

• t(x) is the sufficient statistic,

• θ are the natural parameters,

• 〈., .〉 is the inner product (commonly called dot product),

• F (·) is the log-normalizer,

• k(x) is the carrier measure.

The exponential distribution is said univariate if the dimension of the observation space X is
1D, otherwise it is said multivariate. The order D of the family is the dimension of the natural
parameter space PΘ. Part II reports the canonical decompositions of common exponential families.
Note that handling probability measures allows one to consider both probability densities and
probability mass functions in a common framework. Consider (X,a, µ) a measurable space (with a
a σ-algebra) and f a measurable map, the probability measure is defined as Pθ(dx) = pF (x; θ)µ(dx).
a is often a σ-algebra on the Borel sets with µ the Lebesgue measure restricted to X.

For example,

• Poisson distributions are univariate exponential distributions of order 1 (e.g., dimX = 1 and
dimP = 1) with associated probability mass function:

Pr(x = k;λ) =
λke−λ

k!
, (3)

for k ∈ N.

The canonical exponential family decomposition yields:

– t(x) = x is the sufficient statistic,

– θ = log λ are the natural parameters,

– F (θ) = exp θ is the log-normalizer,

– k(x) = − log x! is the carrier measure.

• 1D Gaussian distributions are univariate distributions of order 2 (e.g., dimX = 1 and dimP =
2), characterized by two parameters (µ, σ) with associated density

1

σ
√

2π
e−

1

2
(x−µ

σ )
2

, (4)

for x ∈ R.

The canonical exponential family decomposition yields:
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– t(x) = (x, x2) is the sufficient statistic,

– θ = (θ1, θ2) = ( µ
σ2 ,− 1

2σ2 ) are the natural parameters,

– F (θ) = − θ2
1

4θ2
+ 1

2 log
(

− π
θ2

)

is the log-normalizer,

– k(x) = 0 is the carrier measure.

Exponential families [Bro86] are characterized by their strictly convex and differentiable func-
tions F , called log-normalizer (or cumulant/partition function). The sufficient statistics t(x) : X 7→
PΘ is said minimal if they are affinely independent. The carrier measure is usually the Lebesgue
(e.g., Gaussian, Rayleigh, etc.) or counting measures (e.g., Poisson, binomial, etc.). Note that

F (θ) = log

∫

x

exp(< t(x), θ > +k(x))dx. (5)

It is thus easy to build an exponential family: fix k(x) = 0 and let us choose for t(x) an arbitrary
function for a given domain x ∈ [xmin, xmax]. For example, consider t(x) = x for x ∈ [−∞, 1], then

F (θ) =
∫

x
exp θxdx = [e

θx

θ
]1x=−∞ = 1

θ
(eθ − 1).

By remapping t(x) to y, we can consider without loss of generality regular exponential family
where the dimension of the observation space matches the parameter space. The regular canonical
decomposition of the density simplifies to

p(y; θ) = exp (〈y, θ〉 − F (θ)) (6)

with respect to the base measure h(x) = exp(k(x)).
Exponential families include many familiar distributions [Bro86], characterized by their log-normaliser
functions:
Gaussian or normal (generic, isotropic Gaussian, diagonal Gaussian, rectified Gaussian or Wald
distributions, log-normal), Poisson, Bernoulli, binomial, multinomial (trinomial, Hardy-Weinberg
distribution), Laplacian, Gamma (including the chi-squared), Beta, exponential, Wishart, Dirich-
let, Rayleigh, probability simplex, negative binomial distribution, Weibull, Fisher-von Mises, Pareto
distributions, skew logistic, hyperbolic secant, negative binomial, etc.

However, note that the uniform distribution does not belong to the exponential families.
The observation/sample space X can be of different types like integer (e.g., Poisson), scalar

(e.g., normal), categorical (e.g., multinomial), symmetric positive definite matrix (e.g., Wishart),
etc. For the latter case, the inner product of symmetric positive definite matrices is defined as the
matrix trace of the product < X,Y >= Tr(XY ), the sum of the eigenvalues of the matrix product
X × Y .

The k-order non-centered moment is defined as the expectation E[Xk]. The first moment is
called the mean µ and the second centered moment E[(X − µ)T (X − µ)] is called the variance-
covariance or dispersion matrix.

For exponential families, we have

E[X] = µ = ∇F (θ) (7)

E[(X − µ)T (X − µ)] = ∇2F (θ) (8)
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Probability measure

Parametric Non-parametric

Exponential families Non-exponential families

Uniform Cauchy Lévy skew α-stable

Univariate Multivariate

uniparameter multi-parameter

Dirichlet Weibull

GaussianRayleigh

Bernoulli

Binomial

Exponential

Poisson

Gamma ΓBeta β

Bi-parameter

Multinomial

Table 1: Partial taxonomy of statistical distributions.
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Notation ∇2F denotes the Hessian of the log-normalizer. It is a positive definite matrix since F
is strictly convex and differentiable function. In fact, exponential families have all finite moments,
and F is C∞ differentiable. Thus Cauchy distributions are provably not an exponential family,
since it has no defined mean. Another widely used family of distributions that are not exponential
families are the Lévy skew α-stable distributions.

In practice, we need to consider minimal exponential family with the sufficient statistics t(x).
Since they are several ways to decompose a density/probability mass according to the terms
θ, t(x), F (θ) and k(x), we adopt the following basic conventions:

The sufficient statistic t(x) should be elementary functions (often polynomial functions) with
leading unit coefficient. The carrier measure should not have constant term, so that we prefer to ab-
sorb the constant in the log-normalizer. Finally, we denote by Λ the traditional source parameters,
and by PΛ the source parameter space (canonical parameter space).

The natural parameter space

PΘ = {Θ | |F (Θ)| < +∞} (9)

is necessarily an open convex set. Although the product of exponential families is an (unnormalized)
exponential family, the mixture of exponential families is not an exponential family.

The moment generating function of an exponential family {pF (x; θ) | θ ∈ PΘ} is:

mθ(x) = exp (F (θ + x) − F (θ)) (10)

Function F is thus sometimes called logarithmic moment generating function [iAN00] (p. 69).
The cumulant generating function is defined as

κθ(x) = log mθ(x) = F (θ + x) − F (θ) (11)

Exponential families can be generated from Laplace transforms [Ban07]. Let H(x) be a bounded
non-negative measure with density h(x) = exp k(x). Consider the Laplace transform:

L(θ) =

∫

exp(< x, θ >)h(x)dx (12)

Since L(θ) > 0, we can rewrite the former equation to show that

p(x; θ) = exp (< x, θ > − log L(θ)) (13)

is a probability density with respect to the measure H(x). That is, the log-normalizer of the
exponential family is the logarithm of the Laplace transform of the measure H(x).

1.3 Dual parameterizations: Natural and expectation parameters

A fundamental duality of convex analysis is the Legendre-Fenchel transform. Informally, it says
that strictly convex and differentiable functions come by pairs.

For the log-normalize F , consider its Legendre dual G = F ∗ defined by the “slope” transform

G(η) = sup
θ∈PΘ

< θ, η > −F (θ). (14)
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λ ∈ Λ

η ∈ Hθ ∈ Θ

Exponential family
dual parameterization

η = ∇θF (θ) θ = ∇ηF
∗(η)

Legendre transform
(Θ, F ) ↔ (H,F ∗)

Natural parameters Expectation parameters

Original parameters

Figure 2: Dual parameterizations of exponential families from Legendre transformation.

The extremum is obtained for η = ∇F (θ). η is called the moment parameter, since for exponen-
tial families we have η = E[X] = µ = ∇F (θ). Gradients of conjugate pairs are inversely reciprocal
∇F ∗ = (∇F )−1, and therefore F ∗ =

∫
∇F ∗ =

∫
(∇F )−1.

Thus to describe a member of an exponential family, we can either use the source or canonical
natural/expectation parameters. Figure 2 illustrates the conversions procedures.

1.4 Geometry of exponential families: Riemannian and information geometries

A family of parametric distributions {p(x; θ)} (exponential or not) may be thought as a smooth
manifold that can be studied using the framework of differential geometry [Lau87]. We review two
main types of geometries: (1) Riemannian geometry defined by a bilinear tensor with an induced
Levi-Cevita connection, and non-metric geometry induced by a symmetric affine connection.

Cencov2 proved [Čen72] (see also [Leb05] and [GS01] for an equivalent in quantum information
geometry) that the only Riemannian metric that “makes sense” for statistical manifolds is the
Fisher information metric:

I(θ) =

[∫
∂ log p(x; θ)

∂θi

∂ log p(x; θ)

∂θj
p(x; θ)dx

]

= [gij ] (15)

The infinitesimal length element is given by

ds2 =
d∑

i=1

d∑

i=1

dθT
i ∇2F (θ)dθj (16)

Cencov proved that for a non-singular transformation of the parameters λ = f(θ), the informa-
tion matrix

I(λ) =

[
∂θi

∂λj

]

I(θ)

[
∂θi

∂λj

]

, (17)

is such that ds2(λ) = ds2(θ). Equipped with the tensor I(θ), the metric distance between two
distributions on a statistical manifold can be computed from the geodesic length (e.g., shortest
path):

2also written as Chentsov
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D(p(x; θ1), p(x; θ2)) = min
θ(t) | θ(0)=θ1,θ(1)=θ2

∫ 1

0

√
(

dθ

dt

)T

I(θ)
dθ

dt
dt (18)

Rao’s geodesic distance is invariant by non-singular transformations. The multinomial Fisher-
Rao-Riemannian geometry yields a spherical geometry, and the normal Fisher-Rao-Riemannian
geometry yields a hyperbolic geometry [KV97, CSS05]. Indeed, the Fisher information matrix for
univariate normal distributions is

I(θ) =
1

σ2






1 0

0 2




 . (19)

The Fisher information matrix can be interpreted as the Hessian of the Shannon entropy:

gij(θ) = −E

[
∂2 log p(x; θ)

∂θi∂θj

]

=
∂2H(p)

∂θi∂θj
, (20)

with H(p) = −
∫

p(x; θ) log p(x; θ)dx.
For an exponential family, the Kullback-Leibler divergence is a Bregman divergence on the

natural parameters. Using Taylor approximation with exact remainder, we get KL(θ||θ + dθ) =
1
2dθT∇2F (θ)dθ. Moreover, the infinitesimal Rao distance is

√

dθT I(θ)dθ for I(θ) = ∇2F (θ). We

deduce that D(θ, θ + dθ) =
√

2KL(θ||θ + dθ).
The inner product3 of two vectors x and y at a tangent space of point p is

< x, y >p= xT gpy. (21)

The length of a vector v in the tangent space at Tp at p is defined by ‖v‖p =
√

< v, v >p.
For exponential families, the logarithm of the density is concave (since F is convex), and we

have

I(θ) =

[
∂η

∂θ

]

= ∇2F (θ) = I−1(η) =

[
∂θ

∂η

]

(22)

That is, the Fisher information is the Hessian of the log-normalizer ∇2F (θ).
To a given Riemannian manifold M with tensor G, we may associate4 a probability measure as

follows: Let p(θ) = 1
V

√

detG(θ) with overall volume V =
∫

θ∈Θ

√

G(θ)dθ. These distributions are
built from infinitesimal volume element and bear the names of Jeffreys priors. They are commonly
used in Bayesian estimation [iAN00, KV97].

Furthermore, in an exponential family manifold, the geometry is flat and θ/η are dual coordinate
systems.

Amari [iAN00] focused on a pair of dual affine mixture/exponential connections ∇m and ∇e

induced by a contrast function F (also called potential function).
A connection ∇ yields a function

∏

p,q that maps vectors in any pair of tangent spaces Tp

and Tq. An affine connection is defined by d3 coefficients. Amari’s investigated thoroughly the

3Technically speaking, it is a bilinear symmetric positive definite operator. A tensor [Tp]
2
2 of covariant degree 2

and of contravariant degree 0: < ·, · >p: Tp × Tp → R.
4Or view/interpret the manifold as a statistical manifold.
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α-connections and showed that ∇(0), the metric Levi-Civita connection is obtained from the dual
∇(α) and ∇(−α) α-connections:

∇(0) =
∇(α) + ∇(−α)

2
. (23)

In particular, the ∇(1) connection is called the exponential connection and the ∇(−1) connection
is called the mixture connection. The mixture/exponential geodesics for two distributions p(x) and
q(x) induced by these dual connections are defined by

γλ(x) = (1 − λ)p(x) + λq(x) (24)

log γλ(x) = (1 − λ) log p(x) + λ log q(x) − log Zλ, (25)

with Zλ the normalization coefficient Zλ =
∫

f (1−λ)(x)gλ(x)dx. The exponential connection can
be equivalently rewritten as:

γλ(x) =
1

Zλ
p(x)(1−λ) + aq(x)λ (26)

The dual connections are also called conjugate connections.
The canonical divergence on exponential family distributions of these dually flat statistical

manifolds is shown to be:

D(p(x; θ1)||p(x; θ2) = F (θ1) + F ∗(θ2)− < θ1, η2 > (27)

This canonical divergence can be rewritten as a Bregman divergence on the natural parameter
space:

D(p(x; θ1)||p(x; θ2)) = BF (θ1||θ2) = F (θ1) − F (θ2)− < θ1 − θ2,∇F (θ2) > (28)

Furthermore, we have BF (θ1||θ2) = BF ∗(η2||η1), where F ∗ is the Legendre conjugate of F , and
ηi = ∇F (θi).

The Kullback-Leibler divergence on two members of the same exponential family is equivalent
to the Bregman divergence of the associated log-normalizer on swapped natural parameters:

KL(p(x; θ1)||p(x; θ2)) =

∫

p(x; θ1) log
p(x; θ1)

p(x; θ2)
dx = BF (θ2||θ1) (29)

Note that the Bregman divergence may also be interpreted as a generalized relative entropy.
Indeed,

KL(p||q) = H×(p||q) − H(p), (30)

with

H(p) =

∫

p(x) log
1

p(x)
dx (31)

the Shannon entropy, and the cross-entropy H×(p||q) ≥ H(p):

H×(p||q) =

∫

p(x) log
1

q(x)
dx (32)
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Indeed, let HF (p) = −F (p) denote the generalized entropy, and

H×
F (p||q) = −F (q)− < p − q,∇F (q) > (33)

the generalized cross-entropy. The Bregman divergence can be considered as a generalized relative
entropy:

BF (p||q) = H×
F (p||q) − HF (p) (34)

Bregman divergences are the canonical divergences of dually flat Riemannian manifolds [iAN00].
Bregman divergences extend naturally the quadratic distances (squared Euclidean and squared
Mahalanobis distances), and generalize the notions of orthogonality, projection, and Pythagoras’
theorem.

The Bregman projection q⊥ of a point q onto a subspace W is the unique minimizer of BF (w||q)
for w ∈ W:

q⊥ = arg min BF (w||q) (35)

This is a right-side projection. The left-side projection is simply a right-side projection for the
Legendre conjugate generator F ∗.

The following remarkable 3-point property hold for any arbitrary Bregman divergence:

BF (p||q) + BF (q||r) = BF (p||r)+ < p − q,∇F (r) −∇F (q) > . (36)

This formula may be interpreted as the law of generalized cosines.
The proof follows by mathematical rewriting:

BF (p||q) + BF (q||r) = F (p) − F (q)− < p − q,∇F (q) > +F (q) − F (r)− < q − r,∇F (r) >

= BF (p||r)+ < p − r,∇F (r) > + < r,∇F (r) > − < p,∇F (q) > + < q,∇F (q) −∇F (r) >

= BF (p||r)+ < p − q,∇F (r) −∇F (q) >

Geodesic (pq) is orthogonal to dual geodesic (rq).
Indeed, choosing r = q⊥, we end-up with a generalized Pythagoras’ theorem:

BF (p||q) + BF (q||r) = BF (p||r) (37)

That is, triangle p, q, r is a “right-angle” triangle. The ∇-geodesic (pq) is orthogonal to the dual
∇∗-geodesic (qr). The inner product < p − q,∇F (r) − ∇F (q) > vanishes. Note that the notion
of orthogonality is not commutative. Euclidean geometry is the special case of self-dual flat spaces
with commutative orthogonality obtained for F (x) = 1

2xT x.
Banerjee et al. [BMDG05] formally proved the duality between exponential families and Breg-

man divergences for regular exponential families using Legendre transform:

log pF (x; θ) =< t(x), θ > −F (θ) + k(x) = −BF∗(t(x)||∇F (θ)) + F ∗(x) + k(x)
︸ ︷︷ ︸

=kF (x)

(38)

This duality reveals key for designing an expectation-maximization algorithm using soft Breg-
man clustering. The proof further reveals that
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XF ⊆ domF ∗. (39)

That is, the space of observations for the exponential families with log normalizer F is included in
the domain of the Legendre conjugate function.

For two very close points p and q → p, the Kullback-Leibler divergence is related to the Fisher
metric by

KL(p||q) ≃ 1

2
I2(p, q) (40)

For exponential families, we can thus easily recover the Fisher information metric from the
corresponding derivatives of the Bregman divergence.

However, it is difficult to compute Rao’s distance
∫ √

dθT∇2F (θ)dθ since it requires to compute

the anti-derivative of
√

∇2F (θ). See for example, the work [RO03] that computes numerically an
approximation of the Rao’s distance for gamma distributions.

1.5 Statistical inference

1.5.1 Maximum likelihood estimator

Given n i.i.d. observations x1, ..., xn sampled from a given exponential family pF (x; θ), the maxi-
mum likelihood estimator recover the parameter of the distribution by maximizing

θ̂ = argmaxθ

n∏

i=1

pF (x; θ). (41)

It follows that the maximum likelihood estimator can be obtained from the center of mass of
the sufficient statistics (the observed point):

θ̂ = ∇F ∗
(

1

n

n∑

i=1

t(xi)

)

(42)

The variance of any unbiased estimator cannot beat the Cramér-Rao bound:

var(θ̂) ≥ I−1(θ) (43)

1.5.2 Bayesian inference and conjugate priors

The family of conjugate priors of an exponential family with likelihood function:

L(θ;x1, ..., xn) = exp

(

< θ,
n∑

i=1

t(xi) > −nF (θ) +
n∑

i=1

k(xi)

)

(44)

is

exp (< θ, g > −vF (θ)) . (45)
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1.5.3 Mixture of exponential families

Consider a mixture of exponential families of k-components

pF (x; θ1, ..., θk) =

k∑

i=1

wipF (x; θi), (46)

with
∑k

i=1 wi = 1 and all wi ≥ 0. Mixture of exponential families include the Gaussian mixture
models (GMMs), mixtures of Gamma distributions, mixture of zero-mean Laplacians, etc. To get a
random sample from a mixture, we first draw randomly a number in [0, 1] to select the component,
and then draw a random sample from the selected exponential family member.

To fit a mixture model to a set of n independently and identically distributed (i.i.d.) observations
x1, ..., xn, we use the general expectation-maximization procedure [DLR77].

Initialization. We first compute a Bregman hard clustering on the n observations x1, ..., xn to get
a collection of k clusters. Let ni denote the number of points in the ith cluster, and let xi(j)

denote the points of the cluster for j = 1, ..., ni. For each cluster, we initialize the wi = ni
n

to
the proportion of points inside the cluster, and estimate the expectation/natural parameters
ηi/θi using the observed point. That is, ηi = 1

ni

∑ni
j=1 t(xi(j)) and in the dual coordinate

system: θi = ∇F−1( 1
ni

∑ni
j=1 t(xi(j))).

Expectation step.

p(i, j) =
wj exp(−DG(t(xi)||ηj))) exp(k(xi))

∑n
l=1 wl exp−DG(t(xi)||ηl)) exp(k(xi))

(47)

with the Bregman divergence for the Legendre conjugate G = F ∗ defined as:

DG(p||q) = G(p) − G(q) − 〈p − q,∇G(q)〉 (48)

We simplify5 the terms G(t(xi)) in the numerator/denominator to get

p(i, j) =
wj exp(G(ηj) + 〈t(xi) − ηj,∇G(ηj)〉)

∑n
l=1 wl exp(G(ηl) + 〈t(xi) − ηl,∇G(ηl)〉)

(49)

Maximization step.

wj =
1

N

N∑

i=1

p(i, j) (50)

ηj =

∑N
i=1 p(i, j)t(xi)
∑N

i=1 p(i, j)
(51)

Given two mixtures of exponential families, we can bound the relative entropy of these distri-
butions using Jensen’s inequality on the convex Kullback-Leibler divergence as follows:

5This step is crucial since G(t(x)) may not be defined. Consider for example, the univariate Gaussian distribution.
We have G(η) = −

1

2
log(η2

1 − η2) with t1(x) = x and t2(x) = x2. Thus G(t(x)) = log(x2
− x2) is not defined.

12



KL(

k∑

i=1

wipF (x; θi)||
k′
∑

i=1

w′
ipF (x; θ′i)) ≤

k∑

i=1

k′
∑

j=1

wiw
′
jKL(pF (x; θi)||pF (x; θ′j) =

k∑

i=1

k′
∑

j=1

wiw
′
jBF (θ′j||θi)

(52)
This bound is far too crude to be useful in practice.
We may consider approximating the relative entropy by matching components of the mixture,

and get the following approximation:

KL(f ||g) =

k∑

i=1

wi min
j

BF (θ′j||θi) + log
wi

w′
i

(53)

In practice, the unscented transform yields a better approximation to the Kullback-Leibler
divergence. We consider 2dk sigma points as follows: For each component of the first mixture f ,
we decompose the Hessian Σθ = ∇2F (θ) into 2d points

√

(dΣθ)k, such that
√

(dΣθ)k denote k-th
column of the matrix square root of Σθ. Then the Kullback-Leibler divergence is approximated at
the 2dk sigma points by

1

2d

k∑

i=1

wi

2d∑

j=1

log g(xi,j), (54)

where g is the probability density of the second mixture.
Even if it is widely known that GMMs can approximate arbitrarily finely any smooth probability

density function, it is in fact possible to model any smooth density with a single member of an expo-
nential family by defining the scalar product < ·, · >H in a reproducing kernel Hilbert space [CS06]
(RKHS) H. Thus exponential families in RKHSs are universal density estimators [ASH04].

Software library

The jMEF is a Java library implementing the hard/soft/hierarchical techniques for exponential
families with respect to sided and symmetrized Bregman divergences [NN09]:

http://www.lix.polytechnique.fr/~nielsen/MEF/

13

http://www.lix.polytechnique.fr/~nielsen/MEF/


Part II

Exponential families: Flash cards

2 Univariate Gaussian distribution

PDF expression f(x;µ, σ2) = 1√
2πσ2

exp
(

− (x−µ)2

2σ2

)

for x ∈ R

Kullback-Leibler divergence DKL(fP ‖fQ) = 1
2

(

2 log
σQ

σP
+

σ2

P

σ2

Q
+

(µQ−µP )2

σ2

Q
− 1

)

MLE µ̂ = 1
n

∑n
i=1 xi σ̂ =

√
1
n

∑n
i=1(xi − µ̂)2

Source parameters Λ = (µ, σ2) ∈ R×R
+

Natural parameters Θ = (θ1, θ2) ∈ R×R
−

Expectation parameters H = (η1, η2) ∈ R×R
+

Λ → Θ Θ =
(

µ
σ2 ,− 1

2σ2

)

Θ → Λ Λ =
(

− θ1

2θ2
,− 1

2θ2

)

Λ → H H =
(
µ, σ2 + µ2

)

H → Λ Λ =
(
η1, η2 − η2

1

)

Θ → H H = ∇F (Θ)

H → Θ Θ = ∇G(H)

Log normalizer F (Θ) = − θ2
1

4θ2
+ 1

2 log
(

− π
θ2

)

Gradient log normalizer ∇F (Θ) =
(

− θ1

2θ2
,− 1

2θ2
+

θ2
1

4θ2
2

)

G G(H) = −1
2 log

(
η2
1 − η2

)
+ C

Gradient G ∇G(H) =
(

− η1

η2
1
−η2

, 1
2(η2

1
−η2)

)

Sufficient statistics t(x) = (x, x2)

Carrier measure k(x) = 0
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3 Univariate Gaussian distribution, σ
2 fixed

PDF expression f(x;µ, σ2) = 1√
2πσ2

exp
(

− (x−µ)2

2σ2

)

for x ∈ R

Kullback-Leibler divergence DKL(fP ‖fQ) =
(µQ−µP )2

2σ2

MLE µ̂ = 1
n

∑n
i=1 xi

Source parameters Λ = µ ∈ R

Natural parameters Θ = θ ∈ R

Expectation parameters H = η ∈ R

Λ → Θ Θ = µ
σ2

Θ → Λ Λ = θσ2

Λ → H H = µ

H → Λ Λ = η

Θ → H H = ∇F (Θ)

H → Θ Θ = ∇G(H)

Log normalizer F (Θ) = σ2θ2+log(2πσ2)
2

Gradient log normalizer ∇F (Θ) = σ2θ

G G(H) = η2

2σ2 + C

Gradient G ∇G(H) = η
σ2

Sufficient statistics t(x) = x

Carrier measure k(x) = − x2

2σ2
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4 Multivariate Gaussian distribution

PDF expression f(x;µ,Σ) = 1
(2π)d/2|Σ|1/2

exp
(

− (x−µ)T Σ−1(x−µ)
2

)

for x ∈ R
d

Kullback-Leibler divergence
DKL(fP ‖fQ) = 1

2

(

log
(

det ΣQ

detΣP

)

+ tr
(

Σ−1
Q ΣP

))

+1
2

(

(µQ − µP )⊤Σ−1
Q (µQ − µP ) − d

)

MLE µ̂ = 1
n

∑n
i=1 xi Σ̂ = 1

n

∑n
i=1(xi − µ̂)(xi − µ̂)T

Source parameters Λ = (µ,Σ) with µ ∈ R
d and Σ ≻ 0

Natural parameters Θ = (θ,Θ)

Expectation parameters H = (η,H)

Λ → Θ Θ =
(
Σ−1µ, 1

2Σ−1
)

Θ → Λ Λ =
(

1
2Θ−1θ, 1

2Θ−1
)

Λ → H H =
(
µ,−(Σ + µµT )

)

H → Λ Λ =
(
η,−(H + ηηT )

)

Θ → H H = ∇F (Θ)

H → Θ Θ = ∇G(H)

Log normalizer F (Θ) = 1
4tr(Θ−1θθT ) − 1

2 log detΘ + d
2 logπ

Gradient log normalizer ∇F (Θ) =
(

1
2Θ−1θ,−1

2Θ−1 − 1
4(Θ−1θ)(Θ−1θ)T

)

G G(H) = −1
2 log

(
1 + ηT H−1η

)
− 1

2 log det(−H) − d
2 log(2πe)

Gradient G ∇G(H) =
(
−(H + ηηT )−1η,−1

2 (H + ηηT )−1
)

Sufficient statistics t(x) = (x,−xxT )

Carrier measure k(x) = 0
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5 Multivariate isotropic Gaussian distribution

We assume identity variance-covariance matrix Σ = Id.

PDF expression f(x;µ) = 1
(2π)d/2

exp
(

− (x−µ)T (x−µ)
2

)

for x ∈ R
d

Kullback-Leibler divergence DKL(fP‖fQ) = 1
2(µQ − µP )⊤(µQ − µP )

MLE µ̂ = 1
n

∑n
i=1 xi

Source parameters Λ = µ with µ ∈ R
d

Natural parameters Θ = θ

Expectation parameters H = η

Λ → Θ θ = µ

Θ → Λ Λ = θ

Λ → H H = µ

H → Λ Λ = η

Θ → H H = ∇F (Θ)

H → Θ Θ = ∇G(H)

Log normalizer F (θ) = 1
2θ⊤θ + d

2 log 2π

Gradient log normalizer ∇F (θ) = θ

G G(η) = F (θ) = 1
2η⊤η + d

2 log 2π

Gradient G ∇G(η) = η

Sufficient statistics t(x) = x

Carrier measure k(x) = −1
2x⊤x
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6 Poisson distribution

PDF expression f(x;λ) = λx exp(−λ)
x! for x ∈ N

+

Kullback-Leibler divergence DKL(fP ‖fQ) = λQ − λP

(

1 + log
(

λQ

λP

))

MLE λ̂ = 1
n

∑n
i=1 xi

Source parameters Λ = λ ∈ R
+

Natural parameters Θ = θ ∈ R

Expectation parameters H = η ∈ R
+

Λ → Θ Θ = log λ

Θ → Λ Λ = exp θ

Λ → H H = λ

H → Λ Λ = η

Θ → H H = ∇F (Θ)

H → Θ Θ = ∇G(H)

Log normalizer F (Θ) = exp θ

Gradient log normalizer ∇F (Θ) = exp θ

G G(H) = η log η − η + C

Gradient G ∇G(H) = log η

Sufficient statistics t(x) = x

Carrier measure k(x) = − log(x!)
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7 Centered Laplacian distribution, µ = 0

PDF expression f(x;σ) = 1
2σ

exp
(

− |x|
σ

)

for x ∈ R

Kullback-Leibler divergence DKL(fP‖fQ) = log
(

σQ

σP

)

+
σP −σQ

σQ

MLE σ̂ = 1
n

∑n
i=1 |xi|

Source parameters Λ = σ ∈ R
+

Natural parameters Θ = θ ∈ R
−

Expectation parameters H = η ∈ R
+

Λ → Θ Θ = − 1
σ

Θ → Λ Λ = −1
θ

Λ → H H = σ

H → Λ Λ = η

Θ → H H = ∇F (Θ)

H → Θ Θ = ∇G(H)

Log normalizer F (Θ) = log
(
−2

θ

)

Gradient log normalizer ∇F (Θ) = −1
θ

G G(H) = − log η + C

Gradient G ∇G(H) = − 1
η

Sufficient statistics t(x) = |x|

Carrier measure k(x) = 0
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8 Bernoulli distribution

PDF expression f(x; p) = px(1 − p)1−x for x ∈ {0, 1}

Kullback-Leibler divergence DKL(f1‖f2) = log
(

1−p1

1−p2

)

− p1 log
(

p2(1−p1)
p1(1−p2)

)

MLE p̂ = 1
n

∑n
i=1 xi

Source parameters Λ = p ∈ [0, 1]

Natural parameters Θ = θ ∈ R
+

Expectation parameters H = η ∈ [0, 1]

Λ → Θ Θ = log
(

p
1−p

)

Θ → Λ Λ = exp θ
1+exp θ

Λ → H H = p

H → Λ Λ = η

Θ → H H = ∇F (Θ)

H → Θ Θ = ∇G(H)

Log normalizer F (Θ) = log (1 + exp θ)

Gradient log normalizer ∇F (Θ) = exp θ
1+exp θ

G G(H) = log
(

η
1−η

)

η − log
(

1
1−η

)

+ C

Gradient G ∇G(H) = log
(

η
1−η

)

Sufficient statistics t(x) = x

Carrier measure k(x) = 0
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9 Binomial distribution, n fixed ∈ N+

PDF expression f(x;n, p) = n!
x!(n−x)!p

x(1 − p)n−x where x ∈ N
+

Kullback-Leibler divergence DKL(f1‖f2) = n(1 − p1) log
(

1−p1

1−p2

)

+ np1 log
(

p1

p2

)

MLE p̂ = 1
n

∑n
i=1 xi

Source parameters Λ = p ∈ [0, 1]

Natural parameters Θ = θ ∈ R

Expectation parameters H = η ∈ R
+

Λ → Θ Θ = log
(

p
1−p

)

Θ → Λ Λ = exp θ
1+exp θ

Λ → H H = np

H → Λ Λ = η
n

Θ → H H = ∇F (Θ)

H → Θ Θ = ∇G(H)

Log normalizer F (Θ) = n log(1 + exp θ) − log(n!)

Gradient log normalizer ∇F (Θ) = n exp θ
1+exp θ

G G(H) = η log
(

η
n−η

)

− n log
(

n
n−η

)

+ C

Gradient G ∇G(H) = log
(

η
n−η

)

Sufficient statistics t(x) = x

Carrier measure k(x) = − log(x!(n − x)!)
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10 Multinomial distribution, n fixed

PDF expression f(x1, · · · , xk; p1, · · · , pk, n) = n!
x1!···xk!p

x1

1 · · · pxk
k for xi ∈ N

+

Kullback-Leibler divergence DKL(fα‖fβ) = npα,k log
pα,k

pβ,k
− n

∑k−1
i=1 pα,i log

pβ,i

pα,i

MLE p̂i = ni
n

Source parameters Λ = (p1, · · · , pk) ∈ [0, 1]k with
∑

i pi = 1

Natural parameters Θ = (θ1, · · · , θk−1) ∈ R
k−1

Expectation parameters H = (η1, · · · , ηk−1) ∈ [0, n]k−1

Λ → Θ Θ =
(

log
(

pi
pk

))

i

Θ → Λ Λ =







pi = exp θi

1+
Pk−1

j=1
exp θj

if i < k

pk = 1
1+

Pk−1

j=1
exp θj

Λ → H H = (npi)i

H → Λ Λ =

{

pi = ηi

n
if i < k

pk =
n−Pk−1

j=1
ηj

n

Θ → H H = ∇F (Θ)

H → Θ Θ = ∇G(H)

Log normalizer F (Θ) = n log
(

1 +
∑k−1

i=1 exp θi

)

− log n!

Gradient log normalizer ∇F (Θ) =

(

n exp θi

1+
Pk−1

j=1
exp θj

)

i

G G(H) =
(
∑k−1

i=1 ηi log ηi

)

+
(

n −∑k−1
i=1 ηi

)

log
(

n −∑k−1
i=1 ηi

)

+ C

Gradient G ∇G(H) =

(

log

(

ηi

n−
Pk−1

j=1
ηj

))

i

Sufficient statistics t(x) = (x1, · · · , xk−1)

Carrier measure k(x) = −∑k
i=1 log xi!

22



11 Rayleigh distribution

PDF expression f(x;σ2) = x
σ2 exp

(

− x2

2σ2

)

Kullback-Leibler divergence DKL(fP ‖fQ) = log

(
σ2

Q

σ2

P

)

+
σ2

P−σ2

Q

σ2

Q

MLE σ̂ =
√

1
2n

∑n
i=1 x2

i

Source parameters Λ = σ2 ∈ R
+

Natural parameters Θ = θ ∈ R
−

Expectation parameters H = η ∈ R
+

Λ → Θ Θ = − 1
2σ2

Θ → Λ Λ = − 1
2θ

Λ → H H = 2σ2

H → Λ Λ = η
2

Θ → H H = ∇F (Θ)

H → Θ Θ = ∇G(H)

Log normalizer F (θ) = − log(−2θ)

Gradient log normalizer ∇F (θ) = −1
θ

G G(η) = − log η

Gradient G ∇G(η) = − 1
η

Sufficient statistics t(x) = x2

Carrier measure k(x) = log x
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12 Gamma distribution

Γ(k) = (k − 1)! and Ψ(x) = Γ′(x)
Γ(x)

PDF expression f(x;λ, k) = xk−1 e
− x

λ

λkΓ(k)

Kullback-Leibler divergence DKL(fP ‖fQ) = log
Γ(λQ)

λP
+ (kP − kQ)(Ψ(kP ) − log λP ) + kP

λQ−λP

λP

MLE k̂λ̂ =
∑n

i=1 xi

log k̂ − Ψ(k) = log( 1
n

∑n
i=1 xi) − 1

n

∑n
i=1 log xi

Source parameters Λ = (λ, k)

Natural parameters Θ = (k − 1,− 1
λ
)

Expectation parameters H =

Λ → Θ Θ =

Θ → Λ Λ =

Λ → H H =

H → Λ Λ =

Θ → H H =

H → Θ Θ =

Log normalizer F (Θ) = log Γ(θ1 + 1) + (θ1 + 1) log −1
θ2

Gradient log normalizer ∇F (Θ) = (Ψ(θ1 + 1) + log −1
θ2

,− θ1+1
θ2

)

G G(H) non-closed form

Gradient G ∇G(H) non-closed form

Sufficient statistics t(x) = (x, log x)

Carrier measure k(x) =
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13 Beta distributions

Γ(k) = (k − 1)!, B(α, β) = Γ(α)Γ(β)
Γ(α+β) and Ψ(x) = Γ′(x)

Γ(x)

PDF expression f(x;α, β) = 1
B(α,β

xα−1(1 − x)β−1

Kullback-Leibler divergence
DKL(fP ‖fQ) = log

B(αQ ,βQ)
B(αP ,βP ) − (βQ − βP )Ψ(αP ) − (βQ −

βP )Ψ(βP ) + (αQ − αP + βQ − βP )Ψ(αP + αQ)

MLE







∂B(α,β)
∂α

= B(α, β)
∑n

i=1 log xi

∂B(α,β)
∂β

= B(α, β)
∑n

i=1 log(1 − xi)

Source parameters Λ = (α, β)

Natural parameters Θ =

Expectation parameters H =

Λ → Θ Θ =

Θ → Λ Λ =

Λ → H H =

H → Λ Λ =

Θ → H H =

H → Θ Θ =

Log normalizer F (Θ) = log B(θ1 + 1, θ2 + 1)

Gradient log normalizer ∇F (Θ) = (Ψ(θ1 + 1) − Ψ(θ1 + θ2 + 2),Ψ(θ2 + 1) − Ψ(θ1 + θ2 + 2))

G G(H) non-closed form

Gradient G ∇G(H) non-closed form

Sufficient statistics t(x) = (log x, log(1 − x))

Carrier measure k(x) =
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