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We aim at modeling the appearance of the lower face region to assist visual feature extraction for audio-visual speech processing
applications. In this paper, we present a neural network based statistical appearance model of the lips which classifies pixels as
belonging to the lips, skin, or inner mouth classes. This model requires labeled examples to be trained, and we propose to label
images automatically by employing a lip-shape model and a red-hue energy function. To improve the performance of lip-tracking,
we propose to use blue marked-up image sequences of the same subject uttering the identical sentences as natural nonmarked-up
ones. The easily extracted lip shapes from blue images are then mapped to the natural ones using acoustic information. The lip-
shape estimates obtained simplify lip-tracking on the natural images, as they reduce the parameter space dimensionality in the
red-hue energy minimization, thus yielding better contour shape and location estimates. We applied the proposed method to a
small audio-visual database of three subjects, achieving errors in pixel classification around 6%, compared to 3% for hand-placed
contours and 20% for filtered red-hue.

Keywords and phrases: lip-appearance model, lip-shape model, automatic lip-region labeling, artificial neural networks, dynamic
time warping, audio-visual corpora.

1. INTRODUCTION

Today, automatic speech recognition (ASR) works well for
several applications, but performance depends highly on the
specificity of the task, and on the type and level of surround-
ing noise. To strengthen ASR systems against noise, one may,
for example, use multiband systems [1], higher level (linguis-
tic) information [2], or visual information which is comple-
mentary to the audio information. Since McGurk’s experi-
ments [3] which have proven the importance of visual in-
formation in human speech perception, visual modality has
been successfully used for improving performance and ro-
bustness of ASR [4, 5, 6, 7, 8, 9], speaker recognition [10, 11],
and other speech applications [12]. Using visual information
in unconstrained conditions requires having accurate visual
feature extraction, regardless of the visual features used:

(i) pixel-based (data-driven) features: images are fed di-
rectly into a speech recognition system [4, 5, 8, 13],
after applying a few transformations or normalizations

to the images (fixed-size ROI (region of interest) crop-
ping, histogram normalization, for example);

(ii) model-based features: a model is located on images, and
parameters to be used for ASR are deduced form the
location and shape of the model.

In both cases, accurate lip-region detection is required. As
this is difficult to achieve in all possible visual conditions,
intrusive acquisition devices [14], or a specific blue mark-
up for the subject [6, 10, 15] are sometimes used. We will
use the term blue images or sequences to refer to images
showing such colored lips in the following. On the oppo-
site, images with bare lips, acquired without intrusive de-
vices, will be referred to as natural images. In visual speech,
most (about 2/3 for French [16]) relevant information is
carried by the lips, and visual information may be used in
data-driven or model-based ways. It was shown in [17] that
data-driven methods lead constantly to higher ASR perfor-
mance than that for the model-based ones. But even if the
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performance is lower, a model of the lips allows easier com-
parison with other results on audio-visual speech (in pro-
duction for instance). Most research of the model-based cat-
egory has only focussed on lip shape. Lip-shape models are
often a priori parametric models: a set of parabolic curves
[18, 19, 20], elliptic or portions of elliptic curves [19, 21],
or geometric templates (polygons) [22]. Revéret and Benoı̂t
[23], and Basu et al. [24], use a 3D parametric shape model
of the lips. The shape model might also be an a posteri-
ori geometrical template (polygon), with its shape and de-
formations learned statistically from corpora [7, 11]. Fi-
nally, Dupont and Luettin [25], and Matthews et al. [26]
also use a lip grey-level appearance model learned from a
corpus.

We are also interested in modeling the appearance, but
of the whole lower face region. Contrary to other existing
approaches relying on red-hue [14, 27, 28, 29], we aim at
modeling appearance statistically using feed-forward artifi-
cial neural networks (ANNs) also known as multiple layer
perceptrons (MLPs). We present here an MLP-based statis-
tical appearance model of the lips which classifies pixels as
belonging to the lips, skin, or inner mouth classes. Such an
ANN requires labeled examples to be trained and these may
only be found on natural images. Therefore, training this
model requires a precise labeling of such images. One way
to obtain examples is to hand-label images, but annotating
lips is a hard and time-consuming task for humans. More-
over, using such a statistical appearance model on a large
database would quickly make the labeling task become in-
tractable, as shown in [8]: the necessary labeling phase must
be partially or fully automated. In this paper, we propose
to achieve this, avoiding labor-intensive hand labeling, by
employing automatic lip contour tracking based on a lip-
shape model and a red-hue energy function. The lip-shape
model is a polygon, which represents outer and inner lip
contours of a subject, and whose shape and deformations
are learned statistically. The energy function uses hue in-
formation and a filtering function to be more robust. As
nevertheless contour tracking lacks robustness, to improve
its performance, we propose to use blue image sequences of
the same subject uttering the identical sentences as natural
ones. We then use the acoustic channel of both sequences
to perform a dynamic time warping alignment. The easily
extracted lip shapes from blue images are then mapped to
the corresponding natural ones using the audio alignment
of the two sequences. The obtained lip-shape estimates sim-
plify lip-tracking on the natural images, as they reduce the
parameter space dimensionality in the red-hue energy mini-
mization, thus yielding better contour shape and location es-
timates. Such lip contours can then be used to automatically
label image blocks as belonging to one of the three classes of
interest.

In Section 2, we describe the statistical appearance model
of the lower face we intend to use. Then, in Section 4 we ex-
plain how to train it automatically using a statistical lip-shape
model (described in Section 3) and how to use acoustic infor-
mation to obtain a more accurate automatic labeling. Finally,
detailed results are presented in Section 5.

Figure 1: A sample natural image from the corpus: color image
(left) and filtered red-hue image (right).

2. LIP APPEARANCE MODELING

We intend to model the lower face appearance to assist vi-
sual feature extraction. More precisely, we aim at classifying
image pixels as belonging to the three classes of interest of
this region: skin, lips, and inner mouth. In this section, we
first briefly summarize existing approaches, and then pro-
pose how to model appearance statistically and how to train
such a statistical model.

2.1. Literature approaches

Work towards automatic lip segmentation in natural condi-
tions was reported by Coianiz et al. [27], Liévin and Luthon
[14], Zhang et al. [29], and Wojdel and Rothkrantz [28].
They all make use of hue information, either filtering it with
a parabolic filter [27, 28], or combining it with edge [29] or
movement information [14]. Although reported results are
always good, the extension to other corpora recorded in dif-
ferent conditions does not seem obvious. We tested the color
transformation proposed by [27, 28, 29], but the results ob-
tained were not as good as expected. The images obtained
were similar to the one on the right of Figure 1, for which cor-
rect lip classification only reaches 80.5%, according to manu-
ally labeled contours, whereas non-lip classification is 98.1%.
Contrary to others, Liévin uses a logarithmic color transfor-
mation to compute hue. This is justified by the low quality
of the camera used and the noisy images produced by it. We
have also tested this color transformation on our corpus, but
the results were not any better. Wojdel [28] also proposes to
use a very simple ANN instead of hue. Training is done us-
ing a closed mouth image roughly hand-labeled by the user:
pixels inside a rectangular area are labeled as lips and the rest
as non-lips, and we will discuss this type of model in more
detail in the next subsection.

A crucial issue is the portability to different skin colors
(for different ethnicities), and red-hue based models may not
always be accurate in such contexts. We believe that it is pos-
sible to obtain more accurate models relying only on appear-
ance and that the best way to achieve this, is to build, like
other researchers [25, 26], an a posteriori statistically learned
appearance model of the lips. In the following subsections,
we present more precisely the appearance model we wish to
build and how to train it.

2.2. Statistical modeling of lip appearance

Contrary to previous work [25], where local appearance is
used (grey-level profiles perpendicular to the contour at each
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contour point), we use global appearance similarly to [30], by
applying a single classifier to each image pixel. We consider
three classes of interest, and we train the classifier to assign
image points into the lips, skin, or inner mouth (teeth, dark
area, and tongue) classes. We tried both Gaussian mixture
model (GMM) and neural network (NN) classifiers, obtain-
ing very similar results. For example, correct classification
is around 87.5% for a mixture of 4 Gaussians per class and
87.2% for a neural network with 10 hidden units.

We have also varied the image block size for classifica-
tion, and results improved with increased block size, from
87.2% for 1× 1 pixel blocks (as used by Wojdel [28]) to 98%
for 5 × 5 pixel blocks. Classification results obtained using
NNs are somewhat superior to GMMs, when image blocks
are used, for example, 2 mixtures per class lead to a 94%
recognition accuracy, compared to an NN classifier with 6
hidden units which achieves 96.5% accuracy. Similarly, a 10-
mixture per class GMM reaches 97.4%, whereas a 30-hidden
unit NN achieves 98.1% recognition and is less computation-
ally expensive to use. There is a certain trade-off between the
size of blocks and the number of training samples, and with
regard to the size of our images, we chose to use 5 × 5 color
blocks.

Our chosen appearance model is a three-layer feed-
forward ANN. Its entry layer contains 75 units (one for each
red, green, and blue value of each 5× 5 block pixel), whereas
its output consists of three units, one for each class of inter-
est. The three output values of the network correspond to the
probability of the image block to belong to the lips, skin, or
inner mouth classes. Between the 75 input and the 3 output
units, there exists one layer of hidden units. We have evalu-
ated two different network architectures, one having 10 hid-
den units, and one having 15. Both networks are fully con-
nected and are trained using back propagation (supervised
learning).

2.3. Training of the lip appearance model

To train the neural networks, labeled 5 × 5 color blocks are
required (blocks for which it is known whether they belong
to the skin, lips, or inner mouth classes). As a lip contour,
once located in an image, indicates the frontier between skin
and lips (outer lip contour), and between lips and the in-
side of the mouth (inner lip contour), it is possible to use
an image with its corresponding contour to automatically
label the blocks. To obtain these contours, manual labeling
may be considered on small data sets, but would become in-
tractable on large databases, as shown in [8]. We assume that
automatic labeling is possible, we will explain how it can be
achieved later.

For the supervised network training, we will work on a
region about 15 pixels wider than the lips on all sides, and
centered around them, because this is the region where most
of the confusion lies. This region will be scanned pixel by
pixel, and for each pixel, we will consider the 5×5 pixel color
image block centered around this position. For training, we
will take only homogenous blocks into account (blocks for
which all pixels belong to the same class). We will pseudo-
randomly select 45 000 blocks (15 000 per subject) of each

class and train the networks with them (1000 iterations). In
Section 5, the networks obtained will be referred to as auto-
10 and auto-15, where the number 10, or 15, corresponds to
the number of hidden layer units. We will also train the two
neural networks with “certified” blocks. These blocks will be
a subset of the previous ones, less subject to mislabeling. As
automatic location is less certain than manual location, to
obtain this subset, we will reject all blocks that are near the
lip contours representing the boundaries between the 3 dif-
ferent classes. In Section 5, these networks will be referred to
as cert-10 and cert-15.

In Section 3, we will discuss how to automatically extract
lip boundaries on blue images, however the algorithm per-
forms poorly on natural images. The blue color has high con-
trast against flesh tones, but without cosmetic assistance, hue
information does not allow to separate lips from skin effi-
ciently (see Figure 1), and red-hue alone cannot be used to
reliably estimate lip shape. To achieve accurate lip shape and
location estimation on natural images, we propose to com-
bine red-hue with a lip-shape model. The design and training
of this shape model will be described in Section 3.

3. LIP SHAPE MODELING

To build a statistical shape model, the most natural way is to
hand-label images, as done in [7, 26]. But, even with the help
of a specialized tool we designed for it, it is a hard and time-
consuming task, especially when building a precise model
with numerous points. Time is an important issue consid-
ering that the larger the corpus, the better the model is. To
build an accurate shape model, an automatic procedure is
necessary.

3.1. Lip-contour extraction in “blue” images

To automatically build the shape model, we use blue video se-
quences. The blue color of the lipstick corresponds approx-
imately to 220 degrees on the color circle and was chosen
to make shape extraction of the lips easier: as blue does not
exist in the skin, colored lips present high contrast against
the rest, with respect to hue information. Due to variation
in lighting recording conditions, on some images, the teeth
reflect the blue color from the lips, thus appearing blue. To
discriminate the blue lips from the blue teeth, we use satu-
ration information, which corresponds roughly to the purity
of the color (the quantity of white added in it). Lips and teeth
have high and low saturation values, respectively, and we use
a combination of saturation and hue.

To robustly extract the outer and inner lip contours, we
first determine a region of interest (ROI). For this, we ac-
cumulate the grey-level values of the blue-hue image pix-
els along vertical and horizontal axes. After calculating the
mean grey-level value of all pixels, we choose the ROI where
the vertical and horizontal accumulators are lower than the
mean value. Starting from this ROI, we seek the outer lip cor-
ners (these points are located at the left most and right most
parts of the lips in a usual horizontal view), by looking at the
image column after column. The center of gravity of all pixels
below the mean grey-level value on the left most column is
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Figure 2: A sample image from the corpus: original image (left), blue-hue image (center), and the contour extracted (right).

considered as the left lip corner. Similarly, the center of grav-
ity of all pixels below the mean grey-level value on the right
most column is considered as the right lip corner.

Based upon these lip corners, we extract the outer lip
contour by considering the interval between the two lip cor-
ners. To get an n point contour, where n is an even integer
greater than 2 (n > 2), we cut this interval (n − 2)/2 times
and take as contour points the highest and lowest blue-hue
points. We then detect whether the lips are open or closed (if
there is a non-null inner lip contour). When appropriate, we
extract the inner lip corners position and the inner lip con-
tour in the same way. An example of contour extraction on a
blue image can be seen in Figure 2.

3.2. Shape model building

The shape model of the lips is a 44-vertex polygon. More
precisely, a 24-vertex polygon describes the outer-lip contour
and a 20-vertex polygon describes the inner lip contour. For
each picture, we extracted these 44 points, as described in
Section 3.1. We then normalized all shapes for position, rota-
tion, and scaling. From the 1190 shapes available in our cor-
pus, we kept only those with a non-null inner contour (618).
We then calculated the mean shape c of all contours and
subtracted it from all the normalized contours, thus obtain-
ing 88-dimensional contour vectors. Finally, we performed a
principal component analysis (PCA) on these vectors as in
[7]. As a result, any shape of lips c found in the corpus can be
expressed as

c = c + V · p, (1)

where c is the mean shape of the lips, V = (v1, v2, . . . , v88)
is the matrix for the column eigenvectors, and p =

(p1, p2, . . . , p88) is a column vector of dimension 88 con-
taining the weights of each eigenvector to obtain the desired
shape. The first coefficients of this vector account for most of
the variation, and the projection of the original shape on the
first few axes gives a good approximation of the contour. As
a result, it is possible to use only the first few eigenvectors to
approximate lip shapes. Here, the first 4 vectors represented
about 94% of lip deformations, and are shown in Figure 3.
Any shape of lips c can be approximated by

c ≈ c + p1v1 + p2v2 + p3v3 + p4v4. (2)

3.3. Shape model evaluation

To evaluate the lip-shape model, we filled the polygons cor-
responding to lip contours (examples of filled shapes can be

Mode 1 Mode 2

Mode 3 Mode 4

Figure 3: From the first to the fourth mode of deformation: mean
shape in solid lines and maximum observed deviation on both sides
of the mean (in grey).

Figure 4: Examples of good (upper row) and bad (lower row) ap-
proximations of lip shape for the three subjects considered (2 males
and one female (center)) using the first four eigenvectors.

seen in Figure 4) and measured the percentage of overlap be-
tween the original and the projected contour areas. Overlap
can be defined as the number of intersection pixels divided
by the number of union pixels of the two areas, that is,

overlap =

original contour ∩ projected contour

original contour ∪ projected contour
. (3)

Table 1 shows the evolution of the quality of lip contour
approximation, with regard to the number of eigenvectors
used. For reference, the first line indicates the PCA global
variance percentage. One noticeable point is the weak results
obtained in the worst case. For this example, about ten eigen-
vectors would be required to obtain, for all contours, a shape
very close to the extracted one.
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Table 1: Overlap between real lip shapes and projected shapes for
different numbers of eigenvectors used (percentages, %).

Number of vectors 1 2 3 4 5 6 7

PCA variance % 60.1 84.7 92.0 94.0 95.3 96.6 97.5

Worst case 37.4 54.7 55.2 60.6 60.9 62.2 80.4

Mean 75.7 84.1 86.7 87.7 89.2 90.9 92.4

Best case 90.9 93.8 95.2 96.2 96.3 97.1 97.7

Figure 4 shows the overlap between extracted normalized
contours and their projection on the first four PCA axes,
for three corpus subjects. The extracted contours are filled
in dark grey, whereas the projected ones are filled in light
grey. Points appearing black are intersection pixels. This fig-
ure gives the opportunity to see that the quality of shape ap-
proximation varies a lot, but also that a 4-parameter model
may adapt to the specific lip shape of different subjects. Such
a 4-parameter model is suitable for lip location as will be
shown in Section 4.

4. LIP CONTOUR LOCATION ON NATURAL IMAGES

In Section 3, we have shown how to automatically build a lip-
shape model. We will now use it for lip location on natural
images using first a joint lip-shape and location estimation
scheme and then a more efficient cascade lip-shape estima-
tion and location scheme, made possible through the use of
complementary acoustic information.

4.1. Joint lip-shape and location estimation

Locating the subject’s lips in an image with our shape model
can be accomplished by applying the right deformation to
the mean shape c and then placing the obtained shape at the
right position. We must search a 4-dimensional space for lip
contour position (x, y), scaling (r), and rotation (θ), as well
as a 4-dimensional space (p1, p2, p3, p4) for lip shape (see
(2)). The best fit of the shape model on the image is obtained
by minimizing the f function which measures the distance
from a red-centered (about 0 degree on the color circle) hue
image (img) to a model image (mod), computed with each
set of parameters (x, y, r, θ, p1, p2, p3, p4)

f
(

x, y, r, θ, p1, p2, p3, p4

)

=

√

√

√

√

√

1

size

[ size
∑

i=0

(

imgi−modi

)2

]

,

(4)
where size is the number of pixels in the image (width ×

height), modi and imgi represent the model and red-hue,
respectively for each i pixel and will be detailed next. To re-
inforce red-hue’s discrimination, we use the following robust
function, proposed by Odobez [31] in the energy criterion

imgi =
1

π
∗ arctan

[

0.4π ∗
(

huei−huet
)]

+
1

2
, (5)

where huei is the hue value and imgi the output filtered hue

value for each pixel. The transition hue value was set to
huet = 4 degrees. Model image mod is computed as follows:
the mean shape c is deformed into c with (2), then it is scaled
and rotated according to r and θ. The center of gravity of the
obtained contour is translated from (0, 0) to (x, y), and this
latter contour is drawn, then filled (as in Figure 4) on the
mod image. The modi values from each pixel i of this image
are

modi =











0 between outer and inner lip contour,

1 elsewhere.
(6)

We tested lip location on natural images using filtered
red-hue, and the downhill simplex method (DSM) [32] as
a minimization procedure, but the results were poor. Com-
paring the contours obtained by this method to the refer-
ence hand-labeled ones, the overlap was only about 69.0%
on average with a minimum overlap of 31.5%. When looking
only at the shapes (not at location), the overlap was on aver-
age about 72.2%, with a minimum of 34.2%. By a visual in-
spection, we noticed that the worst cases were obtained with
wrong shapes: the DSM method searches all dimensions si-
multaneously to find the minimum. It may happen that a
wrong and badly placed shape has so little energy that it at-
tracts the simplex into a local minimum.

These poor results do not mean that our shape model is
inappropriate, but rather indicate that appearance based on
hue information, which we implicitly used in energy mini-
mization, is not sufficient. The dominant skin color of the
corpus subjects is rather similar to the dominant lip color,
thus red-hue images are very noisy (see Figure 1). As a conse-
quence, there are numerous local minima at which the min-
imization procedure may stop. To locate lips with our shape
model more reliably in unconstrained conditions, a more
accurate lip-appearance model like the statistical one pre-
sented in Section 2.2 would be necessary. However, to build
this appearance model, we need accurate lip location on nat-
ural images and must improve location in any other way.
For this, we propose to estimate lip shape before locating
it on the image, instead of trying to jointly estimate shape
and location. How this can be achieved will be explained
next.

4.2. Cascade lip shape and location estimation
using acoustic information

As jointly using a lip-shape model and a red-hue appear-
ance function fails, we must add more constraints for loca-
tion to work accurately. We propose to divide lip location on
natural images into two subtasks: estimating lip shape and
then locating this shape on the image. For that purpose, we
have recorded our subjects uttering twice the same sentences:
once with blue lipstick and once without, and propose to use
acoustic information to align the natural sequences on the
blue ones. This should allow to use the lip shapes extracted
on blue images to deduce the presumable shape of the lips on
natural images and to use well-known minimization tech-
niques to locate these shapes on the images.



Statistical Lip-Appearance Models Trained Automatically Using Audio Information 1207

4.2.1 Use of acoustic information for lip shape
estimation

To train the lip-appearance model described in Section 2.2,
we need to precisely locate lip boundaries on natural images,
but want to avoid labor intensive contour hand-labeling.
However, our shape model does not work well enough to lo-
cate lips on natural images accurately. To improve lip con-
tour estimation, we propose to take advantage of speech bi-
modality: by considering blue and natural images of the same
person uttering identical sounds, we can reliably obtain lip
shape information from the blue images, and use this to sim-
plify the energy minimization problem (4). We propose to
find such image correspondence using dynamic time warp-
ing (DTW) on the audio channels of the two sequences. Note
that on the literature, the visual channel is mostly used to
bring complementary cues when acoustic information is un-
reliable or missing [12]. By contrast, here we propose to use
acoustic information to simplify a visual problem.

DTW is efficient for small vocabulary, isolated word, sin-
gle speaker automatic speech recognition [33]. It computes
the distance from a test word to all words in the vocabu-
lary (q reference words). More precisely, the acoustic signal
corresponding to any word is parameterized into acoustic
vectors, in this paper, 6 or 12 mel-frequency cepstral coeffi-
cients (MFCCs), plus energy. The distances between the vec-
tors from the test word and the ones from each q reference
word are computed. This produces n × mk cost matrices,
n being the number of acoustic vectors associated with the
test word, and mk the number of vectors associated with the
kth reference word (1 ≤ k ≤ q). The lowest cost path be-
tween vector pairs (1; 1) and (n;mk) is computed to obtain
the distance from the test word to the kth reference word
(some constraints are also applied on the path). The low-
est cost path computation is repeated q times for each refer-
ence word, and the lowest overall distance corresponds to the
recognized word. Usually, only this result is used, but DTW
brings richer information: the lowest cost path indicates how
to best align the vectors from the test and the reference words.

In our case, we use DTW to align the acoustic features of
a test sentence, corresponding to a natural image sequence,
to the acoustic features of a reference sentence, correspond-
ing to a blue image sequence. The sentences are pronounced
as continuous speech and can be seen as two utterances of
the same word, both corresponding to an identical phonem-
ical content uttered by the same subject in very similar condi-
tions. The alignment (path) produced using DTW gives, for
any acoustic vector from the test sentence, the correspond-
ing acoustic vector in the reference sentence. Using this as-
sociation and the synchronicity between acoustic and visual
signals, it is possible to deduce to which reference (blue) im-
ages (and contours) corresponds a test (natural) image. Due
to the different audio and video frame rates (here, 100, or
200 Hz vs. 25 Hz, respectively), a few (4, or 8) acoustic vectors
will correspond to one test image. These acoustic vectors will
correspond to a similar number of reference sentence acous-
tic vectors, which may map to different reference images.
Therefore, one test image might be associated with several

different contours. Thus, computing which contour corre-
sponds to the test image is not straightforward. We studied
three different ways to choose the contour in [34], using ei-
ther the first, the last, or an interpolation between all possi-
ble contours, and the best results were obtained by the latter
method.

Two utterances of the same sentence will not always lead
to identical lip shapes, especially considering large corpora
with different subjects. Nevertheless, this was true to a high
degree for any given subject on the corpus used, and the
DTW alignment method worked well even with differences
in speaking rate. We do not believe that this method can
easily be extended to align any speaker with any other, but
more experiments should be carried, to see if classes of speak-
ers can be found. Anyway, if only appearance modeling is
intended, just a few representative subjects (with different
skin colors and facial hair) are needed to build a speaker-
independent model, and cross-speaker use of DTW align-
ment is not necessary.

4.2.2 Lip contour location estimation

Knowing the presumable lip shape corresponding to a pic-
ture facilitates the automatic lip extraction process notice-
ably. We just have to locate a shape on an image instead
of estimating a shape before placing it, as it was required
in Section 4.1. This reduces the risk of wrong location due
to wrong shape, and can be done by minimizing the en-
ergy function of Section 4.1. The minimization is now over
a 4-dimensional space (x, y, r, θ) instead of the original 8-
dimensional one (x, y, r, θ, p1, p2, p3, p4), and is therefore
more robust. Once again, we use filtered red hue (as [14,
27, 28, 29]) in the energy function calculation. In fact, we
calculate for each color image the corresponding filtered
red hue (mod) image (see the right part of Figure 1) with
(5) and locate the lip shapes on the latter images. We tried
two different types of minimization for locating the lips
using:

(i) coordinate pair minimization: combinatory explo-
ration of scale (r) and rotation (θ) and, for each value
of these parameters, energy function calculation at ev-
ery possible position (x, y);

(ii) DSM: minimization of all parameters (x, y, r, θ) by a
downhill simplex method [32], initialized at the center
of image with a scaling factor of one, and no rotation.

For each case, we kept the best contour found according to
the energy function.

5. DATABASE AND EXPERIMENTS

In this section, we first describe the corpus used to statis-
tically train and test both parts of the lip model, and then
the evaluation principles that we propose to follow. Subse-
quently, we present our experimental results.

5.1. The audio-visual database

Due to the nature of our proposed method, that requires
both blue and natural videos of subjects uttering identical
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Table 2: Characteristics from the subset of our corpus.

Task Phonetically balanced sentences in French

Image contents Mouth area and base of nose

Subjects 3

Utterances 8 per subject (4 blue, 4 natural)

Frames 2400 images

Mouth size Approximately 200× 100 pixels

Lighting Ambient sun light

sentences, we had to build our own audio-visual database.
In total, we recorded nine subjects (8 males, 1 female), seven
of whom were recorded wearing blue lipstick (6 males, 1 fe-
male) to allow training and testing of different shape models,
and six with no make-up (5 males, 1 female) for training and
testing different appearance models. Videos were captured
uncompressed at a resolution of 384 × 288 pixels in 24 bit
RGB color, at a frame rate of 25 noninterleaved images per
second. For video acquisition, a PAL analog camcorder was
used, connected to a SUN ULTRA2 workstation with an ana-
log card for digitization. Audio was recorded using a stan-
dard SUN microphone at a sample rate of 16 kHz with 16 bit
samples.

In our experiments, we mainly used three subjects (2
males, 1 female) from the corpus. A brief description of the
corresponding corpus subset is shown in Table 2. The sub-
jects were recorded twice on four phonetically balanced sen-
tences in French [35]: first with blue lipstick (as, for exam-
ple, in [10]), and then without any make-up. These 24 utter-
ances were recorded in natural sun light conditions, which
resulted in shadows on some images under the subject’s nose
and mouth. We have filmed the subjects, placing the lips near
the center of the picture at the beginning of the acquisition,
but some subjects moved either before or during recording.
The camera-subject distance was variable (about one meter),
and so was the zooming factor.

5.2. The evaluation paradigm

Usually, in automatic speech recognition, only global evalu-
ations which consist of measuring the recognition rate at the
system’s output are made. Although we have recently pub-
lished this type of evaluation for our models elsewhere [36],
a more detailed evaluation of each step is necessary. Before
we report our lip contour estimation results and lip appear-
ance model accuracy on the audio-visual database, we briefly
discuss the evaluation paradigm for our algorithms.

5.2.1 Lip contour evaluation

We chose to hand-label a subset of the natural images from
the corpus, and to use them as a reference for all evaluations.
We will compare the automatically extracted contours with
the hand-labeled ones, using two metrics:

(i) the average distance (in pixels) between each point
from the test contour and the corresponding point in
the reference (hand-labeled) contour;

(ii) the percentage of filled shape overlap (see (3)).

5.2.2 Appearance model evaluation

To evaluate the neural network based appearance models, we
also use the hand-labeled contours. We want to see if our au-
tomatic labeling method allows to build appearance models
of the mouth area comparable to manually obtained ones.
More precisely, we compare the classification results of the
two neural networks described in Section 2.2 after training,
as well as of reference networks trained with blocks obtained
using hand-labeled contours.

To build these reference models, we need a labeled sub-
set of the corpus: for each of the three subjects considered,
we hand-placed the contour on a tenth of the natural im-
ages (40 out of 400). To compare all models, we use the
same images in all cases, and as acoustic alignment is pos-
sible only when there is speech, we do not use many closed
lips images. The 120 remaining images produce 1.71 million
skin blocks, 0.72 million lip blocks, and 0.11 million inner
mouth blocks. As in Section 2.3, we retain 45 000 pseudo-
randomly chosen blocks of each class to train the networks.
The whole set, including the blocks used for training (ap-
proximatively 2.5 million blocks), is used for testing all the
networks. In Section 5.3.3, the reference networks obtained
will be referred to as ref-10 and ref-15.

Finally, we normalized (in position, rotation, and scal-
ing) the hand-labeled contours and used our two energy
minimization algorithms (Section 4.2.2) to replace them on
their original images. These re-located contours give the op-
portunity to extract a new set of blocks to train the neural
networks. As the contours are the reference ones, they should
be 100% accurate in shape and only location may be inaccu-
rate. This allows to see to what extent location and shape esti-
mation are responsible for performance loss of the automat-
ically obtained models over the reference ones. The trained
models will be referred to as loc-10 and loc-15 in the results
section.

5.3. Experimental results

We first present quality of lip-shape estimation results, ob-
tained using DTW for alignment, followed by location re-
sults of these shapes on natural images. Finally, we describe
classification results obtained with the two neural networks
(10 and 15 hidden layer units) trained with four different
sets of image blocks (hand-labeled blocks (ref), automati-
cally labeled ones (auto), “certified” ones (cert), and relo-
cated hand-labeled ones, (loc)).

5.3.1 Lip-shape estimation

We present here an evaluation of lip shapes obtained using
DTW alignment, compared to reference hand-labeled ones.
Both contours are normalized before the comparison. No-
tice that we only compare here the contour shapes, since the
quality of location will be evaluated in the next subsection.
Table 3 presents the results obtained, depending on the type
of acoustic parameters used for DTW-based alignment be-
tween the blue and natural sequence audios. In particular, we
vary the acoustic feature extraction rate (100 vs. 200 Hz) and
the number of MFCCs used (6 or 12). Both pixel distance and
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Table 3: Distance to the reference of the shapes obtained using DTW.

Acoustic features Distance (pixels) Overlap (%)

Rate MFCCs Worst Mean Best Worst Mean Best

100 12 17.06 6.67 1.81 45.63 77.90 90.01

100 6 17.06 6.57 1.77 45.63 77.77 91.67

200 12 18.60 6.66 1.89 44.87 77.94 91.85

200 6 17.06 6.57 1.93 45.63 77.96 91.01

Table 4: Location results by coordinate pair minimization, DSM, and best of both.

Minimization Distance (pixels) Overlap (%)

Algorithm Worst Mean Best Worst Mean Best

Coord. pair min. 19.46 7.07 2.93 59.58 77.98 89.73

DSM 23.86 7.41 3.24 60.23 77.72 86.94

Best of both 23.86 7.39 2.93 60.23 77.96 89.73

percentage of overlap between the lip contours are depicted
(see also Section 4.2.1).

One may notice that results are very similar, whatever
the type of coefficients used, and that they are approximately
78% for overlap and 6.6 pixels for average distance between
the two contours. A number of facts influence these results.
First, hand labeling of contours is not perfectly accurate, and
the shapes may differ even if the alignment is right, as the
reference shape is hand-labeled and the estimated shapes are
interpolated from automatically extracted shapes. In addi-
tion, one of the database subjects painted a little more than
his lips with the blue lipstick. As a result, the automatically
extracted lip shapes differ in shape from the manually la-
beled ones. Not using this speaker, results become slightly
higher than 80% for overlap and reach an average 6 pixels
for distance. Finally, we used relatively high resolution im-
ages compared to other existing corpora. A 6 pixel average
error must be compared to the 200 pixel average width of the
lips.

5.3.2 Quality of location

Table 4 shows the results obtained after energy minimiza-
tion using the methods described in Section 4.2.2 (coordi-
nate pair minimization, DSM, and best of both, according
to the energy criterion used). Notice that the distance results
degrade compared to Table 3. Several factors may help ex-
plaining this phenomenon: first of all, note that even a one
degree variation in rotation alone yields an important er-
ror in the results for the distance in pixels between the con-
tours. Also remember that, as explained in the previous sub-
section, the shapes themselves may differ, which has conse-
quences on both measures. However, contour overlap results
remain good, and are almost identical to those of Table 3,
which demonstrates that location estimation is successful. As
a comparison, the use of our minimization procedures for lo-
cating contours extracted on blue-hue images (see Figure 2),

Table 5: Correct classification rates (%) with each neural network.

Network Skin Inner mouth Lips Global

ref-10 96.91 97.86 98.48 97.40

loc-10 95.16 98.25 97.62 96.00

auto-10 93.68 98.31 93.52 93.84

cert-10 93.53 97.19 95.65 94.30

ref-15 97.61 97.77 98.19 97.78

loc-15 95.56 97.81 98.49 96.49

auto-15 95.39 97.17 91.07 94.24

cert-15 94.94 97.75 94.30 94.88

and normalized back on their source image, yielded results
about 3 pixels in distance and 86% in overlap for coordinate
pair minimization and 4.3 pixels and 82%, respectively for
DSM.

5.3.3 Appearance model accuracy

In our work, the main objective is to build an appearance
model of the lips, not to evaluate the quality of location of a
contour on an image. Nevertheless, the quality of alignment,
lip shape, and location estimation may also be evaluated by
comparing the classification results obtained with the differ-
ent ANNs. Classification results are shown in Table 5. They
were calculated on a WTA (winner takes it all) basis, which
means that for each block entered, the output unit having the
highest value was selected as output of the network. These
results were computed on a test set of available hand-labeled
image blocks in which all classes are not equally represented
(67.3% skin, 28.4% lips, and 4.3% inner mouth). The re-
sult for all blocks is presented in the Global column. The
lips output of the network is also presented on the right of
Figure 5.
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Figure 5: Filtered (with (5)) red-hue image (left) and output of the
neural network cert-10 (right).

The correct classification rates obtained are very high
(always well over 90%), whatever the ANN used. Table 5
shows a global improvement of classification using “certi-
fied” blocks for the training phase. The results obtained with
the loc-10 and loc-15 networks seem to indicate that the dif-
ference between the reference models (ref-10 and ref-15) and
the models built using “certified” blocks (cert-10 and cert-
15) is half due to errors in location (Section 4.2.2) and half
due to errors of lip-shape estimation. Finally, one can notice
that the networks having 15 units in the hidden layer yield
slightly higher global results than the ones with 10 units in
the hidden layer.

6. SUMMARY AND DISCUSSION

In this paper, we have shown how to build statistical shape
and appearance models of the lips without hand-labeling.
The only drawback of the proposed method is the need for
some of the subjects to utter at least part of the training cor-
pus twice (once with a blue lip-enhancer). The shape model
is easy to extend to more subjects, but may also be adapted to
a specific recognition task (see [36]). The automatic appear-
ance model is rather similar to the one obtained on the same
corpus by manually labeling images and it is a lot more effi-
cient than filtered red-hue. The shape and appearance mod-
els presented here were used in a parallel and sequential way
(appearance, then shape) to compare the efficiency of both
approaches for audio-visual ASR in [36].

An important advantage of a statistical model like MLP
over a red-hue function, is its adaptation capability: it should
be adaptable to all subjects after training. To build a general
speaker-independent appearance model, one should intro-
duce in the training corpus subjects with different skin colors
and/or facial hair (beard or moustaches), leaving the adapta-
tion work to the ANN. Important attention should then be
paid to the architecture of the network, to study more pre-
cisely its impact on the adaptation capability.

ANN models can also adapt to previously unencountered
data, and they may be used to extract visual speech infor-
mation on speakers not present in the training corpus. We
tested the three subject model described here on a fourth
subject (the one studied in [36]), and the preliminary results
are rather satisfying, although not entirely: ref-10 reaches
81.9% of correct lip classification, with only 63.2% for global
classification. When looking more precisely at the confu-
sion matrix, it appears that this is due to the fact that the

inner-mouth class becomes highly confusable with lips and
skin. For cert-10, results are 75.0% for lips and only 58.1%
globally, for the same reason. Somewhat surprisingly, net-
works with 10 hidden units were adapting better to this sub-
ject than those with 15 hidden units. However, even if perfor-
mance is a little lower, the networks still model appearance
better than filtered red-hue: considering lip versus non-lip
classification, red-hue reaches only 55.6% with the same set-
tings as in Section 2, on the manually labeled images of this
subject. More experiments on appearance modeling will be
carried in the near future to study cross-speaker adaptation
of the models.

Another important issue we have discovered with sta-
tistical lip appearance modeling is that pixel information is
rather less discriminant than image blocks, and this should
be taken into consideration by other researchers in the field.
Combining a statistical model like ours with spatial (Zhang
[29]) or temporal (Liévin [14]) gradient information should
yield a fairly robust appearance model of the lips.

Finally, the use of blue lipstick is not mandatory in our
method, as it is not very convenient for speakers and can
cause imperfections to the extracted shapes. If one has a very
reliable lip-contour extraction system using another intru-
sive method, it can be used instead. One may, for example,
record the first set of sentences with an intrusive device such
as a head-mounted camera, or with very intensive frontal
lighting to avoid shadows, and then record the second rep-
etition under more realistic conditions.
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