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Abstract

A fundamental goal of epidemiologic research is to investigate the relationship between exposures 

and disease risk. Cases of the disease are often considered a single outcome, and assumed to share 

a common etiology. However, evidence indicates that many human diseases arise and evolve 

through a range of heterogeneous molecular pathologic processes, influenced by diverse 

exposures. Pathogenic heterogeneity has been considered in various neoplasms such as colorectal, 

lung, prostate, and breast cancers, leukemia and lymphoma, as well as non-neoplastic diseases, 

including obesity, type II diabetes, glaucoma, stroke, cardiovascular disease, autism and 

autoimmune disease. In this article, we discuss analytic options for studying disease subtype 

heterogeneity, emphasizing methods for evaluating whether the association of a potential risk 

factor with disease varies by disease subtype. Methods are described for scenarios where disease 

subtypes are categorical and ordinal, and for cohort studies, matched and unmatched case-control 

studies, and case-case study designs. For illustration, we apply the methods to a molecular 
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pathological epidemiology study of alcohol intake and colon cancer risk by tumor LINE-1 

methylation subtypes. User-friendly software to implement the methods is publicly available.
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1. Introduction

Epidemiology is the study of the distribution and determinants of health and disease in 

human populations [1]. There is a general underlying premise that patients with a given 

disease share similar etiologies. However, advances in biomedical sciences are revealing 

inherent heterogeneity of pathogenesis and disease processes between individuals, leading to 

a shift from the conventional epidemiologic paradigm where a given disease is typically 

treated as a uniform entity [2–10]. Research that elucidates specific relationships between 

putative etiologic factors and cellular molecular alterations (i.e., molecular pathological 

epidemiology) can provide evidence for causality [8, 9]. Studies have identified links 

between exposures and specific molecular subtypes of neoplastic diseases, including 

endometrial [11], colorectal [11–28] and lung cancers [29–32]. Disease subtyping schemes 

have also been in development for non-neoplastic diseases, e.g., stroke [33], cardiovascular 

disease [34], autism [35], infectious disease [36], autoimmune disease [37], glaucoma [38] 

and obesity [39]. Disease subtypes may be defined by molecular characteristics or other 

features; for example, tumor sub-classification systems include lethality [40, 41], anatomical 

location, histopathologic features [42, 43], disease stage, tumor dominance [44], and tumor 

aggressiveness [45]. Because a more personalized preventive strategy may be feasible for 

individuals with a susceptibility to a specific disease subtype [8, 9], the statistical analysis of 

disease subtype heterogeneity may contribute to more effective translation of epidemiologic 

findings into disease prevention.

This paper does not address methods for the discovery of subtypes to be formed from high-

dimensional data, but rather, restricts its consideration to a relatively small number of a 
priori subtypes, as illustrated in the examples above. Study of the following hypotheses can 

be used to assess the evidence in the data for the presence of heterogeneity in associations of 

risk factors with the incidence of disease A between two disease subtypes, A1 and A2. The 

first null hypothesis is that the exposure is not associated with disease subtype A1. Letting βj 

be the log-relative risk (RR) representing the exposure-subtype Aj association, where j = 1,2, 

this null hypothesis is H0: β1 = 0. Rejecting this null hypothesis supports the alternative that 

the exposure is associated with disease subtype A1. The second hypothesis tests whether an 

exposure is associated with disease subtype A2. These are the subtype-specific hypothesis 
tests. The third null hypothesis is that the relationship between the exposure and subtype A1 

is not different from that for subtype A2, that is, H0: β1 = β2. Rejecting this third hypothesis, 

which we call the disease subtype heterogeneity hypothesis or common effect hypothesis, 

provides evidence that the exposure contributes to risk of a specific pathogenic pathway 

(e.g., to subtype A1) in a significantly different manner than another pathogenic pathway 

(e.g., to subtype A2). In addition to testing this hypothesis, it is of interest to estimate the 
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extent of any difference in exposure-subtype associations by RRR = exp (β1)/ exp (β2), 
which is the ratio of the two subtype-specific RRs. Subtype research is usually motivated by 

having previously observed an overall association between the exposure and the disease, and 

is typically undertaken after the overall association is well-established, as in our motivating 

example of alcohol intake in relation to the risk of colon cancer [46–50]. The overall test of 

the exposure effect on the outcome has usually been conducted previously in a separate 

study, often with a large body of evidence accumulating before investigations into disease 

subtype heterogeneity are undertaken. Thus, the heterogeneity test, which is a focus of this 

paper, is typically not treated as part of a sequential testing procedure that begins with the 

overall test but rather treated as a separate test.

The purpose of this paper is to discuss statistical methods for the analysis of disease 

heterogeneity, propose recommendations for data analysis, and identify future areas for 

methodological innovation. Interest in etiological research is typically in the exposure effect 

on incident disease, and, therefore, we can generally assume that only one subtype will 

occur within a single subject. We will consider statistical methods to study disease 

heterogeneity with categorical and ordinal subtypes, for cohort, matched and unmatched 

case-control, and case-case studies. Although many of these methods have been available for 

use in other contexts, their application to the study of disease subtype heterogeneity has not 

been well elucidated.

2. Study design consideration for research on disease subtype 

heterogeneity

Research on subtype heterogeneity has been based on three primary design schemes: the 

prospective cohort design, the case-control design and the case-case design [8]. The 

prospective cohort design makes it possible to form case-cohort, nested case-control and 

case-case studies within it. The strengths and weaknesses of each of these designs as applied 

to disease subtype heterogeneity research have been discussed previously [8].

The judicious utilization of the platform made possible by an ongoing prospective cohort 

study or experimental trial can be a cost-effective approach [8, 51–56]. In contrast to case-

control and case-case designs, experimental and observational prospective studies can 

facilitate research on multiple diseases. Once the infrastructure of a prospective study is 

established, numerous diseases can be studied at relatively low cost and effort, compared to 

the cost and effort required for establishing case-control studies for each disease, one by one. 

In addition to this compelling efficiency consideration, the benefits of the prospective cohort 

design strategy from the point of view of validity is strong – the ‘controls’ and alternative 

case subtypes indisputably arise from the same study base that has produced the cases of the 

subtype of interest, and hence the formidable challenge of overcoming selection bias due to 

non-comparable controls or cases of other subtypes is eliminated. In addition, the 

prospective nature of exposure data collection in most cohort studies eliminates recall bias as 

a potential source of bias and allows the investigator to optimize the quality of exposure 

information collected, thereby minimizing the extent to which differential measurement 

error, which may occur in case-control studies where measurements are taken after the 
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outcome is realized, thus allowing for the error to be correlated with the outcome, as well as 

non-differential measurement error, where the error is independent of the outcome, occurs.

The case-control study design is useful in the study of disease subtype heterogeneity for rare 

diseases or as a preliminary study where little is known about the association between risk 

factors and disease subtypes. Compared to prospective cohort studies, case-control studies 

tend to be less costly and shorter in duration. The controls are shared by all subtypes in 

unmatched case-control studies, while in matched case-control studies, some cases are 

matched to controls on one or more important potential confounders. For example, in a 1:m 
matched case-control study, the controls in the matched sets for Subtype 1 cases are 

typically not shared with the other subtypes. Heterogeneity tests can also be conducted in a 

case-case design, which is discussed in Section 3.4.2. The case-case design will, in general, 

be the cheapest and fastest approach for investigating disease subtype heterogeneity, at the 

cost of not being able to estimate the subtype-specific relative risks, only the ratio of these 

between the subtypes.

3. Statistical methods for disease heterogeneity analyses for categorical 

subtypes

3.1 Cohort studies

3.1.1 Statistical model—Since we assume that only one subtype will occur within a 

single subject, a standard competing risks framework can thus be used. In cohort studies, a 

commonly used statistical model is the cause-specific proportional hazards model [57, 58]

λj(t ∣ Xi, W i) = λ0j(t) exp (βjXi + θjW i), (1)

for subtype j, j =1, …, J, where λj(t) is the incidence rate at time t for subtype j, λ0j(t) is the 

baseline incidence rate for subtype j, Xi is a column vector of possibly time-varying 

exposure variables for the ith participant, Wi is a column vector of possibly time-varying 

potential confounders of the relationship between X and the incidence of at least one of the J 
subtypes, and βj and θj are row vector-valued log relative risks (RRs) for the corresponding 

covariates for subtype j. Suppose Xi is K-dimention (K ≥ 1), representing either one single 

exposure or the cross-classification of levels of multiple exposures; for a m + 1 level 

categorical exposure, m indicator variables will be created and included as elements of Xi. 

For presentational simplicity, we sometimes assume K =1, although the methods discussed 

are easily extended to situations where K >1. In Model (1), it is advisable that the time scale 

is age [59, 60] and survival is left-truncated [61]. The methods discussed in this paper apply 

to other time scales as well, and can be easily extended to situations where the parameters of 

interest also include the coefficients of the X − W interaction by treating the interaction 

terms as new variables.

Sometimes, it is reasonable to assume that the covariates, other than the exposure, have the 

same association with each of the J subtypes; that is, θ1 = ··· = θJ. We name the models with 

the same regression coefficients for the covariates across subtypes constrained models. 
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Model (1) is written as an unconstrained model. Under the constrained model, Model (1) 

becomes

λj(t ∣ Xi, W i) = λ0j(t) exp (βjXi + θW i) .

3.1.2 Methods for estimation and inference—Estimation and inference for 

parameters βj and θj, j = 1, …, J, in Model (1) can be obtained by maximizing the partial 

likelihood [58],

l(βj, θj, j = 1, …, J) = ∏j = 1
J lj(βj, θj), where lj is a partial likelihood for the jth subtype, with

lj(βj, θj) = ∏
i = 1

n λj(ti ∣ Xi, W i)

∑l = 1
n I(tl ≥ ti)λj(ti ∣ Xl, W l)

I(Y i = j)

= ∏
i = 1

n exp (βjXi + θjW i)

∑l = 1
n I(tl ≥ ti) exp (βjXl + θjW l)

I(Y i = j)
,

where ti is the minimum of time at disease occurrence and time at end of follow-up, for the 

ith participant, i = 1, …, n, and Yi is the observed subtype for the ith participant, if the ith 

participant became a case by the end of follow-up, and 0 otherwise. From standard 

likelihood method theory, the estimates of βj and θj, j = 1, …, J, are consistent [58]. As 

noted in Prentice et al. [58] and consistent with the standard assumptions made when the 

Cox model is used for analysis, we assume an independent censoring mechanism, which 

means that, at any given time point and given X and W, individuals are not selectively 

censored on the basis of a relatively good or relatively poor subtype-specific prognosis. 

Also, as discussed by Prentice et al. [58], we note that, although no assumption is required 

about any interrelation between the subtypes for valid estimation and inference, the same 

inferences for subtype-specific effects would not necessarily prevail under a new set of study 

conditions in which, for example, certain subtypes have been eliminated.

Under the unconstrained model: Under the unconstrained model, the unknown parameters 

for the jth subtype, (βj, θj), are not involved in lq for q ≠ j, but involved in lj only, and thus 

inference for {βj, θj, j = 1, …, J} based on maximizing l is equivalent to maximizing lj for 

each j, separately. It also follows that, in the matrix of the second derivative of log(l) with 

respect to parameters (β1, …, βJ, θ1 …, θJ), the elements corresponding to the second 

derivative with respect to two parameters for different subtypes are zero; that is, 

∂2log(l)
∂βk1j1∂βk2j2

= 0 for j1 ≠ j2, k1 = 1, …, K, k2 = 1, …, K, where βkj is the kth element of βj. 

This implies that the estimated relative risks for distinct tumor subtypes are asymptotically 

uncorrelated. It follows that, for inference on the exposure effects for the jth subtype, 

standard Cox proportional hazards model analysis can be performed in which the 

participants experiencing another subtype will be censored at the time when the other 

subtype occurs [58]. This analysis will be referred as ‘separate analysis’ hereafter. Left 
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truncation and time-varying covariates can be handled by converting the data into an 

Anderson-Gill (counting process) data structure [62]. To test whether the exposure-disease 

association differs among the J subtypes, the contrast test statistic, given by Z2 = 

(Cβ̂)T(CΣ̂CT)−1(Cβ̂), can be used, where, for presentational simplicity we assume K=1, β̂, = 

(β̂1, …, β̂J)T, which can be obtained from the separate analysis above, Σ̂ is the estimated 

variance-covariance matrix of β̂, with the estimated variance of β̂j, j = 1, …, J, on the main 

diagonal and 0 everywhere else, C is a (J − 1)× J contrast matrix [63], and superscript T 
denotes transpose. For example, if J =3, the rows of C are (1, −1, 0) and (1, 0, −1). This Z2 

statistic has an approximate χ2 distribution with J − 1 degrees of freedom under the null, 

H0:Cβ = 0 [63].

Alternatively, the disease subtype heterogeneity test can be conducted by the duplication 
method for Cox regression [64], which is based on the following transformation of Model 

(1) for subtype j:

λj(t ∣ Xi, W i) = λ0j(t) exp (β1X1i + ⋯ + βJXJi + θ1W 1i + ⋯ + θJW Ji), (2)

where Xji = Xi, Wji = Wi, and Xqi =0, Wqi = 0 for q ≠ j, j = 1, …, J. The parameters for 

subtype-specific exposure effects for all of the subtypes are now in the same model. In order 

to use standard software for analysis in this setting, this model can be fit using the Cox 

model stratified by subtype on an augmented data set, in which, each block of person-time is 

augmented for each subtype, and variables X1i, …, XJi, W1i, …, WJi are duplicated variables 

based on Xi, Wi. See Section 5.1 for an example of how to construct an augmented data set. 

In model (2), the estimates of the log relative risks for exposure in relation to each subtype 

are available as regression coefficients. Another transformation of Model (1) is

λj(t ∣ Xi, W i) = λ0j(t) exp (β1Xi + α2X2i… + αJXJi + θ1W 1i + ⋯ + θJW Ji), (3)

where αj = βj − β1 for j = 2, …, J. In Model (3), the estimates of the log ratio of relative 

risks, αj, j = 2, …, J, are available as regression coefficients, and the heterogeneity test 

H0:β1 = ··· = βJ is simply to test whether the regression coefficients, α2 = ··· = αJ =0. In 

either Model (2) or (3), the heterogeneity hypothesis is best assessed through a likelihood 

ratio test (LRT) that compares the model that allows for separate associations for each 

disease subtype with the model that assumes a common association across subtypes. The 

Wald test, which is an alternative, has been shown to have poorer finite sample properties 

compared to the LRT [65].

If the unconstrained model is used in the duplication method, the maximum partial 

likelihood method-based point estimates of βj, j =1, …, J, and their asymptotic variances 

obtained from the duplication approach will be the same as those obtained from fitting 

separate Cox models. If the unconstrained model is feasible given the data available, 

separate analysis with the contrast method has the advantage of avoiding the creation of the 

augmented data set required by the duplication method. The augmented data set can become 

very large if the original study is sizeable. In addition, the contrast method applies even 

when data are not available, and, instead, only the RRs and their variance estimates for the 
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exposure-subtype associations are available from the literature. An advantage of the 

duplication method is that both the subtype-specific effect and the common effect test are 

available in a single analysis.

Under the constrained model: Under the constrained model, θj in each lj is replaced by the 

common parameter, θ, and thus inference for {θ, βj, j = 1, …, J} have to be made 

simultaneously for all j by maximizing l as a function of (β1, …, βJ, θ), and β̂k1j1 and β̂k2j2 
are typically correlated for j1 ≠ j2, k1 = 1, …, K, k2 = 1, …, K. Due to the unknown nonzero 

off-diagonal elements in Σ, the contrast test method, following the Cox proportional hazards 

model analysis separately for each subtype, is typically not suitable for the constrained 

model analysis. The duplication method enables the use of standard Cox regression software 

for constrained models and partially constrained models, in which the covariate-disease 

associations for some covariates are allowed to differ by subtype and some are forced to be 

the same across subtypes. Under the fully constrained model, Model (2) becomes

λj(t ∣ Xi, W i) = λ0j(t) exp (β1X1i + ⋯ + βJXJi + θW i),

and Model (3) becomes

λj(t ∣ Xi, W i) = λ0j(t) exp (β1Xi + α2X2i… + αJXJi + θW i) .

The only difference in the duplication method here from that of the unconstrained analysis is 

that, in the augmented data set, duplicated variables are not created for the confounders to be 

constrained in the augmented data set. In the duplication method for the constrained model, 

since (β1̂, …, β̂J) in Model (2), or (β1̂, α̂2, …, α̂J) if using Model (3), are estimated in the 

same Cox model through data augmentation, their variance-covariance matrices is also 

estimated, and the disease subtype heterogeneity across the subtypes can be evaluated using 

the Wald and likelihood ratio tests through standard methods.

In some applications, it is of interest not only to test whether there is overall heterogeneity, 

but also to identify which specific subtypes are responsible for any differences detected 

through a pairwise comparison of each pair of subtypes. When conducting these pairwise 

heterogeneity tests, multiple comparisons should be considered for controlling the Type I 

error rate. When there are multiple exposures of interest, disease subtype heterogeneity can 

be tested for each exposure separately, treated the others as potential confounders, or we can 

test the null hypothesis that the exposure-subtype associations are the same across subtypes 

for a group of cross-classified exposures, with the alternative hypothesis being that the 

disease subtype heterogeneity exists for at least one exposure.

3.1.3. Model selection: constrained vs. unconstrained model—In this section, we 

propose a new automated variable selection method for choosing between the constrained 

and unconstrained models. Using a scalar confounder, Wi as an example, in the duplication 
method, the term for this confounder in Model (2) can be re-written as θ1W1i + ··· + θJWJi = 

θ1Wi + τ2W2i + ··· + τJWJi, where Wqi is defined as in Model (2), and τq = θq − θ1, q = 2, 
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… J. Since the constrained model implies θ1 = ··· = θJ, and equivalently τ2 = ··· = τJ = 0, the 

question of whether to allow the coefficient of Wi to differ by subtype is equivalent to the 

question of whether the entire group of variables, W2i, …, WJi, should be included in the 

model. Therefore, in the absence of a priori information, standard variable selection 

methods, such as stepwise regression, can be used to allow the data to select which 

covariates should not be constrained. Otherwise, biological knowledge should be used to 

determine which variables should be constrained. If the constrained model is true, the 

unconstrained analysis may be less efficient than the constrained analysis.

3.1.4. Evaluating the overall association—When the subtype-specific effects are in 

opposite direction, ignoring subtypes when evaluating the overall association of the exposure 

with the disease outcome may have reduced power due to the cancellation of the opposite 

effects of the different subtypes. To account for disease subtype heterogeneity to improve the 

power of the initial detection of the underlying susceptibility markers, we can test the null 

hypothesis that all subtype-specific effects are zero, i.e., H0:β1 = ··· = βJ = 0 through the data 

duplication method if either the constrained or unconstrained model is assumed, or through 

the separate analysis method if the unconstrained model is assumed. In this subtype specific 

test, opposite effects of the exposure on different subtypes will not cancel each other out. 

Bhattacharjee, et al. [66] have presented a subset-based analysis method that explores all 

possible subsets of subtypes and assesses significance of the association based on the best 

subset after adjusting for multiple comparisons. An advantage of this method is that it 

identifies the subset of subtypes that drives the overall association. A comparison of the 

power of this method and that of testing the null hypothesis that all subtype-specific effects 

are zero is a subject of future research.

3.1.5. Multiple comparison consideration—It is important to consider the context of 

the analysis (e.g., hypothesis generating versus hypothesis confirming) as well as the number 

of exposures and subtype levels in deciding how to best deal with multiple comparisons. If 

the purpose of the analysis is hypothesis confirming, a multiple comparison adjustment for 

subtype-specific tests may not be necessary [67–72]. If there is a large number of exposures 

under consideration for associations with a J level subtype (e.g., a large number of germline 

polymorphisms potentially associated with gene expression-based tumor subtypes), we may 

need to adjust for multiple comparisons among the exposure-specific overall heterogeneity 

tests. Good reviews of multiple comparison methods exist [73–75].

3.2. Nested case-control studies

Conditional logistic regression analysis is typically used to analyze data arising from nested 

case-control studies. As follows from the paradigm of the nested case-control study as risk-

set sampled from the underlying study base that produced the cases [76], the regression 

coefficients estimate the log-RRs, and not just the log-odds ratios. Similar to the analysis of 

cohort studies, if the confounder-disease associations are unconstrained, the overall 

likelihood can be written as ∏j = 1
J lj(βj, θj), where lj is the likelihood for βj and θj the log-

RRs for the jth subtype, and for the same reasons as explained in Section 3.1.2, β̂1, …, βĴ are 

asymptotically uncorrelated. Therefore, we can conduct conditional logistic regression 
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analysis for each subtype separately and perform the heterogeneity test using the contrast 

method.

However, if all or some of the confounder-disease associations are constrained to be the 

same across subtypes, the models for different subtypes should be fit together in order to 

share parameter estimates among the models and appropriately account for the correlations 

between β1̂, …, β̂J in constructing the heterogeneity tests. This can be done using the 

duplication method described in Section 3.1.2. Since controls are matched to cases on age 

and other characteristics here, unlike in the analysis of cohort studies in which a case of one 

subtype is included as a censored subject in the analysis for the other subtypes, the case(s) 

and control(s) in a matched set are typically not included as controls in the analysis of the 

other subtypes in other matched sets. Therefore, data augmentation with respect to rows (i.e. 

individuals) is not needed. We still need to create the subtype-specific covariates, X1i, …, 

XJi, in the augmented data set; for example, if the subtype of the case(s) in the matched set 

of individual i is j, then Xji = Xi and Xqi = 0 for q ≠ j. In unconstrained or partially 

constrained models, the unconstrained elements of Wi can be duplicated similarly. See 

Section 5.2 for an example of how to create an augmented data set. Statistical methods for 

matched case-control studies are similar to those discussed above for the nested case-control 

studies.

3.3. Unmatched case-control studies

3.3.1 Statistical model—In an unmatched case-control study design, there is a single 

control group shared by multiple case subtypes, as shown in Table 1, which presents data for 

an unmatched case-control study for a binary exposure and two subtypes. As previously, for 

presentational simplicity, we assume there is one single categorical exposure in Sections 3.3 

and 3.4, although these methods can be easily extended to incorporate multiple continuous 

and/or categorical exposures. The unmatched case-control study data can be analyzed using 

the nominal polytomous logistic regression model

P(Y i = j ∣ Xi, W i)/P(Y i = 0 ∣ Xi, W i) = exp (β0j + βjXi + θjW i), j = 1, …, J, (4)

where Yi = j if the ith individual is a subtype j case, Yi = 0 if the ith individual is a control, Xi 

is a vector of indicator variables for the K + 1-level categorical exposure, Xi, Wi, is defined 

in Section 3.1.1, and βj = (β1j, …, βKj) K ≥ 1, with βkj the subtype-specific log odds ratio 

(OR) of the (k + 1)th level of the exposure relative to the reference level, X = 1. Note that 

exp(β0j), corresponding to P(Y = j|X = 0,W = 0)/P(Y = 0|X = 0, W = 0) in the case-control 

sample, does not reflect the true ratio of these two probabilities in the population from which 

the case-control study was drawn whenever the sampling proportions are different between 

cases and controls, as is almost always the case[77]. From (4), we have

exp βkj = P(Y = j ∣ X = k + 1, W )
P(Y = 0 ∣ X = k + 1, W ) / P(Y = j ∣ X = 1, W )

P(Y = 0 ∣ X = 1, W ) . (5)

If the disease is rare, P(Y = 0|X = k + 1, W) and P(Y = 0|X = 1, W) are approximately 1, and 

thus exp (βkj) approximates P(Y = j|X = k + 1, W)/P(Y = j|X = 1, W), which is the RR for 
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the (k + 1) th level of exposure relative to the 1st level (the reference level) for the jth 

subtype, k = 1,…,K. Based on (5), the ratio of the ORs (ROR) for subtype j relative to 

subtype 1 (the reference subtype), 

exp (βkj − βk1) = P(Y = j ∣ X = k + 1, W )
P(Y = 0 ∣ X = k + 1, W ) / P(Y = j ∣ X = 1, W )

P(Y = 0 ∣ X = 1, W )
/ P(Y = 1 ∣ X = k + 1, W )

P(Y = 0 ∣ X = k + 1, W ) / P(Y = 1 ∣ X = 1, W )
P(Y = 0 ∣ X = 1, W )

, can be simplified as 

P(Y = j ∣ X = k + 1, W )
P(Y = j ∣ X = 1, W ) /(P(Y = 1 ∣ X = k + 1, W )

P(Y = 1 ∣ X = 1, W ) ), which is equivalent to the ratio of the RRs 

(RRR) for the jth subtype versus the 1st subtype.

3.3.2 Methods for inference—To conduct the heterogeneity test, we estimate βk1, …, 

βkJ, k = 1, … K, and the variance-covariance matrix of these estimates from the nominal 

polytomous regression model (4), and test the overall hypothesis H0 : βk1 = ··· = βkJ and/or 

pairwise hypotheses H0 : βkj1 = βkj2 for each subtype pair of (j1,j2) across all exposure levels 

overall or for each exposure level separately, using the LRT or Wald test. The unconstrained 

model analysis can be conducted using standard statistical software such as SAS PROC 

LOGISTIC; however, this SAS procedure cannot handle constrained models.

We propose a new data duplication method, through which the constrained unmatched case-

control study models can be run in standard software such as SAS PROC LOGISTIC with 

STRATA statement. We first create an augmented data set in which controls are duplicated 

in each (subtype-specific) stratum. Since the controls are shared by all the subtypes, and 

cases of one subtype cannot be treated as controls for other subtypes, in the augmented data 

set here only the controls are augmented for each disease subtype, and not the cases. Let X1i, 

…, XJi be the augmented versions of the covariates; for subtype j strata, Xji = Xi and Xqi = 0 

if q ≠ j. See Section 5.3 for an illustration of this augmented data set. The conditional 

logistic regression for this augmented dataset, with X1i, …, XJi, Wi as covariates and is 

stratified by subtype, is

P(Y i > 0 ∣ in subtype j stratum, Xi, W i)
P(Y i = 0 ∣ in subtype j stratum, Xi, W i)

= exp (β0j + β1X1i + ⋯ + βJXJi + θW i), (6)

j = 1, …, J. Next we show that Model (6) is equivalent to Model (4) if θj in Model (4) is 

replaced by θ. Since controls are duplicated in each stratum in the augmented data set, we 

have P(in subtype j stratum |X, W) = p(Y = j or Y = 0|X, W). It follows that P(Y > 0|in 
subtype j stratum, X, W) = P(Y = j|X, W)/p(Y = j or Y = 0|X, W) and P(Y = 0|in subtype j 
stratum, X, W) = P(Y = 0|X, W)/p(Y = j or Y = 0|X, W), and thus the left hand side of Model 

(6) can be rewritten as P(Yi = j|Xi, Wi)/P(Yi = 0|Xi, Wi). The right hand side is equivalent to 

exp(β0j + βjXi + θWi). Therefore, Model (6) is equivalent to Model (4) if θ1 = ··· = θJ in 

Model (4). Further research is needed to quantify the relative efficiency of the unconditional 

and conditional methods for the heterogeneity test in the setting.

3.4. Case-case studies

3.4.1. Statistical model—In a case-case study, for estimation and inference about the 

ROR and to perform the heterogeneity test, the data can be analyzed using the nominal 

polytomous logistic regression model
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P(Y i = j ∣ Xi, W i)/P(Y i = 1 ∣ Xi, W i) = exp (α0j + αjXi + τjW i), j = 2, …, J, (7)

where αj = (α1j, …, αkj) with exp αkj = P(Y = j ∣ X = k + 1, W )
P(Y = j ∣ X = 1, W ) / P(Y = 1 ∣ X = k + 1, W )

P(Y = 1 ∣ X = 1, W ) , which 

is the ROR or equivalently the RRR as discussed in Section 3.3.1 for subtype j relative to 

subtype 1, for exposure level k + 1 relative to the reference exposure level. Dividing Model 

(4) for the unmatched case-control study, P(Y = j|Xi, Wi)/P(Y = 0|Xi, Wi) = exp(β0j + βjXi + 

θjWi) by the same model with j = 1, leads to Model (7). It follows that αj = βj − β1 and τj = 

θj − θ1. Therefore, the heterogeneity test for comparing subtypes j and 1 tests the null 

hypothesis H0 : αkj= 0,k = 1, …, K, and can be conducted using the LRT, score test, or Wald 

test. This nominal polytomous logistic regression model in the case-case design allows for 

testing differences in exposure-subtype associations in any pairwise or multi-way 

comparison of the J subtypes.

We show in the Appendix that the case-case model (7) is a parametric transformation of the 

fundamental model (1).

Since τj = θj − θ1, only those confounders that themselves have disease subtype 

heterogeneity with respect to two or more of the subtypes under consideration need to be 

controlled for in case-case analysis using Model (7). Therefore, the constrained model which 

assumes that the covariates, W, have the same effects across all subtypes is the model that 

excludes W. In other words, under the constrained model, although W may be a confounder 

for the exposure-outcome relationship represented by βj, W will not be a confounder of the 

subtype-heterogeneity effect represented by αj in Model (7).

3.4.2. Utility of case-case studies—Typically, investigators are not only interested in 

testing and estimation of the heterogeneity hypothesis, but are also interested in testing and 

estimation of the subtype-specific exposure-disease associations, which cannot be assessed 

in a case-case study. Nevertheless, a cost-effective strategy would be to test the 

heterogeneity hypothesis in an adequately powered case-case design, and then, for those 

exposures for which there is sufficient evidence to reject the null, proceed to the second 

stage, to conduct a case-control study or a prospective cohort study with adequate power for 

assessing subtype-specific exposure-disease associations. Usually the subtype research has 

been motivated by having previously observed an overall association; thus, if the null 

hypothesis of the heterogeneity test is not rejected, no further analysis is needed.

4. Statistical methods for disease heterogeneity analyses for subtypes 

defined by ordinal markers

Many disease biomarkers derive from continuous measurements. Here, we present methods 

for evaluating subtype heterogeneity when there are ordinal subtype categories; analytic 

methods for continuous markers will be reported in a separate paper. As an example, colon 

cancer can be sub-classified into ordinal categories according to high, medium or low DNA 

methylation levels of the long interspersed nucleotide element-1 (LINE-1) [78].
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The method of Chatterjee [79], Chatterjee, et al. [80], and Rosner, et al. [81] can be usefully 

applied in cohort studies to study ordinal markers. We will call this method the “one-stage 

method”. Let variable score be the ordinal or median score for each subtype. An ordinal 

score assigns value j to variable scorej, while a median score assigns the median value of the 

continuous biomarker in category j to scorej. In the one stage method, βj in Model (1) is 

replaced by βj(γ0,γ1) = γ0 + γ1 × scorej. The maximum partial likelihood estimate given in 

[79, 80] of (γ0,γ1) can be obtained using the data duplication method described in Section 

3.1.2.

The data duplication method may become computationally infeasible when the augmented 

dataset becomes too large; this can easily happen when the original data set is large. 

Alternatively, the two-stage approach described by Wang et al. [82] can be used to analyze 

ordinal subtypes. We first assume the exposure variable Xi is scalar. This includes the 

situations in which the exposure is continuous or binary, and in a trend analysis for a 

categorical exposure in which a new continuous variable, the median level in each exposure 

category, is included in Model (1). In the first stage of the two-stage method, β̂1, β̂2, …, βĴ 

are obtained. Then, in the second stage, we fit a fixed effects meta-regression [83],

β j = γ0 + γ1 × scorej + ej,

where e = (e1. …, eJ) are the within-subtype sampling errors, distributed as N(0,Σ), with the 

(j1,j2)th element of Σ, Σj1j2 being Cov β j1, β j2  for j1 ≠ j2, and ∑jj = var β j , or a random 

effects meta-regression model [83],

β j = γ0 + γ1 × scorej + bj + ej,

where bj are the random subtype-specific effects, distributed as N(0, σb
2), independent from e, 

representing the heterogeneity between the estimated effects of the exposures on the 

subtypes that is not explained by variable score and covariates already considered in the 

subtype-specific analysis. As discussed in [82], the fixed effects meta-regression method and 

the one-stage method under the unconstrained model fit the same model. The random effects 

meta-regression method has an advantage over both the fixed effects method and the one-

stage method in that it can incorporate additional heterogeneity between subtypes that 

cannot be explained by the ordinal score of the marker. When additional heterogeneity can 

reasonably be anticipated, as would often be the case, the random effects model may be 

useful. When σb
2 = 0, the random effects method will be reduced to, or will be closed to, the 

fixed effect method [84]. Additional sources of variation among the βĵ can be the result of 

other unmeasured subtype-specific determinants which are correlated with the marker under 

study.

The test of the hypothesis H0:γ1 = 0 tests whether the subtype-specific exposure-disease 

association has a monotone increasing or decreasing trend across the ordinal or median-

scored disease subtypes. As discussed earlier, in unconstrained analyses of a cohort or 
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nested case-control study, these subtype-specific estimates are asymptotically uncorrelated 

and can be obtained by subtype-specific regression analysis; i.e., Σj1j2 can be set to 0 when 

j1 ≠ j2. For the unmatched case-control design and/or constrained analyses, the subtype-

specific effect estimates are correlated, and we have Σj1j2 ≠ 0; methods for estimating the 

parameters in the meta-regression model have been given [85, 86].

In the cases of β1j = (β1j, …, βjK) K > 1, with the first stage analysis of the two-stage 

method is the same as in the cases when βj is a scalar. At the second stage, we can conduct 

the meta-regression analysis for each element of βj separately.

In a case-case study, with subtype 1 as the reference subtype, we can fit the resulting random 

effects meta-regression model: αĵ = γ1 × Dscorej + bj + ej, j = 2, …, J, or a fixed effects 

meta-regression model α̂j = γ1 × Dscorej + ej, with Dscorej = scorej − score1, 

∑j1j2 = Cov αj1, αj2  for j1 ≠ j2, and ∑jj = var αj . The test of H0:γ1=0 tests whether the 

subtype-specific exposure-disease association has a monotone increasing or decreasing trend 

across the ordinal or median-scored subtypes. A comparison of the efficiency of the disease 

heterogeneity trend test from the case-case study to that based on the other study types is a 

topic for future research.

5. Case study

We illustrate the methods in Sections 3 and 4 in a molecular pathological epidemiology 

study of the association of alcohol consumption with colon cancer subtypes defined by 

LINE-1 methylation level, categorized as high, medium or low, in the Health Professionals 

Follow-up Study (HPFS), where 51,529 men were followed between 1986 and 2000 [87], 

and 99 LINE-1 methylation-high, 102 LINE-1 methylation-medium and 67 LINE-1 

methylation-low colon cancer cases were observed. Alcohol intake was assessed at baseline 

in 1986 and categorized into 4 groups, 0g/day, >0 and ≤5 g/day, >5 and ≤15g/day, >15g/day, 

and the median level of alcohol intake in each group is treated as a continuous exposure in 

this analysis.

5.1. Analysis of the cohort study

Table 2 shows the original data set, cohort, in the Anderson-Gill data format [62] for this 

study. In this data set, id is the study participant’s unique identifier; time is months from the 

start of the questionnaire cycle until colon cancer incidence, date of next questionnaire 

return, death or end of study, whichever happens first; cancer is the outcome variable (1 for 

high LINE-1, 2 for medium LINE-1, 3 for low LINE-1, and 0 for censored or controls); 

period represents the every-two-year questionnaire cycle; agemo is age in months at the 

beginning of each questionnaire cycle; alcohol is the median level of alcohol intake in units 

of 12g/day for the alcohol categories described above and asp denotes current aspirin use (0 

for < 2 tablets per week and 1 for ≥2 tablets per week), which is a potential confounder and 

updated in each questionnaire cycle. For presentational simplicity, we will only discuss one 

confounder, current aspirin use, in this analysis. Given the data set above, the rows of which 

are ordered by id and period, the first step of the duplication method is to re-format the data 

set such that each block of person-time is augmented for each of the three cancer subtypes.
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Table 3 is the augmented data set, cohort_aug, for the participant id=1. In cohort_aug, the 

variable censor is a censoring indicator for each disease subtype (specified by variable type); 

it is 0 if censored and 1 if the specific disease subtype is diagnosed in the corresponding 

block of person-time. The variables alcohol_1, alcohol_2 and alcohol_3 are the augmented 

exposure variables for the three cancer subtypes, respectively. Below is the SAS program for 

the constrained analysis in which the effect of asp is assumed to be the same across 

subtypes. Note that, to control as finely as possible for confounding by age, calendar time 

and any possible two-way interactions between these two time scales, we stratified the 

analysis jointly by age in months at start of follow-up and calendar year of the current 

questionnaire cycle. The time scale for the analysis is then measured as months since the 

start of the current questionnaire cycle, which is equivalent to age in months because of the 

way we structured the data and formulated the model for analysis.

proc phreg data=cohort_aug;

model time*censor(0)=alcohol_1 alcohol_2 alcohol_3 asp;

strata type agemo period;

For an unconstrained analysis using the duplication method, augmented variables for asp 

will need to be created and included in the model. Note that, although it is always necessary 

to augment the data set by additional observations for each person corresponding to each 

subtype under consideration, there is an alternative method of coding which avoids the 

creation of the augmented variables described. For example, alcohol_1 in the SAS statement 

above can be replaced by the interaction of alcohol and an indicator variable for the first 

level of type.

5.2. Analysis of the nested case-control study

To illustrate the use of the methods in the nested case-control studies, we created a nested 

case-control study with 1:2 matching by risk-set sampling [76] from the original cohort 

study. The data set ncaco in Table 4 shows the standard format for three matched sets, where 

matchid indexes the stratum defined by matching variables, and age is age in years when the 

cancer was diagnosed. Table 5 is the augmented data set, ncaco_aug, for these matched sets 

using in the duplication method for a nested case-control study. This augmented data set 

corresponds to the constrained analysis with respect to aspirin use and thus no augmented 

variable is created for this variable. The standard conditional logistic regression with 

covariates alcohol_1, alcohol_2 and alcohol_3 was used to analyze this nested case-control 

study. For an unconstrained analysis using the duplication method, as in the cohort study, 

augmented variables for asp need to be created and included in the model.

5.3. Analysis of the unmatched case-control study

To illustrate our analysis methods for the unmatched case-control study, we treated the data 

set ncaco from Section 5.2 as having arisen from an unmatched case-control study after 

excluding the three controls who developed cancer after they were sampled as the matched 

controls; we name this resulting data set uncaco. Table 6 is the augmented data set, 

uncaco_aug, for the first three ids; this data set was used in the conditional logistic 
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regression analysis described in Section 3.3.2 for the constrained analysis for the unmatched 

case control design. Variables censor and type in uncaco_aug have the same definitions as 

those in cohort_aug. Below is the SAS code for the constrained conditional logistic 

regression in which the effect of asp is assumed to be the same across subtypes.

proc logistic data=uncaco_aug;

strata type;

model censor(event=‘1’)=alcohol_1 alcohol_2 alcohol_3 asp;

Standard nominal polytomous logistic regression on the original data uncaco is used for the 

unconstrained analysis of the unmatched case-control study.

5.4. Analysis of the case-case study

The analysis of the case-case study can use standard nominal polytomous logistic regression 

on the original data.

5.5. Results

Table 7 summarizes the results of the subtype-specific RRs and the heterogeneity tests for 

alcohol intake in relation to the incidence of LINE-1 methylation subtypes for each of the 

cohort, nested case-control, unmatched case-control and case-case designs. The case-case 

study data included all 268 cases. The following variables were adjusted for in all analyses: 

current aspirin use (≥2 tablets/week or less), body mass index (kg/m2) (<21, 21–22.9, 23–

24.9, 25–29.9, 30+), history of colorectal screening (yes/no), physical activity in metabolic 

equivalent of tasks (quintiles), history of colorectal polyps (yes/no), family history of colon 

cancer (yes/no), smoking (pack-years), red meat intake (quintiles), multivitamin use (yes/

no), calcium intake (quintiles) and folate intake (quintiles). We used the 2-degree of freedom 

Wald test for categorical subtypes ignoring ordering, to test whether the alcohol-colon 

cancer association is the same across the three subtypes of colon cancer, and also used the 

fixed effects meta-regression method for ordinal subtypes with score=0,1,2 for subtypes low, 

medium and high. In the unconstrained model, the associations of each potential confounder 

with the subtypes of colon cancer were allowed to be different among subtypes; in the 

constrained model, the associations were assumed to be the same across subtypes for all the 

potential confounders.

As shown in Table 7, the heterogeneity test p-values were similar between the case-case 

design and the full cohort design. The nested case-control study, which has 12 (4%) non-

informative strata, is subject to a finite sample efficiency loss. For estimating subtype-

specific RRs, the asymptotic efficiency of a nested case-control study with 1:2 matching 

should be about 67% of that of the full cohort [88, 89]. In this example, the unmatched case-

control study is more efficient than the nested case-control study. This could be mainly due 

to the fact that in the unmatched design, the 533 controls are available for the analysis of all 

of the subtypes, while in the matched design, the numbers of controls available for the 

analysis of each subtype are 198, 204 and 134, respectively. Further research on the relative 

efficiency of these designs for the heterogeneity test is of interest.
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As seen in Table 7, the constrained and unconstrained models for the cohort study led to 

similar results. The effect of alcohol in relation to colon cancer incidence did vary by the 

three LINE-1 methylation colon cancer subtypes (p=0.017); higher alcohol consumption 

significantly increased the risk of LINE-1 medium (RR=1.57; 95% CI: 1.27–1.94) and low 

(RR=1.36; 95% CI: 1.05–1.77) colon cancer, but had no association with LINE-1 high colon 

cancer. When treating LINE-1 methylation level as ordinal, there was insufficient evidence 

to conclude that the colon cancer risk increased or decreased monotonically across the 

LINE-1 levels – the subtype-specific effects across the subtype groups appeared to be non-

linear. When constructing the other study designs from the full cohort data for illustrative 

purposes, the results were not substantially different from the full cohort from which they 

originated and from each other.

6. Software

We have developed the SAS macro %subtype for cohort, matched or nested case-control, 

unmatched case-control and case-case studies implementing the data duplication and the 

nominal polytomous logistic regression methods discussed in this paper for categorical 

subtypes. The macro provides point and interval estimates of subtype-specific relative risks, 

and the test for subtype specific exposure-disease associations and for the overall and pair-

wise heterogeneity hypotheses. We have also developed SAS macros %contrastTest, 

implementing the contrast test, and %meta_subtype_trend, which implements the fixed 

effects and random effects meta-regression methods for ordinal subtypes. These SAS 

macros, along with user friendly manuals, can be obtained at the second author’s website, 

http://www.hsph.harvard.edu/donna-spiegelman/software/. R function rma.mv() can be used 

for the meta-regression analysis when the subtype-specific RRs are correlated [90].

7. Discussion

We have presented an overview of methods for the characterization and assessment of 

heterogeneity in the associations of exposures with more than one disease subtype. Methods 

are given for scenarios where disease subtypes are categorical and ordinal, appropriate for 

cohort studies, matched and unmatched case-control studies, and case-case study designs.

This paper is restricted to the study of disease subtype heterogeneity among a relatively 

small number of a priori subtypes. Bhattacharjee and colleagues [66] have proposed 

methods for identifying subtypes, as mentioned in Section 3.1.4. Begg and colleagues [3, 7, 

91] have defined a measure of disease subtype heterogeneity based on the risk distributions. 

This measure can be used as a tool to examine different subtyping options to determine 

which ones correspond to the most distinctive disease subtype heterogeneities. Future 

research could further develop the methods for the discovery of subtypes to be formed from 

high-dimensional data, such as tumor genomic data.

Although the methods discussed in this paper apply to any multiple endpoint situation as 

long as only one of these multiple endpoints can occur in a single person (i.e. competing 

risks), the disease subtype heterogeneity of primary consideration in this paper was 

motivated by studies of the occurrence of multiple possible subtypes of a single disease 
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where if one subtype occurs, it is not possible for other subtypes to occur. For example, it is 

not possible for an incident colon tumor to have both high and low LINE-1 methylation 

levels. However, in some cases it may be possible for a single participant to experience more 

than one subtype and it could also be of interest to assess disease subtype heterogeneity 

across non-competing distinct diseases. For example, we may wish to assess whether the 

effect of cigarette smoking on lung cancer risk is the same as that for heart disease. These 

are examples of non-competing risks, for which the coefficients in cause-specific hazards 

model (1) can be validly estimated from cohort studies, and variances can also be validly 

estimated using a sandwich method [92]. The methods presented in Section 3.1 of this paper 

can be easily extended to this setting by using the data duplication method. Then, disease 

subtype heterogeneity across the non-competing risks subtypes can be evaluated using the 

Wald test using the sandwich variance-covariance matrix [92], and in the contrast test 

method, Σ̂ is the sandwich variance-covariance matrix, the off-diagonal elements of which 

are no longer zero.

Disease subtype data are often missing in some proportion of cases. An estimating function 

method can be used to handle missing subtype data under a missing-at-random assumption 

[80]. Further research comparing this approach to handling missing subtype data to 

alternatives is of interest.

Note that all the tests introduced in this paper rely on asymptotic results, and thus may not 

perform well in small to median-size studies. In addition, some preliminary investigations 

we have conducted have indicated that to achieve any given power, the heterogeneity test 

requires larger sample sizes than the tests of subtype-specific main effects. Efficiency and 

power in this context is a topic for future research.

In addition to the analysis of disease incidence risk according to heterogeneous subtypes, the 

study of disease heterogeneity can help identify lifestyle factors which modify the course of 

a specific disease subtype after disease diagnosis [8, 9]. These findings may provide the 

rationale for initiating clinical trials to assess the efficacy of lifestyle or pharmacological 

intervention, which targets the specific subtypes.

The use of disease biomarkers is increasingly common in clinical practice and research [93–

95] as exemplified by the emergence and evolution of molecular pathological epidemiology 

(MPE). MPE represents an integrative interdisciplinary field of molecular pathology and 

epidemiology, and has been increasingly recognized not only in cancer sciences [96], but 

also in non-neoplastic disease areas [97]. This trend is further facilitated by the recent 

initiative of precision medicine [98, 99]. Therefore, the statistical methods discussed in this 

paper will be useful analytic tools for biomedical and population health science.
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Appendix

Proof for the fact that the case-case model (7) is a parametric transformation of the 

fundamental model (1).

Replacing λj(t) by its definition limΔt 0 P(t ≤ T ≤ t + Δt, Y = j ∣ T ≥ t, X, W )/Δt, where T is 

the time to disease occurrence, and replacing λ0j(t) by 

limΔt 0 P(t ≤ T ≤ t + Δt, Y = j ∣ T ≥ t, X = 0, W = 0)/Δt in Model (1), we have

dj1j2(t, X, W ) = dj1j2(t, X = 0, W = 0) exp {(βj1 − βj2)X + (θj1 − θj2)W },

where 

dj1j2(t, X, W ) = limΔt 0 P(t ≤ T ≤ t + Δt, Y = j1 ∣ T ≥ t, X, W )/P(t ≤ T ≤ t + Δt, Y = j2 ∣ T ≥ t,
X, W )

. 

Since dj1j2 (t,X,W) can be written as P(Y = j1|T = t, X,W)/P(Y = j2|T = t, X,W), Model (1) 

can be transformed to

P(Y = j1 ∣ T = t, X, W )
P(Y = j2 ∣ T = t, X, W ) = dj1j2(t, X = 0, W = 0) exp {(β1j1 − β1j2)X + (θj1 − θj2)W } .

Assuming the reference subtype is Type 1, i.e., j2 = 1,βj – β1 = αj, and θj – θ1 = τj, we have 
P(Y = j ∣ T = t, X, W )
P(Y = 1 ∣ T = t, X, W ) = dj1(t, X = 0, W = 0) exp (αjX + τjW ). This is the model for nominal 

polytomous logistic regression for the case-case study with age at disease incidence, T, as a 

stratification factor. We can use the conditional logisitic regression model to eliminate the 

nuisance parameter dj1 (t,X = 0,W = 0), the log-transformation of which is the intercept for a 

stratum with T = t. If T is treated as a covariate instead of a stratification factor, and 

assuming T is an element of W, the model above becomes Model (7), in which successful 

adjustment for T will rely on including an appropriate form for T in the model; for example, 

a spline function of T could be included to model a non-linear relationship between T and 

log P(Y = j ∣ T = t, X, W )
P(Y = 1 ∣ T = t, X, W ) .
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Table 1

Data for the unmatched case-control study for a binary exposure and two subtypes

E Ē Total

Subtype 1 a1 b1 m11

Subtype 2 a2 b2 m12

Controls c d

Notations: E is exposed group; Ē is unexposed group.
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Table 7

Alcohol intake in relation to LINE-1 methylation colon cancer subtype incidence and subtype heterogeneity 

evaluations by study design

Study design [Sample size]

Unconstrained model Constrained model

Subtype-specific 
RR/OR (95% CI); 
LINE-1 high, 
medium, low

P value for 
heterogeneity 

(categorical, ordinal)

Subtype-specific 
RR/OR (95% CI); 
LINE-1 high, 
medium, low

P value for 
heterogeneity 

(categorical, ordinal)

Prospective cohort [268 cases; 
47,363 men; 701,119 person- years]

1.00 (0.79–1.26)
0.017
0.124

1.00 (0.80–1.25)
0.017
0.1091.57 (1.27–1.94) 1.54 (1.25–1.89)

1.36 (1.05–1.77) 1.36 (1.06–1.76)

Nested case-control [268 matched 
sets; 1:2 matching]

1.01 (0.74–1.39)
0.083
0.031

0.98 (0.73–1.31)
0.139
0.0991.51 (1.07–2.15) 1.43 (1.07–1.92)

1.86 (1.09–3.17) 1.39 (0.97–1.99)

Unmatched case-control [268 cases; 
533 controls]

0.96 (0.74–1.24)

0.014
0.180

0.94 (0.72–1.22)*

0.023
0.169

1.55 (1.21–1.99) 1.56 (1.21–2.01)*

1.30 (0.96–1.77) 1.30 (0.95–1.78)*

Case-case [268 cases] 1.00

0.014
0.097

1.00

0.016
0.1051.68 (1.18–2.39) ** 1.55 (1.15–2.08)**

1.39 (0.95–2.04) ** 1.32 (0.95–1.84)**

*
Based on the conditional logistic regression method described in Section 3.3.2.

**
Ratio of the OR for LINE-1 medium or low colon cancer to the OR for LINE-1 high colon cancer. The following variables were adjusted for in 

all analyses: current aspirin use (≥2 tablets/week or less), body mass index (kg/m2) (<21, 21–22.9, 23–24.9, 25–29.9, 30+), history of colorectal 
screening (yes/no), physical activity in metabolic equivalent of tasks (quintiles), history of colorectal polyps (yes/no), family history of colon 
cancer (yes/no), smoking (pack-years), red meat intake (quintiles), multivitamin use (yes/no), calcium intake (quintiles) and folate intake 
(quintiles).
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