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A path integral method IS developed tor the calculation of the 

statistical properties of turbulent dynamical systems. The method is 

applicable to conservative systems which exhibit a transition to stochasticity 

as well as dissipat'.ve systems which exhibit strange attractors. A specific 

dissipative mapping is considered in detail which models the dynamics of a 

Brownian particle in a wave field with a broad frequency spectrum. Results 

are presented for the low order statistical moments for three turbulent 

regimes which exhibit stiange attractors corresponding to strong, 

intermediate, and weak collisional damping. In the diasipationless limit this 

Jiap is equivalent to the conservative Chirikov-Taylor mapping. The turbulent 

behavior of the Chirikov-Taylor mapping is shown to be diffusive due Lo the 

intrinsic stochaaticity; and the stochastic diffusion coefficient derived by 

Rechester and White is recovered. The statistical dynamics are significantly 

altered by the inclusion of damping which restricts the chaotic motion to a 
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strange attractor which is bounded in phase space. Specifically, for weak and 

intermediate damping the long-time dynamics x * no longer diffusive; and the 

corrections to the random ph.iee results for the low order moments decay away 

for long times. In addition the "accelerator modes" which are exhibited by 

the Chirikov-Taylor mapping, are destroyed by the drag. These results provide 

a new description of the effects of collisional damping en the stochastic 

heating of plasmas by electrostatic waves. 
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1. Introduction 

Classical dynamical systems which exhibit a transition to chaos arise in 

a variety of physical, chemical, and biological problems. Two different 

kinds of chaotic or turbulent behavior have been observed. For conservative 

or Hamiltonian systems the phase space orbits appear to vander ergodically. 
2 

This motion is called stochastic. For disslpatlve systems the trajectories 

are attracted to a very complicated manifold in phase space. This complex 

structure is called a strange attractor. The chaotic dynamics of both 

systems are characterized by a sensitivity to initial conditions, the 

divergence of nearby orbits, and a positive Kolmogorof-Sinai entropy. ' ' 

The mechanisms for the onset of both types of turbulent behavior have 
^ ft 7 ft been examined extensively. ' ' ' It is currently believed that the onset of 

chaos follows a sequence of bifurcations of stable periodic orbits. These 

studies are important because they provide criteria for the appearance of 

chaotic motion. 

The complexity of the dynamics after the transition to chaos suggests 

that a statistical description is appropriate. Although considerable work has 

been devoted to proving that a statistical description is valid, less 

analytic progress has been made on the calculation of the probability 

distribution which describes the turbulent dynamics. 

A complete theory of turbulence must provide both the conditions for 

onset and the means for predicting observable properties of the turbulent 

dynamics. The purpose of this paper is to present a path Integral method for 

analytically calculating the statistical properties of turbulent dynamical 

systems. Our method is based on a very powerful functional integral approach 

to classical statistical dynamics9' which has been discussed in an earlt.jr 

publication.1 Th.is formalism is applicable to a wide CIBSL. of dynamical 
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systems described by differential equations as well as maps. In our initial 

investigations we have restricted our attention to maps because they are 
12 easier to t_eat. Although systems with continuous time such as th» Lorenz 

model pose a number of technical difficulties, ' we hope to consider there in 

future work. 

We have previously applied this approach to a class of dissipative 

map^ngs which exhibit strange attractors. Here we will consider a more 

general mapping which encompasses conservative as well as dissipative systems. 

The following two-dimensional map was proposed by Zaslavskii ' to 

model the effects of a periodic perturbation with a broad frequency spectrum 

on a nonlinear oscillator with a stable limit cycle 

x = x + y mod 1 ( 1) 
n n-1 n 

y = \y . + k sin2ux . (2) 
n n-1 n-t 

where X < 1 - In terms of action-angle variables, x is proportional to the 

angle, y is related to the action, and k is the magnitude of the perturbation. 

Eqs. (1) and (2) can also be used to describe the motion of charged 

particles in a field of electrostatic waves. Consider the interaction of a 

teGt particle with an electric field composed of a broad spectrum of plane 
18 waves with equally spaced phase velocities. The equations of motion in one 

diirension can be written 

^ = v (3) 
dt 

N 
%L = -yv + k 7 Bin2Ti(x-nt) + r (4) 
d t n — M 
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where k is proportional to the amplitude of the waves. 

Weak collisions with background particles give rise to the drag v and the 

source of random noise r . The drag due to collisions with neutrals can be 

assumed to be independent of v; however, for Coulomb collisions with charged 

particles a more complicated velocity dependence is required for v. The 

collisional noise is assvnned to have Gaussian statistics with zero mean and 

short correlation time 

<r(t)rtf)> =2D6(t-f) - (5) 

13 
For a neutral background at temperature 9 , v and D are related by 

Gv (6) 

in the absence of other dissipative forces. 
la If we let B-K» Bqs. <3) and (4) can be reduced to the mapping 

x „ 1 + v n ( 7 > 
n-1 n 

\v + k sin 2-JOC + r (8) 
n—1 n-1 Ji™ 1 

where X = 1 - v • For sufficiently large k we can neglect r , compared with 

the nonlinear term; and we recover the Zaslavskii map. 

•Hie Zaslavskli nap is dissipative for X < 1 . m numerical studies of 

BJB. (1) and <2), Zaalavskil 1 6' 1 7 found that for k « 1 all orbits are 

attracted to stable fixed points; however, for k > 1 a strange attractor 

appears. In Figs. 1 and 2 we have advanced the mapping for 10* time steps 
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with \ = .1 for k = 1.4 and k = 11.4, respectively. Figure 3 shows a 

magnified view of Fig. 1 which reveals the complex structure of the attractor. 

In terms of our physical model, Brownian particles in a wave field wander 

randomly along a strange attractor in a bounded region of phase space 

for k > 1 and \ < 1. The primary effect of the fluctuating part of the 

collisional noise, r n_ 1 # in Bq. (8) is to wash out the fine structure of the 
20 attractor. 

Using the path integral method we calculate new, analytic results for the 

first few statistical moments of the dynamics of Eqs. (1) and (2) as functions 

of time for three turbulent regimes corresponding to strong, intermediate, and 

weak damping. These results are significant because they show explicitly the 

effectb of dissipation on the turbulent dynamics. 

In the dissipationless limit, X = 1, Eqs. (1) and (2) reduce to the 

Chirikov-Taylor mapping which has been used esctensively to model the dynamics 
2 5 18 of Hamiltonian systems. ' r For ?7ik < .97 the orbits in phase space are 

confined by preserved KflM surfaces. For 2itk > .97 a transition to global 

stochasticity occurs. In this turbulent regime the orbits of the particles in 

our physical model diffuse in velocity. 
21 Rechester and White have recently calculated the stochastic diff-Ĵ ion 

coefficient for the Chirikov-Taylor mapping using an analytic method similar 

to ours which, however, required the introduction of a small random velocity 

field with zero mean in Bq. (1). In the nondissipative limit \=1, our 

result for the second moment of y T averaged over initial x n reproduces the 

leading terms of their asymptotic expression for the diffusion coefficient. 

Furthermore, in order to characterize the statistical dynamics by a 

diffusion coefficient the statistics must be Gaussian. Although Rechester and 

White did not calculate the higher moments, our results show that these 

Statistical moments are approximately Gaussian for \ = 1. 
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Recently, several papers have appeared which use similar path integral 

methods to study the effect of Gaussian random noise with zero mean on 
22 23 

Hamiltonian systems. ' However, these investigations neglect the drag 

which is generally associated with collisional noise. Qir results for the 

Zaslavskii map show that the long-time statistical properties of the strange 

attractor, which characterizes the chaotic behavior of the dissipatlve 

systems, can be very different from the statistical properties of systems 

which include only the fluctuating part of the collisional noise. In 

particular, since the dynamics lie on a strange attractor which is bounded in 

phase space, the statistics are no longer Gaussian. Moreover, the damping 

destroys the "accelerator modes" which can dominate the statistical dynamics 
22 of doubly periodic, conservative systems with noise. 

Our calculations for the dissipative cases are not significantly changed 

by the inclusion of a small amount of random noise. Although our formalism 

can be applied directly to problems with random forces, as shown in Section 2, 

we have chosen to neglect the sources of random noise since they only obscure 

the chaotic behavior Induced by the nonlinearlties alone. 

This work has direct applications to problems in stochastic heating of 

plasmas by electrostatic waves. In the long-time limit the statistical 

moments describe the particle distribution function which results from the 

balancing of the collisional drag with the nonlinear acceleration. Previous 

studies of the steady-state distribution function have ignored the strange 

attractor which characterizes the dynamics. Our results for the statistical 

properties of the strange attractor provide a new qualitative and quantitative 

description of the effects of collisional dancing on the stochastic wave 

heating. 
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The path integral formaliem is developed for a very general class of 

mappings in Section 2. In Section 3 we present our calculations for the 

Zaslavskii cap; we compare the results for the conservative and dissipative 

casess and we discuss the applications to problems in stochastic wave 

heating- In Section 4 we summarize our contributions. 

2. Bath Integral Formalism 

Consider a broad class of dynamical systems defined by mappings of the 

form 

x = ?(x ), i = 1, •?.... (9) 

We are interested in calculating observable properties F({X. } ] of 

the dynamics. If we could solve Bq. (9) analytically it would be a simple 

matter to evaluate any functional of the dynamics F({X. }. ) • However, for 

nonlinear maps which exhibit strange attractors or stochasticity this can only 

be done numerically in most cases* 

The path integral formalism provides an alternative approach. Any 

functional of the dynamics F{x v} v. c a n b e represented by a path integral 

using the following identity 

T 

i=0 

Since the integrands only have support for x,' which are s o l u t i o n s t o Bj. (9) 

with a given i n i t i a l cond i t ion x . # Eq> (10) can be rewr i t t en 

T 
F ( ( * k } J " n 1 d * i " 6 ^ i ' " f ^i- i , >)6(x 0 * - V F { V } X ' ( 1 1 > 

i«0 



For example, one functional of the dynamics of considerable interest is 

the conditional probability distribution for arriving at a point x in phase 

space at time T given the initial position x 

P(x,T|x0) = 5<x - xT) . (12) 

Here * is the solution of Eq. (9) at time T. Using Eq. (11) the conditional 

probability can be written 

P(x,T|x0) = i 3 1 JdXi(6(x - x T_ 1 - flx^l) 

* 6 f v r Va" f ( V 2 ^ *-•* 5 ( *r v * {*o ) 1 J • ( 1 3 ) 

Eq. (13> can also be derived using the semi-group property of the transition 
. . ., ... 13,15 probability 

P<x |x. ) = fdx p(x |x )P(x |x. ) . (14) 
n K * m n m m k 

If we replace the Dirac 6 functions by their Fourier transforms, Eg. (11) 

can be written in a form reminiscent of the path integrals which arise in 

quantum theories. If the range of any component xf is <-<»,<»), then 

ipffx? - fix? ,)1 
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If the range of x is periodic or is bounded on a finite interval, for 

example (0,2-rt), or is periodic, then the corresponding fifx. - f(x. .)) can 

be replaced by 

« , " ip.lx -f(x, ) 
7 S(x a- f(xf , - a « ] E 4- J e l L 1 1 _ 1 . (16) v I i-1 ' 2% ''a n=—» p =-» 

Using either Eq. (15) or (16) we can then express any functional of the 

dynairics as 

K * j=0 J i=1 V 

x 6 U 0 ' - x 0)}Ft{ X k'} k) (17) 

where for notational convenience we use /dp, to represent both the integral 

and the sum. The normalization constant is V = (2-n) where d is the number 

of components of x> 

In particular, the conditional probability is given by 

T-l T dp. ip • [x-ffx,, „)! 
P(J.T|J, = n /dJ { n / - i e 

j=1 i=1 
T-1 
i J v^ - f fv , ) ! • ( 1 8 ) i=1 , 

x e } 

Iteordering the indices and interchanging the order of integration, Eq. (18) 

can be rewritten as 

P(x,T|K0) = /-^ • C ( P T I X
0 ) 
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where the characteristic function is 

T-1 dp ip «x -<p .£[x J 
cf P

+

T i i? 0 l . n f - 1 { / < e * i i + 1 M 
i=l 

-ip^ffSpl - 1201 
x e 

In inference 15 the characteristic function, Bq. <20), served as the starting 

point for our calculation of the statistical properties of a strange 

attractor. 

One advantage of the path integral representation of the characteristic 

function lies in the fact that averages over ran-iom forces, interactions, or 

initial conditions can be easily performed. For example, averages with 

respect to initial conditions contribute a factor of f dx exp f-ip,» r(x )} 

to the integrand of the characteristic function, Bq. (20). Then the 

statistical momentB <x > are derived by differentiating the averaged 

characteristic function n times with respect to p and setting p = 0. 

of 

Furthermore, if we add a random force r to Bq. (9), then the integrand 

the characteristic function is modified by a factor of exp [-ip.>r.) . 

Averages of the characteristic function over the distribution of r. act only 

on this factor. If the statistics are Gaussian with zero mean and covariance 

then this average gives "i. 

" l p i " r i - 4 v v p i - _ . . . (21) 
<e > - e . 

The expression for the characteristic function for the Chirikov-Taylor mapping 

with no'se, which was derived in Reference 21, follows directly from Bqs. (20) 

and <21). 
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The most important advantage of the path integril method is revealed if 

we perform the x integrations in Eg. (20). Then the characteristic function 

for the statistical dynamics of the mapping. Eg. (9), is expressed entirely in 

terms of paths in the Fourier transform space spanned by p . The distribution 

of these paths in Fourier space is sharply peaked in Fourier space near 

p = 0 when the dynamics are turbulent and the trajectories in real space 

wander chaotically over the entire range of x. . This greatly simrlifi.es the 

evaluation of the characteristic faction and its derivatives. We have 

exploited this feature of the path integral representation of turbulent 

dynamics to explicitly c. culate the moments of the conditional probability 

distribution in Section 3. 

If the trajectories are confined by KAM surfaces or attracted to periodic 

orbits, then the dynamics on these localized structures are poorly 

approximated by the assumption that only p near 0 contribute to the 

characteristic function. i n theat cases the calculation of the characteristic 

function requires summations or integrations over a broad range of p,, which, 

in general, are no longer analytically tractable. However, if random noise 

with zero mean is added to the mapping, numerical evaluation of the 

characteristic function ie possible since Eg. (21) cuts off the contributions 

from large p.. This is the basis of the numerical path-diagram method of 
23 Kecheet^r, Hosenbluth, and White which has been used to study the turbulent 

diffusion coefficient in the vicinities of the stochastic transition point and 

the localized "accelerate,: islands? 

Our path integral formalise: provides a much more general foundation for 

studies of the statistical properties of dynamical systems than other 

approaches which have Jnly considered the conditional probability 
i ̂  y 1 distribution. ' for example, the path integral representation of 

PK, 

http://simrlifi.es
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functionals of the dynamics can also be used to calculate joint probabilities 

and multi-time correlation functions, w^ can define a characteristic 

functional Z(T\,%) vrhich provides a complete statistical dynamical description 

of these systems 

T 

j»0 3 V 

T 
1 y f v * i + V*J (22) 

x e i-0 

All correlation and response functions are generated by derivat'ves of 2 with 

respect to r, and £ . The properties of this characteristic functional, as Tn n 
well as the extension of the path integral formalism to dynamical systems 

defined by differential equations, is discussed in detail in Reference 11. In 

this paper we will restrict our attention to the conditional probability 

distribution, Eq. (18), and the corresponding characteristic function Bq. 

(205. 

3. Statistical Properties of the Zaslavskll Wan 

To illustrate the utility of our formalism we calculate some of the 

statistical properties of the Zaslavskii map. 

For Btjs. (1) and <2) the characteristic function, Eq. (20), is 

» . T-1 • •* <fy, 
c(x V lay ) - n I j j± 

i»1 * -» " 
X » —» 1 
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1 1 2 1 P t l f x 1 - x 1 + , l - i y 1 + , k sir.2™ 

i d y ±

e ' 

" 1 X1»0 " y i K & i n 2 l C X 0 _ i V y i y 0 (23, 
x e e 

where we have defined x = (x ,« ) and p = (x ,y ) for i<T-1 . Since Bq. i i " i i i i 

(1) gives x in terms of x . and y , the arguments of the characteristic 

function are p = (x, y) * (x , y -x ) . ftf x integrations give ordinary 

Bessel functions of integer order and the y integrations provide ft, functions 

whi-h are used to eliminate the y integrals. These manipulations leave 

T- 1 « 
cfx y l" ny 0) = rr V J. . ^ ^ i + T 1 

i=1 " X . - X . . t 

x =-« l i+1 

-2nx,x 0 - y,k «in2„x 0 - U y , Y 0 4 ) 

x e e 

where the 6 functions from the y, integrations require that 

y i + 1 = [ T y 1 ^ j _ i " 1 2 w , + x T - i " 1 yTl • in-i 
j-i+1 J 

(25) 
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The laet two factors in Bq- (24) contain the initial conditions* If we 

average over a uniform distribution of ». on (0,11, we arrive at our final 

expression for the characteristic function 

T-1 » 
c{x y |y 1 - n 7 J. . f l c yi+J 

x •-•> i i+1 

~iXy,yn 

J . fkyj e * (26) 

The statistical moments of y-, averarjed over initial x_ are derived from 

Eq. (26) by differentiating with rtspect to y and setting y_»x = 0. For 

example, the second moment is given by 

< y T
2 > - ^ c f v T l , 0 ) | - ( 2 7 ) 

The derivatives of Bq. (26) are easily evaluated using the Besael function 

identity 

dJ (ax) 
3 T " I [J

J1.1«-*1 - J „ + 1 < " » 1 

P* iferentiatlnq Bq. <26l twice with respect to y and 

setting iL/y « (f gives 

(28) 

*> - - I V ^ 2(T-j-1) 
j-° "* x — x — 

1 j 
*t#e remark that the aethod does not require that the distribution be 
unif&.i». in fact an average with respect to a distribution with support on 
any open aet will do. However, since the initial conditions decay away 
rapidly for turbulent systems, the fora of the distribution of initial 
conditions is not very inrortant. 
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Wr 2 Wi 

^ j+i i + 1 

j j+1 1 i+1 

T ~ 1 T™ f on ID oo 

+ k2 y y T-J-I T-I-1 n i i i 
j - 0 1=0 - -^ i # j , l * 

, , 4 X =-oo X = - » X , i j "1 

£ J- - , ( z

j + i ' " J - - . , ( V i r 

Wr 1 Wi+ 1 

fJ- - / ' i + i 1 " J - - , , ' V i ' ] J - - t z i + i 
V i + r 1 K r x i + i + 1 x i _ x i + i 

-i** fy„ 
x e 

• xV <», 

where we have defined 

m»i+1 
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The first group of terms in Bq. (29) result from the application of both 

rerivatives on the j t h Bessel function in Bq. (26). Tfte second group of terms 

arise from the action of one derivative on the j " Bessel function and one on 

the 1 t h. Finally, the last term which exhibits the decay of the initial 

conditions results from the application of both derivatives on the 

factor exp \-i-\ Y~&n\ • T " e contribution resulting from the application of one 

derivative on a Bessel function and the second on exp I-̂ X y_yn) . vanishes 

identically due to the symmetry of the mapping in y. 
2 

7n order to calculate <ŷ , > we must perform the sums over the different 
combinations of x s . In Reference 15 the mapping was simpler and we were 

li
able to evaluate the sums over x exactly. However, because of the coupling 
between Xj .nd y, in Eg. (1), we can only calculate approximate results for 

the statistical moments of the Zaslavskii mapping. In Msferer.ce 21 Bechester 

and White observed that in the turbulent regime, k > 1, for the Chir'.kov-

TayJor mapping, the asymptotic form of the Bessel functions 

J„<«> ~ f ~ )2oos(z - fS . 3 ) ( 3 1 ) 
2 / 2 , n, n 

can be used to expand the characteristic function in powers of . The 
/2*k 

same approach can be used to evaluate Eq. (29). 

Unless the arguments of the Beasel functions are very small, each Bess*?l 

function in Eq. (29) contributes a factor of - . Therefore, the 
/2wk 

dominant contributions for k > 1 arise from the terms of Eq. (29) with the 

least number of Bessel functions with nonvanishlng arguments. 

For example, iC all K » 0, then the arguments of all the Bessel 

functions are identically zero. Consequently, all of the Bessel functions of 
nonzero order vanish and we are left with 
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2 T-1 2 k r 2(T-j-1) 27 2 

2 
This is the dominant contribution to <y > since the terns corresponding to 
other combinations of fx,l, , . will contain at least one Bessel 1 i'i=1,...,T-1 
function with large argument, which is small of order • . 

/2itk 
As in Reference 15 the combination of {x. }. » 0 is equivalent to a random 

phase approximation. If we neglect Eq. (1) and assume that the X,B are 

independent random variables, uniformly distributed on (0,1), then averaging 

Eq. (2) over x* we recover Eq. (32) 

T R-P.A. J T C 

Th'" corrections to Eq. (32) can be determl.'PJ by calculating the 

contributions from the combinations of {x }. which give rise to terms with one 

or more Besr-el functions with large arguments. Physically, these corrections 

to the random phase approximation correspond to the persistence of 

correlations between successive time steps. These correlations diminish with 

increasing k. 

Since k > 1, the arguments, zi+-i, defined by Eq. (30) will be large 

unless 

X,i"1"' -" < * • 
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1 2 Ihe first order correction in to <y„ > results from combinations of 
/2*k 

Jx ] for which only one z , is large. 

In addition to the constraints on the arguments, Bq. (34), a condition on 

the order of the Bessel functions must also be satisfied. The order n of any 
Bessel function with small argument z << 1 must be zero, otherwise a factor 

z. 
of f ji ) n « I arises. 

ft careful study of the orders of the Bessel functions in Bq. (?9J and the 

constraints on the arguments shows that first order corrections in result 
/2nk 

only in the limits of Btrong damping, X << 1, and weak damping, (1 - \) « 1. 

For intermediate dampinj, the first corrections to the random phase 

approximation are much higher order. 

»e will explicitly calculate the first order corrections to the r.mdom 

phase result in the strong aid weak damping limits. For intermediate danping 

our analysis indicates that the corrections are very small; and that the 

random phase approximation corresponding to taking all fx.}. = 0 is very 

good For long times this conclusion has been verified by numerically 

advancing the mapping. Figure 4 shows a comparison of the analytic theory, 
2 B3. (32), and the numerical calculations of <y > ae a function or k for 

intarmediate values of the a sniping, X = .1 and .5 . 

Strong Damping 

Consider the strong damping limit x. << •=— . Me can satisfy the first 
Z7[k 

requirement that only oi»e ẑ  be large if we take x, » I inteqer << -r-:— ) 
J J ' 2iik\ ' 

flnd KJi#j " ° ' B l M zm>j " ° ' E j " 2 * t a V a n d 

z_. . - 2*k\ x. « 1 . An examination of the terms of 3q. t29) shows that 

the second condition, that the order of Bessel functions with vanishing 



- 20 -

arguments mat be zero, can only be sa t i s f ied i f « « ±2 or ±1 . 

If x = ±2, the f i r s t group of terms in Hj. (29) gives a contribution of 

-k_ j K a(T- 3 -1) [ j { 4 l t k ) + J ( . 4 l t k ) ] n j j4*kX ) 
j=0 •* "^ Kj 

1 - V 
= ̂  C 1 ^ ) [J2t4*>] (35) 

where we have used the symmetries of the even ordered Bessel functions. 

For x = ±1f the leading contribution from the second group of terms in Eq. 
3 

(29) is smaller than Eq. (35) by a factor of \ ; and it can be neglected. 
2 Therefore, combining Eqs. (32) and (35), (y > in the strong damping limit is 

given to first order in by 
/2rit 

<yT > = § [1 - J,(4nk)] . (36) 

The terms that <re have neglected in writing Eq. (36) are smaller by factors 

of ( ^ ) or (2itk\) . 
/2ltk 
In Figure 5 we show a comparison of the analytic result for <y > as a 

function of k. With values obtained by numerically advancing the mapping with 

\ = 10 and 10~3 for 104 time steps. Eq. (5) agrees very well with the 

numerical results except for f k=» integer or half integer }. The 

discrepancies are due to the appearance of attracting periodic orbits in the 

vicinity of Integer and half integer values of k. Oiese attracting periodic 

points have also been observed by Zaslavskii. ' Since the periodic points 

are highly localized in phase space and the trajectories no longer wander 

ergodically, it is expected that our method which keeps only a few Fourier 
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components x near 0 should fail. Although the terms we have neglected in our 

asymptotic result/ Eg. (36), are small, they are numerous. For integer and 

half integer values of k the contribution Of these other combinations of 

Fourier components jx,} can no longer be ignored. 
22 These periodic points are not related to the "accelerator islands" 

whi'-1: modify the diffusion for the Chirikov-Taylor mapping with noise. The 

attracting periodic points of the Zaslavskii map can be studied analytically 

in the strong damping limit, X+0, by reducing Bqs. (1) and (2) to a one 

dimensional map 

x. = *. . + k Gin2nx. . (37) 
i 1-1 1-1 

Moreover, since Bg. C36) is independent of \, it also describes the second 

moment of y = k sinx for the one-dimensional map, Brr. (37). The results T T-1 * 
of these investigations will be discussed in future work. 

B. Weak Damping 

Consider now the limit of weak damping, (1 - \) = v << -r~r • which is, 
2itk 

physically, the most important case. The z^+i, defined by Bj. (30), can only 
T . 1 _ t „ 

be small if terms in the sum, J X x-\ ' cancel. Therefore, the first 
l=i+1 

order correction to the random phase result arises from terms in which two 

x a are nonzero. The x s are restricted even further by the second 

requirement that the orders of Bessel functions with vanishing arguments be 

zero. 

The detailed calculations of the leading corrections to the random phase 
2 

result for <y_ > for weak damping are relegated to the Appendix. Combining 
Eq. (32), (A4), and (A5), the final expression for short times is 
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2 2T 
2 k , 1 - X 

< y T > - -
0. T<2 - ^ „ _ ^ _ , . X " ^ ^ c o s ( 4 l t l a V o ) „ { « . - , 

2T-3 
2A.' [ J 2 (2 i rk) - J 0 ( 2 n k ) l cos(2nkX.y 0> x | ' 0, T<2 

T>2 

- 2CT - 2) X 2 J 2 (2 1 t k) x { °; HI } 

0, T<3 2(T - 2) \ i t k v [ j , ( 2 n k ) - J (2 i tk)1 K f , ' I 
' 3 ' l 1 , T>3 ' 

T 2 
•>38) 

This resu l t i s valid for 

1) large k « 1 
f2i<k 

(39) 

2) weak damping 2itkv << 1 , and (40) 

- 1 , 211 -1 3) s h o r t t imes T « y~ ~ JMin [ 2 V , fnkv) ]} (41) 

Bq. (38) has been verified by nimterically advancing the .napping T time 

steps for a uniform distribution of x Qs on the interval (0,1). A comparison 

of the numerical and analytical results for k = 10.-12., v = .0 1, and T = 5, 

which satisfy the conditions <39)-<41), is shown in Figure 6. 

However, for long times T > y the corrections to the random phase 

result decay away exponentially with time. The third and fourth terms decay 

as \ , and the remaining terms decay as expf-yT' as shown in the 

Appendix. This result indicates that for long times the random phase 
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approximation provides a good description of the statistical dynamics for weak 
2 2 

damping. The convergence t o the random phase r e s u l t for <y > for large T 

i s i l l u s t r a t e d in Figure 7. 

C. Mc Efemsirig (Chirilcov-Taylor Map) 

In the d i s s i p a t i o n l e s s l i m i t vHO, Bq. (38) reduces t o 

2 
<y T

2 > « § T - J 2 < 4 , * ) c o 3 ( 4 1 * y 0 ) x { ° ' £ * } 

0 T<2 
2 [ a 2 U * l - J 0 (2nX5] o o s t 2 1 * y 0 > x j ^ T > 2 } 

2(T-2) J 2(2*k> x f °; HI } + y o

2 (42) 

Bq. (42) is valid for all T. For large T >> 1 we recover the first order 

results of Kecheeter and White for the turbulent diffusion coefficient of the 

Chirikov-Tav'or mappir^ 

V * k2
 r ., (43) Ds B S T ' * f1 -» 2»i,k)l 

The diffusion coefficient, Bq. (43), characterizes the turbulent dynamics 

only if the asymptotic long-time statistics are Gaussian. A straightforward 

calculation shows that for \ = 1 the long-time moments are Gaussian to first 

order in . 
/2«k 

For example, the fourth moment of y averaged over x . i s defined by 



4 a 4 c , - ~ , , 
<yT > = — ( v f T , y o J 

ay 
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x T,y T=0 
(44) 

For any 0 < X < 1 the contribution from all jx. ). = 0 gives the random 

phase result 

4 2T 4T , 4 , 2k_ f 1 - X ,2 3 . 4 , 1 - X , < y T > * - r ; — i - 5 * ( — i 

2T 
+ 3 ! {

4 f ̂ - 2 ^ lfx Ty 0l 2
 + k 4 f X T y 0 ) 4 . (45) 

• ~ X 

In th? limit X-»1, T-*= the first term in Bcf- (45) dominates* Finally, 
1 

/2~nk 
the inclusion of the first order corrections in due to other 

combinations of [x l gives 
' i x 

<y T

4> = I k 2 T 2 [1 - 4J <2irk)] 

= 3<y 2 > ( 4 6 ) 

where we have neglected terms of order — and 

The long time statistical dynamics are significantly changed by the 

inclusion of any amount of damping, v > 0. First, the corrections to the 

random phase result for the statistical moments are negligibly small for larqe 

T > y • Second, since the dynamics are restricted to a bounded attractor, 

these moments do not describe a Gaussian distribution. For example, in the 

limit T-*™, Bqs. (32) and (45) reduce to 

2 k 2 , 1 » ,„_, 
<*-> ~ 2 < J—^2 ) f 4 7 ) 
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< y S _ SL. r _ J i . * i r _ J ] . (48) 
y » * ( 1 - x 2 J 8 i - x 4 ' 

The second terra in Eq. (4S) is a non-Gaussian contribution to the fourth 

moment. Third, since the dissipation destroys the periodicity of the map in 

the y direction, the "accelerator modes" are eliminated. 

D. Stochastic Wave Heating 

Ihe Zaslavskii map has important applications in the study of stochastic 

wave heating of plasmas by electrostatic waves. If we neglect collisions, 

charged particles diffuse in velocity for sufficiently large wave 

amplitudes. Then the heating of the plasma distribution function can b<? 

approximately described by a Foklcsr-Planck equation with a stochasti : 

diffusion coefficient D e determined by the single particle Hamiltonian 

dynamics, Eq. (43). 

Previous efforts to inc- 3e the effects of collisional damping have 

simply added a viscous drag, v, to the Fokker-PIanck equation. In this 

case a steady state is achieved where the collisional drag, v, balances the 

collisionless diffusion Ds« The resulting distribution is Ha.-welHan with a 

temperature 

I Ds 
,y > = — C49) 

Unfortunately, thiB approach completely ignores the strange attractor 

which is embedded in the real disslpative system. In the long time limit, 

T-K», the leading term for the second and fouich velocity moments on the 
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strange attractor are given by Bqs. (47) and (48). These moments do not 

describe a Maxwellian distribution function. Furthermore, using Bqs. (43) and 

(47), the average particle energy can be written to lowest order as 

<y2> = § (50) 

where v = \ ~ \ . These conclusions differ qualitatively and quantitatively 

from those which ignore the strange attractor. However, in the limit of weak 

damping, v << 1, Eq. (50) reduces to Rj. (49) and the higher moments become 

approximately Maxwellian. For example, as v*D, we can neglect the second 

term in Eq. (48) compared with the first which gives 

4 2 2 

<y > = 3<y > (51) 

Consequently, the Pokker-Planck approach proves adequate in the limit of weak 

damping. But for moderate damping the physical picture and the quantitative 

results for the particle heating can be significantly different. 

4. Conclusion 

He have discussed a very powerful path integral method for the 

calculation of the statistical properties of turbulent dynamical systems which 

is applicable to systems described by differential equations as well as 

maps. Since the effects of random forces, interactions, and initial 

condiforis are easily included, the method provides a foundation for similar 
21 22 approaches to the calculation of the statistical dynamics of conservative ' 

and disoipative systems' which introduce a source of random noise. 
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The path integral Method is illustrated by the calculation of the low 

order statistical moments of the Zaelavskii rasp1', Eqs. (1) and !2), which can 

be used to model the dynamics of a Brownian particle in a wave field.'^ We 

calculate new results for three turbulent regimes which exhibit strange 

attractors corresponding to strong, intermediate, and weak collisions! 

damping. 

In the collisionless limit this mapping reduces to the conservative 

Chirikov-Taylor map whit h exhibits a transition to stochaeticlty rather than a 

strange attractor. Our results show that this system is diffusive and our 

expression for the second moment (average particle energy) recovers the 

leading terms of the turbulent diffusion coefficient derived by Bechester and 
21 

white. 

However, the inclusion of any amount of dampii 3 has a significant effect 

on the statistical dynamics. The long time statistical properties of the 

dissipative system are determined by an invariant distribution on the strange 

attractor. Since the attractor is bounded in phase space this distribution is 

not Gaussian. Moreover, our calculations for the low order statistical 

moments for weak and intermediate damp4ng indicate that they are well 

described by the random phase approximation in the long-time limit. The 

corrections decay away exponentially for times longer than a damping time 
-1 
Y • 

Wiese results provide a new gu/litative and quantitative description of 

the effects -if damping on the stochastic heating of plasmas by electrostatic 

waves. Dissipation should also have a significant effect on the statistical 

dynamics of the Fermi map which has been u&ed to model cyclotron heating in 

cagneticnlly confined plasmas and the Ksrney map 2 5 which has been used to 

study lower hybrid wave heating and the loss of high energy particles from 

tokamaks. These problems will be considered in subsequent publications. 
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Appendix 

We calculate the leading corrections to the random phase result for 
2 <y > for weak dancing. 

T *, 
In order for z. » T X ~ x to be small at least two x.s mu£t be 

1 - 1 + 1 " nonzero. For example, if x # 0, x _1 - -x and ixirij n_i s ° • 

* " n—m * then z = 0 , z » 2nkx z . = 2itkvx , and z • 2rtkX vx . In m>n n n, n-1 n nun n 
this case only one z_ is large for x - f integer << „ } . An additional h n > 2xkv 
contribution with only one large z arises if x. * 0 but all x 5 0 . 
Then z s 0 and z ~ 2nkx. . These choices of {x } provide the only first 
order corrections to the random phase result. M l other combinations 
of jx. }. give contributions which are higher order in . 

/2itk 
The x s are further restricted, as in the case of strong damping, by i 

the requirement that the order of Bessel functions with vanishing argument be 
zero. Again a careful examination of the terms in Eq. (29) shows that this 
condition can only be satisfied for x, = ±1 or ±2 . 

If x = ±1 and x. • ¥1 , f.ien the second group of terms in Bq. (29) 
provides two first order contributions. First, for 1 5 j-1 we get 

T-1 
C - -k 2 X I v 2 ( T _ l " 1 ) J<0)[j <2i*) - J UnM"! 

1-2 

x J (2itkv) IT Jn(2itkX.1-1v) (A1> 
1<1 

wher-e we have used the odd symmetries of the Bessel functions in order and 
argument to add the contributions from the combinations x - +1, x - -1 
and x • -1, x*_i • +1 • *n additional factor of 2 results from the 
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interchange of j and 1 in the double gun- in Eg. (29). Second, similar 

arguments for l=j-2 give 

T-1 
c , = - k 2 \ 2 y x 2 ^ - 1 - 1 ' j ( o ) j ( 2 ^ ) 

1=2 U i 

* [J n (2nkv> - J2(2Ttkv>T x n J 0 (2nkX i y ) . (ft2) 
i<l 

Since we assumed 2rckv << 1 , Egs. (A1) and (A2) can be simplified further by 

expanding some of the Bessel functions in their small arguments and using the 

approximation 

2 
2 -(-) 

JQ(x) = 1 - f | 1 + •--= e 2 ~ 1 , for x « 1 . f " ' 

2 -2v 
As a l s o expand \ = 1 - 2v = e for v << 1 • linen, for 

T << y" = l M i n T2v, (nkv) 11" .Bus. (AD and (A2) reduce t o 

C + C 2 = - k 2 ( T - 2 ) \\ J 2 ( 2 n k ) + \ f f tv fJ 1 (2irk> - J (2irk)l l . (A4) 

-1 -vT 
For large T > y these corrections decay away as e . (For T < 3 these 

cor ctions do not appear.) For times shorter than a damping time, y , the 

system appears to be diffusive; however, for long times the strange attractor 

dominates the dynamics. 

Since we assumed that lev is small the first term in the brackets 

dominates. Ihe terms that we have neglected in writing Eq. (41) are much 
2 smaller of order (2itkv) 

Similar arguments show that for x, = ±2 the first group of terms in Eq. 
2 (29) give a small TOntribution of order (2nkv) ; and the combinations 

file:///fftvf
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x = ±1» ±2 give a first order contribution which la significant only for 

small T > 2 

C 3 - -k fX fJ 2 (2nk) - J0<2iclt) | cos(2nkXy 0 ) 

2T-4 
A T IA-^I M-n.. il (A5) +-^-j—J 2(4T*) cos(4BkXy0)} 

rfhere the cosines of y„ arise from the factor exp ^-i-^E,yn^ *-n Bc5* (29)-
2 Equations (A4) and (A5) give the leading corrections to <y_ > for 

<< 1 , 2«kv « 1 , and T << r~ . 
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FIGURE CAPTIONS 

Fig. 1 The strange attractor for \ = . 1 and It - 1.4 . 

Fig. 2 The strange attractor for \ = .1 and k = 11.4. 

Fig. 3 ft magnified view of the strange attractor in Fig, 1 which shows the 

complex structure of the attractor. 
2 Fig. 4 Comparison of the analytical and numerical values for <y > for 

intermediate damping, \ = .1 and \ = .5 . The mapping was 

advanced 10 time steps for the numerical calculations. 
2 Fig. 5 Comparison of the analytical and numerical values of <y > for 

strong damping, \ = .01 and X = .001 . The numerical points for 

\ = .001 and k = 10.0 and 11.0 lie out3ide of the range of the 

figure because of the presence of attracting periodic points. 

Fig. 6 Comparison of the short-time analytic results for <y > wiLh the 

numerical calculations for weak damping, v = (1-\) = .01, and 

T = 5. 

Fig. V Comparison of the short and long-time analytic predictions for 
2 

<y > with numerical calculations for weak damping, v = .0 1, and 
long time, T = 30 

.1 
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