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Abstract Nerve cells in the brain generate sequences
of action potentials with a complex statistics. Theoret-

ical attempts to understand this statistics were largely
limited to the case of a temporally uncorrelated in-
put (Poissonian shot noise) from the neurons in the

surrounding network. However, the stimulation from

thousands of other neurons has various sorts of tempo-

ral structure. Firstly, input spike trains are temporally

correlated because their firing rates can carry complex

signals and because of cell-intrinsic properties like neu-
ral refractoriness, bursting, or adaptation. Secondly, at
the connections between neurons, the synapses, usage-

dependent changes in the synaptic weight (short-term

plasticity) further shape the correlation structure of the

effective input to the cell. From the theoretical side, it

is poorly understood how these correlated stimuli, so-

called colored noise, affect the spike train statistics. In

particular, no standard method exists to solve the as-

sociated first-passage-time problem for the interspike-

interval statistics with an arbitrarily colored noise. As-

suming that input fluctuations are weaker than the

mean neuronal drive, we derive simple formulas for

the essential interspike-interval statistics for a canon-
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ical model of a tonically firing neuron subjected to ar-

bitrarily correlated input from the network. We verify

our theory by numerical simulations for three paradig-

matic situations that lead to input correlations: (i) rate-

coded naturalistic stimuli in presynaptic spike trains;

(ii) presynaptic refractoriness or bursting; (iii) synaptic

short-term plasticity. In all cases, we find severe effects

on interval statistics. Our results provide a framework

for the interpretation of firing statistics measured in
vivo in the brain.

Keywords Interspike-interval statistics · Stochastic
integrate-and-fire neuron · Non-renewal process ·
Temporal correlations · Spontaneous activity

1 Introduction

The biophysics of action potential generation in a sin-

gle nerve cell is well understood in the framework of

the celebrated equivalent circuit model by Hodgkin and

Huxley (Koch 1999). However, there is a huge differ-

ence between the properties of neurons in isolation as

described in the Hodgkin-Huxley model and in vivo,

i.e. embedded in a network of other neurons. In partic-

ular, spontaneous neural activity is largely caused by

the massive quasi-random input from surrounding cells

(Destexhe et al 2003), which also strongly affects a cell’s
computational properties (Brunel et al 2001; London
et al 2010). Hence, when modeling single neuron activ-
ity, it is vital to properly account for the characteristics

of the spike trains that constitute this input.

Theoretical studies often assume that input spike

trains have no temporal structure but are completely

random in time with a spiking statistics given by a

Poisson process. This assumption has been successfully
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used to explain and self-consistently determine the ir-

regular, Poisson-like firing patterns of cortical neurons

and the emergence of network oscillations (see, e.g.

(Brunel 2000)). However, in biological neural networks

the Poisson assumption is rarely strictly fulfilled (Bad-

deley et al 1997). Sources that induce temporal correla-

tions are signal-related processes (Baddeley et al 1997),

neuronal refractoriness (Câteau and Reyes 2006) and
bursting (Bair et al 1994), adaptation (Wang 1998) and
network-generated oscillations (Buzsáki and Draguhn

2004). Also the synapse with its conductance dynamics

(Koch 1999) as well as short-term synaptic plasticity

(Fortune and Rose 2001) contribute to correlate the ef-

fective input seen by the postsynaptic cell. As a conse-

quence of both the nonlinear neural dynamics and the

temporally structured driving, the interspike-interval

(ISI) statistics of the driven cell is complex (Bair et al

1994; Baddeley et al 1997; Compte et al 2003; Nawrot

et al 2007).

Mathematically, it is convenient to neglect any cor-

relations in the input because it implies that the post-

synaptic ISI can be modeled as the first-passage time of

a Markov process. For the important class of integrate-

and-fire models with white noise (Burkitt 2006) effi-

cient numerical schemes (Richardson 2008) and in sim-

ple cases even explicit analytical expressions exist (Ger-
stein and Mandelbrot 1964) that fit the ISI histograms
of some neurons surprisingly well (Gerstein and Man-

delbrot 1964; Fisch et al 2012). The challenge of ana-

lyzing neural activity driven by temporally correlated

fluctuations, i.e. by a colored noise, is that we need to

consider a non-Markovian process, for which no stan-

dard techniques exist to compute the first-passage-time

(i.e. ISI) statistics. For the special case of a colored

noise that can be represented by one or a few stochastic

differential equations, researchers have used a Marko-

vian embedding (Hänggi and Jung 1995), i.e. an ex-

tension of the phase space by the degrees of the noise

dynamics ending with a first-passage-time problem in

a higher-dimensional space. Analytical approaches us-

ing this trick have been largely limited to the case of

exponentially correlated noise (for an exception, see

(Bauermeister et al 2013)), that can be mimicked by

an Ornstein-Uhlenbeck process (one additional degree

of freedom). Using perturbation techniques (small or

large correlation time or small noise intensity) approxi-
mations have been worked out for the firing rate (Brunel
and Sergi 1998; Moreno-Bote and Parga 2004; Alijani

and Richardson 2011), the spike train’s auto-correlation

(Brenner et al 2002; Moreno-Bote and Parga 2006), the

ISI density (Lindner 2004; Schwalger and Schimansky-

Geier 2008) and ISI correlations (Lindner 2004), and

the dynamical response (Brunel et al 2001; Alijani and
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Fig. 1 Illustration of the colored-noise problem for neu-
rons receiving massive spike train input through N synapses.
Presynaptic spike trains have temporal structure, e.g. due
to refractoriness, bursting, or rate modulations, which is ex-
pressed by non-flat power spectra Skk(f), k = 1, . . . , N , for
each single spike train (red lines). This is contrasted to a Pois-
son statistics corresponding to flat (constant) Poisson spectra
(blue dashed line). Each spike train is filtered by the synaptic
conductance dynamics and subsequently summed to produce
a total input current that drives the neuron. The input cur-
rent is approximately Gaussian with a power spectrum (or
auto-correlation function) formed by single spike train statis-
tics, cross-correlations and synaptic filter. The goal of this
study is to link this input statistics to the spiking statistics
of the postsynaptic neuron (output statistics).

Richardson 2011) and applied to experimental data
(Fisch et al 2012). However, the diverse temporal corre-

lation patterns of in-vivo input mentioned above cannot
be captured by an exponentially correlated noise.

To account for the variety of correlation structures,

a theory is needed that characterizes the firing statis-
tics for an arbitrary input correlation function. In this
paper, we put forward a set of explicit formulas that

relate the correlation structure of the input noise to
the ISI statistics of a perfect integrate-and-fire (PIF)
neuron, which is a canonical model for the mean-driven
firing regime (Sec. 2.1). The analysis is based on the

assumption that the correlated noise input can be rep-

resented by a multi-dimensional Ornstein-Uhlenbeck

process (Markovian embedding) and that the noise is

weak compared to the mean driving current. This al-
lows us to formulate the first-passage-time problem
in terms of a multi-dimensional Fokker-Planck equa-

tion, which is solved for arbitrary dimensions of the

Ornstein-Uhlenbeck process using weak noise approx-

imation techniques. The details of the rather lengthy

calculations are presented in the Appendix. In Sec. 2.2,

we apply our general results to generic situations of cor-
related input and compare the ISI statistics to the com-
monly studied case of uncorrelated Poisson inputs. In

Sec. 2.3, we investigate whether our findings for the PIF

model also hold for more realistic nonlinear integrate-
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and-fire models. For the suprathreshold firing regime

and weak noise, we use the phase response curve to de-

rive expressions that generalize some of the results for

the PIF model. For the exponential integrate-and-fire

model, we use these analytical expressions as well as

simulation results for the subthreshold regime to show

that similar effects of non-Poissonian inputs also occur

under more general conditions. We finally discuss fur-
ther applications of the theory (Sec. 3).

2 Results

2.1 Theoretical framework and analytical results

We consider a perfect integrate-and-fire (PIF) neuron,
which represents a reasonable approximation of neural
spike generation in the mean-driven firing regime. The

membrane potential V (t) obeys

CmV̇ = I0 + Isyn(t), if V = VT: V → 0 mV. (1)

where Cm is the membrane capacity and I0 is a constant

membrane current. Instances at which V (t) reaches the

threshold VT = 15 mV and is reset to V = 0 mV de-

fine the spike times {ti} and thus a sequence of ISIs

Ti = ti − ti−1, i = 1, 2, . . . , as well as the output spike

train xout(t) =
∑

i δ(t − ti). The synaptic input cur-

rent is modeled as Isyn(t) =
∑N

ℓ=1(jℓ ∗ xin,ℓ)(t), where

xin,ℓ(t) =
∑

j δ(t− t
(ℓ)
j ), ℓ = 1, . . . , N , is the input spike

train of the ℓth presynaptic neuron with spike times t
(ℓ)
j .

The convolution (jℓ ∗ xin,ℓ)(t) =
∫

dt′ jℓ(t
′)xin,ℓ(t − t′)

of the spike train with the post-synaptic current jℓ(t)

approximates the synaptic filtering by the conductance
dynamics of synapse ℓ. The statistics of stationary in-

put spike trains can be characterized by the input fir-

ing rates νℓ = 〈xin,ℓ(t)〉 and the input covariance matrix

Ckℓ(τ) = 〈xin,k(t)xin,ℓ(t+τ)〉−νkνℓ, or equivalently, by

the spectral statistics Skℓ(f) =
∫

dτ e2πifτCkℓ(τ). For

the case of the commonly used Poisson statistics, the
spike train power spectrum is simply a constant equal
to Sℓℓ(f) = νℓ. In general, however, a spike train has

a frequency-dependent power spectrum reflecting the

presence of temporal correlations (Fig.1, left).

If the number of inputs is large, Isyn(t) is ap-
proximately Gaussian with an auto-correlation function

that is shaped by both the spatio-temporal correlations
Ckℓ(τ) of presynaptic spike trains (Câteau and Reyes

2006; Lindner 2006) and the synaptic filter (Fig. 1,

middle). In this Gaussian approximation, the dynamics

Eq. (1) can be cast into the form V̇ = µ+ση(t), where µ

subsumes the constant parts of the input, σ2 is the vari-
ance of the synaptic drive and η(t) is a zero-mean, unit-

variance Gaussian process with correlation function

Fig. 2 Schematic of the probability flow in the space (v,y).
Initially, the probability density p(v,y, 0) is concentrated
at v = 0 and proportional to the distribution upon firing
pspike(y). Snapshots of p(v,y, t) are schematically depicted
at three different times (0 < t(a) < t(b) < t(c)). The den-
sity moves towards the threshold for t > 0 and is not reset
upon crossing the hyperplane v = VT. The p.d.f. of the nth
spike time, Pn(t), is equal to the total flux

∫

ddy Jv(nVT,y, t)
through the hyperplane v = nVT. The boundary condition
that prevents recrossings with negative velocity µ+σbTy < 0
(region below dashed line) can be neglected for σ/µ≪ 1.

Cin(τ) and power spectrum Sin(f) =
∫

dt e2πiftCin(t),
cf. Appendix A.1. In the case of a flat power spectrum

(white noise), the model generates a renewal spike train
with an inverse Gaussian ISI statistics. In contrast, we
are concerned here with the case of a correlated (col-
ored) noise η(t) with an arbitrary correlation function

and a non-flat power spectrum leading to a nonrenewal
spike train, i.e. the ISI sequence displays serial correla-
tions. One can show that regardless of the input’s cor-

relation structure, the output firing rate of our simple
model is always r = µ/VT (Bauermeister et al 2013).

However, the ISI probability density and its higher mo-

ments as well as the serial correlations among ISIs are

strongly shaped by input correlations.

Markovian embedding

The voltage dynamics V (t) is non-Markovian because
η(t) is correlated in time. Apart from a few special cases

(e.g. (Salinas and Sejnowski 2002; Lindner 2004; Droste

and Lindner 2014)), exact solutions of the associated

FPT problem are not known for non-Markovian pro-

cesses. To obtain approximations of the FPT statistics,

we assume here that the noise is weak as expressed by

the small parameter ǫ = σ/µ ≪ 1. In particular, this
excludes the singular case of purely white noise, for

which the variance diverges. Furthermore, we assume

that there exists a (possibly high-dimensional) Marko-

vian embedding (Hänggi and Jung 1995) such that η(t)

can be represented as a projection of a multivariate

Ornstein-Uhlenbeck process (OUP):

η(t) = bTY(t), Ẏ = AY + Bξ(t). (2)
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Here, b is a constant projection vector, Y is a d-

dimensional OUP, ξ(t) is a vector of Gaussian white
noise processes obeying 〈ξi(t)ξj(t

′)〉 = δi,jδ(t− t′), and

A and B are constant matrices determining the drift

and diffusion strength of the OUP, respectively. To en-

sure a finite variance of the OUP, we require that the

eigenvalues of A have negative real parts.

The Markovian embedding is possible if the corre-
lation function of the noise can be approximated by

a sum of exponential functions and damped harmonic

oscillations with decay rates and oscillation frequen-

cies given by the (complex) eigenvalues of A. In the

frequency domain, this amounts to approximating the

power spectrum of the noise by a sum of Lorentzian

functions. Thus, by allowing arbitrarily large dimen-

sions of the OUP, the class of attainable correlation

functions or power spectra is large. In particular, many

biologically relevant correlation functions may be ap-

proximated by a sufficiently large number of exponen-

tials, possibly with complex-valued rates. In Sec. 2.2,

we show that even power spectra with an algebraic de-

cay proportional to 1/fγ are captured by our approach

because such noise arises from infinitely many exponen-

tially correlated processes with a continuum of correla-

tion times (see e.g. Sobie et al (2011)).

Explicitely, the correlation function and the
power spectrum corresponding to Eq. (2) are

given by Cin(τ) = bTΣe|τ |A
T

b and Sin(f) =

−2bT
[

A2 + (2πf)2Id
]−1

AΣb, respectively (Risken

1984). Here, eτA is the matrix exponential function, Id
is the identity matrix and Σ is the covariance matrix

of Y. Its elements Σij = 〈YiYj〉 can be computed from

Eq. (34) given in the appendix A.2.
Fortunately, the inverse problem, i.e. finding ma-

trices A and B that yield a desired correlation func-
tion Cin(τ), does not need to be solved. Indeed, the

Markovian representation (2) is only an intermediate
step that allows us to formulate the evolution of the

system by the multi-variable Fokker-Planck equation

(FPE)(Risken 1984)

∂p

∂t
= −(µ+σbTy)

∂p

∂v
−

d
∑

i,j=1

[

Aij
∂

∂yi
(yjp)−Dij

∂2p

∂yi∂yj

]

.

(3)

Here, p(v,y, t) is the probability density for the joint
process [V (t),Y(t)] (Fig. 2) and D = 1

2B
TB is the dif-

fusion matrix. Remarkably, we will see that the final ex-

pressions for the ISI statistics can be re-expressed solely

in terms of the correlation function Cin(τ). Thus, an

explicit construction of the OUP, i.e. of the Markovian

embedding Eq. (2), is not necessary for the application

of our theory.

In order to calculate the statistics of the stationary

ISI sequence {Ti}, we shift the time origin to the zeroth
spike, t0 = 0. The statistics of tn =

∑n
i=1 Ti is given

by the nth-order interval density Pn(t). Because the

right hand side of Eq. (1) does not depend on V , the

time of the n-th spike is equivalent to the first-passage
time from V = 0 to the n-fold threshold V = nVT

(Middleton et al 2003; Lindner 2004). For an ensemble
of trajectories with V (0) = 0, the first-passage-time

density is equal to the total probability flux at time
t across the threshold (Fig. 2) if trajectories that

have reached the threshold are removed from the
ensemble. Thus, Pn(t) =

∫

ddy Jv(nVT,y, t), where
Jv(v,y, t) = (µ+ σb · y) p(v,y, t) is the v-component

of the probability flux. Besides the natural boundary
conditions [p(v,y, t) = 0 for v → −∞ and yi → ±∞],

the removal of trajectories can be realized by requiring
that p(nVT,y, t) = 0 for all y for which µ+ σb · y < 0.

The latter ensures that there is no re-flux of proba-
bility into the domain v < nVT from above threshold

(cf. (Brunel and Sergi 1998)). However, for weak

noise, σ/µ ≪ 1, negative velocities V̇ = µ + σb ·Y
are highly unlikely, so that this boundary condition

can be safely ignored. The initial condition corre-

sponds to the state of the ensemble conditioned on

a spike at t = 0. Hence, p(v,y, 0) = δ(v)pspike(y),
where pspike(y) = (1 + ǫb · y) ps(y) is the sta-

tionary density of the OUP upon firing and

ps(y) = exp
(

− 1
2y

TΣ−1y
)

/
√

(2π)d|Σ| is the sta-

tionary density of the OUP at an arbitrary time.

ISI density and spike auto-correlations

As shown in Appendix A.2, the nth-order interval den-

sity Pn(t) can be re-expressed in terms of the character-

istic function q(ℓ,k, t) =
∫

dv eiℓv
∫

ddy eik·yp(v,y, t)
instead of p(v,y, t). This function obeys a tractable

first-order differential equation (Fourier-transformed
FPE) (see Appendix A.2). In the solution, the corre-

lation function Cin(τ) = bTΣe|τ |A
T

b can be identified

and re-substituted. The result is

Pn(t) =
r

2
√

4πǫ2h3(t)
exp

[

−
(rt− n)2

4ǫ2h(t)

]

×

{

[(n− rt) g(t) + 2h(t)]
2

2h(t)
− ǫ2

[

g2(t)− 2h(t)Cin(t)
]

}

,

g(t) = r

∫ t

0

dt′Cin(t
′), h(t) = r

∫ t

0

dt′ g(t′). (4)

For n = 1 this formula yields the ISI density P1(t). Our

result includes the known special cases for exponentially

correlated noise (Lindner 2004) and narrow-band noise
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(Bauermeister et al 2013). It also allows to relate the

output correlation function Cout(τ) = 〈S(t)S(t+τ)〉−r2

to the input correlation function Cin(τ) by the formula

(Cox and Lewis 1966a)

Cout(τ) = r

(

δ(τ) +
∞
∑

n=1

Pn(|τ |)− r

)

. (5)

In Fig. 4D and 5C, below, we truncated the sum at

n = 4.

Cumulants and correlations of ISIs

Using the moment-generating function P̄n(s) =
∫∞

0
dt e−stPn(t), the k-th cumulant of tn is given

by κk,n = (−1)kdk ln P̄n/ds
k|s=0 (Risken 1984).

The moment generating function can be rewritten

as P̄n(s) = µ(1− iǫbT∇k)ϕ(nVT,k, s)
∣

∣

k=0
, where

ϕ(v,k, s) =
∫∞

0
dt e−st

∫

ddy eik·yp(v,y, t) obeys a

transformed FPE, which still contains mixed deriva-

tives. To solve this equation for weak noise, we use the

perturbation expansion ϕ =
∑∞

k=0 ϕ
(k)ǫk. This yields

a hierarchy of first-order equations for the coefficients
ϕ(k), which can be solved iteratively (see Appendix

A.2). Up to a correction of order ǫ6, the second and

third cumulant of the nth-order interval are obtained

as

κ2,n ≈ κ̂2,n =2r−2ǫ2
{

hn + ǫ2
[

g2n + Cin(n/r)hn

]}

(6)

κ3,n ≈ 12r−3ǫ4gnhn, (7)

using the shorthand gn = g(n/r) and hn = h(n/r).

To quantify the variability of ISIs, we consider the

(squared) coefficient of variation

C2
V = r2κ̂2,1 +O(ǫ6) (8)

≈ 2ǫ2h1 =
σ2

r2V 2
T

∫

df Sin(f)sinc
2(f/r) (9)

where sinc(x) = sin(πx)/(πx). This shows that the vari-
ance of ISIs is determined by the total power of the sinc-

filtered input noise. Hence the color of the noise (i.e. the

form of Sin(f)) and the output firing rate r = 1/〈T 〉
(affecting the width of the filter but also the prefactor)

directly influence the CV.

Particular effects of input correlations become ap-

parent in higher-order cumulants of the ISI density.

Convenient is the comparison to the cumulants of the

inverse Gaussian density, which is the exact solution

for pure uncorrelated (white noise) input (Gerstein

and Mandelbrot 1964). Here we consider a rescaled

version of the skewness involving the third cumulant:

αs = 〈T 〉κ3,1/(3κ
2
2,1). This quantity is equal to unity

for any inverse Gaussian ISI density and is smaller or

larger unity for a less or more skewed distribution, re-

spectively (Schwalger et al 2010). For weak noise, we
find from Eqs. (6) and (7)

αs ≈
g(〈T 〉)

h(〈T 〉)
=

2
∫

df Sin(f)sinc(2f/r)
∫

df Sin(f)sinc
2(f/r)

. (10)

That is, the skewness is the ratio of the areas under the

functions 2Sin(f)sinc(2f/r) and Sin(f)sinc
2(f/r). For a

constant power spectrum, these areas are equal yielding

αs = 1 as expected for a white-noise-driven neuron.
A less or more skewed ISI density can be obtained by

weighting the minima or maxima of sinc(2f/r) by the

input spectrum, respectively.

Correlations between ISIs can be quantified by the

serial correlation coefficient (SCC) ρn = (〈TiTi+n〉 −
〈Ti〉

2)/(〈T 2
i 〉 − 〈Ti〉

2), where n is the lag between ISIs.

The SCC is given by the second-order cumulants (Lind-

ner 2004), yielding

ρn =
κ2,n+1 − 2κ2,n + κ2,n−1

2κ2,1
(11)

=
κ̂2,n+1 − 2κ̂2,n + κ̂2,n−1

2κ̂2,1
+O(ǫ4) (12)

=

∫

df Sin(f)sinc
2(f〈T 〉)e−2πif〈T 〉n

∫

df Sin(f)sinc
2(f〈T 〉)

+O(ǫ2). (13)

The leading-order approximation (second line) shows

that the SCC is proportional to the inverse Fourier

transform of the filtered spectrum Sin(f)sinc
2(f〈T 〉)

evaluated at discrete time lags t = n〈T 〉. This is equiv-
alent to the correlation function of the input noise

smoothed by a moving average of window size 〈T 〉.

As shown in the Appendix A.2, the leading-order

approximations for the CV and the SCC, Eqs. (9) and

(13), are consistent with exact analytical results for the

variability of the spike count on large time scales, which

have been obtained previously (Middleton et al 2003;

Sobie et al 2011; Moreno-Bote et al 2014). Indeed, the

Fano factor F (t), defined as the variance to mean ratio
of the spike count in a time window of length t, can be

approximated for general t > 0 as

F (t) =
[

{t}(1− {t}/〈T 〉) + 2ǫ2〈T 〉h(t)
]

/t. (14)

Here, {t} = t − 〈T 〉⌊t/〈T 〉⌋ denotes the difference be-

tween t and the largest multiple of 〈T 〉 equal or less

than t. The long-time limit of Eq. (14) is exact and

yields lim
t→∞

F (t) = C2
V

(

1 + 2
∞
∑

n=1
ρn

)

, which recovers

a well-known identity for spike trains (Cox and Lewis

1966b).
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Fig. 3 Firing statistics in response to a complex signal mod-
elled as a common rate modulation of excitatory presynap-
tic neurons. (A) The modulation has a power-law spectrum
that scales like 1/fγ . (B) The ISI density is more peaked
(simulation – circles; theory – red solid line) than an inverse
Gaussian density with the same mean and variance (dashed
blue line). (C) The serial correlation coefficients (red line –
Eq. (11)) reveal long-range correlations, which decay slowly
like nγ−1 (dashed blue line). (D) The Fano factor (red line –
Eq. (14)) increases like tγ for an intermediate range of obser-
vation times t, during which spikes are counted (dashed line –
Eq. (139)). Parameters: γ = 0.6, JE = 0.0015, JI = −0.003,
ν̄I = ν̄E = 5 Hz, ε = 0.5, f1 = 10−4 Hz, f2 = 100 Hz
(corresponding to ǫ = σ/µ = 0.62).

2.2 Applications

By means of our theory, we now discuss the spiking

statistics for three important mechanisms of temporal

input correlations. We consider an excitatory and an in-

hibitory population of NE = 800 and NI = 200 presy-
naptic neurons, respectively. Each input spike gener-

ates an exponential postsynaptic current of the form

jk(t) = Jke
−t/τkθ(t), k = E , I with synaptic time con-

stants τE = 4 ms and τI = 8 ms (θ(t) denotes the Heav-

iside step function). In the case of dynamic synapses,
the ℓth synapse has its own time-dependent coefficient

Jk,ℓ(t) = J̄kFℓ(t)Dℓ(t) with a constant prefactor J̄k
and facilitation and depression variables (see Appendix
A.6); for static synapses Jk,ℓ(t) = J̄k. If not stated oth-

erwise, we use the base current I0 = 0.02 (here and

in the following, we state all current amplitudes and

synaptic weights Jk in units of CmVT/ms). Note that

the synaptic filter alone leads to a colored noise input
even if input spike trains are uncorrelated (Poissonian)
and short-term plasticity is absent. Most previous stud-

ies of colored noise in neurons (Brunel and Sergi 1998;

Fourcaud and Brunel 2002; Moreno-Bote and Parga

2006; Lindner 2004; Schwalger and Schimansky-Geier

2008) have investigated exactly this case of Poissonian

input spike trains filtered by the conductance dynamics

of static synapses. In contrast, we focus in the following

on additional sources of input correlations that have a
more drastic effect on postsynaptic ISI statistics.

Gaussian stimuli with complex temporal statistics

A number of studies have reported membrane poten-
tial fluctuations that indicate synaptic input with a

power law spectrum (Pozzorini et al 2013; Destexhe

et al 2003). Direct injection of power-law currents have

also been used to mimic the statistics of natural stimuli

(Wang et al 2003). How does such a powerlaw statistics

shape the spiking statistics of a neuron? To answer this

question, we consider Poissonian input with a common

rate modulation (signal). Specifically, the firing rate of

the excitatory input streams is rE(t) = νE(1 + εs(t)),

where s(t) is a unit-variance Gaussian process with

power spectrum

Ss(f) = N











f−γ
1 , |f | ≤ f1

f−γ , f1 < |f | < f2

0, |f | ≥ f2

, γ ∈ (0, 1). (15)

Here, N is a normalization constant (see Appendix

A.4). The power spectrum exhibits a power-law de-

cay with exponent γ in the range between f1 and f2,

which implies long-range correlations that decay like
tγ−1. A standard calculation yields the total input spec-

trum Sin(f) (see Appendix A.4), which is illustrated in

Fig. 3A. Although, strictly speaking, such a scale-free
spectrum cannot be achieved by a finite-dimensional
OUP, the input spectrum can nevertheless be used in

our final formulas, provided the variance is sufficiently

small. Figs.3B-D show good agreement between the-

ory (red lines) and stochastic simulations (circles). The

ISI density is significantly more skewed than an inverse

Gaussian density with the same mean and variance

(corresponding to white noise input), as observed pre-

viously for positive input correlations (Schwalger et al

2010). The signature of the powerlaw correlations in the
input is apparent in the serial correlations of ISIs that
decay like nγ−1. Likewise, the Fano factor increases al-

gebraically like tγ , resembling “fractal” behavior found

in auditory neurons (Lowen and Teich 1992; Peterson
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Fig. 4 Spiking statistics in response to presynaptic input
that is more regular than Poisson (CV,in = 0.5), modeling
input refractoriness. (A)Neuron driven by 800 excitatory and
200 inhibitory neurons (inverse Gaussian renewal processes
with rate νE = νI = 5Hz and CV,in = 0.5). Summed input
has a correlation function and power spectrum as indicated by
solid red lines. For comparison: synaptically filtered Poisson
input (blue line and stars). (B) ISI density for CV,in = 0.5
(red) is less skewed compared to Poisson input (blue). (C)
SCCs are markedly different (theory, solid lines; simulation,
symbols). Parameters: I0 = 0.016, JE = 0.004, JI = −0.008
(corresponding to ǫ = 1.18) (E) With increasing output firing
rate (controlled by I0), the CV decreases, the SCC ρ1 changes
sign and the ISI density changes from less (αs < 1) to more
skewed (αs > 1).

et al 2014). This scaling behavior can be understood

by an asymptotic analysis of Eqs. (13) and (14) (see

Appendix A.4).

Presynaptic refractoriness

Even in the absence of correlated stimuli, neuronal spik-
ing is correlated in time. In contrast to Poisson statis-
tics, neurons cannot exhibit arbitrarily small ISIs due to

a refractory period after each spike. This causes corre-

lations between subsequent spikes. A simple description

of refractoriness is provided by a renewal point process

with reduced probability for short ISIs (Gerstner and

Kistler 2002). Such processes display often a reduced
variability (CV,in < 1), indicating a spike train that is

more regular than a Poisson process (CV,in = 1). In the

following, we model presynaptic input spike trains by
renewal processes with an inverse Gaussian ISI density

(Gerstein and Mandelbrot 1964; Cox and Miller 1965),

for which the exact form of the input power spectrum

can be inferred (see Appendix A.5). This process can be

parametrized by input firing rate and input CV allow-

ing us to continuously vary the intensity and regularity
of the input.

For regular presynaptic spike trains (CV,in < 1),

the spectrum of the total synaptic input current ex-

hibits a dip at low frequencies and a maximum near

the firing rate of presynaptic neurons (Fig. 4A) – ef-

fects of the refractory period that are seen in a large

fraction of cortical cells (Bair et al 1994; Franklin and
Bair 1995; Compte et al 2003). In the corresponding in-
put correlation function the refractory period becomes

manifest by a negative trough (Fig. 4A). Such input, as

predicted by our theory, yields a less skewed ISI density

than a Poisson-driven neuron (Fig. 4B). Although the

spike correlations in the output does not differ drasti-

cally from the case of Poisson driving (Fig. 4D), corre-
lations among intervals display pronounced short-term
negative correlations (Fig. 4C) – a feature commonly

observed for neurons with adaptation currents driven

by fast (uncorrelated) noise (Chacron et al 2000; Liu

and Wang 2001; Schwalger et al 2010; Schwalger and

Lindner 2013). However, here it is entirely due to an

ubiquitous property of presynaptic spike trains, namely,
a refractory period.

Effects of refractoriness on the input side are re-

stricted to small to moderate postsynaptic firing rates.
At high output rates the synaptic low-pass filter over-
shadows refractory effects and induces positive corre-
lations over multiple ISIs. Accordingly, our theory pre-

dicts a transition from negative to positive serial corre-

lations and from less to more skewed ISI distributions

(Fig. 4E).

Presynaptic burstiness

Another important source of temporal correlations is
bursting activity, which is a widespread phenomenon
in the nervous system. Bursting leads to spike patterns
that are more irregular than a Poisson process because

of the presence of short intraburst intervals and long

interburst intervals. We mimic burstiness by a super-

position of renewal processes with CV,in > 1.

For irregular spike input (here CV,in = 2.5), the

input spectrum has increased low-frequency power as

compared to the Poisson case (Fig. 5A, red vs. blue

line). Such power spectra are observed in cortical cells

(Bair et al 1994; Baddeley et al 1997; Compte et al

2003). The burst-like input leads to extended positive

input correlations, which, similar to the case of pos-

itive power-law correlations, result in a more skewed
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Fig. 6 Range of validity of the weak-noise perturbation the-
ory. Coefficient of variation and ISI correlation coefficient ρ1
for NE = 800 excitatory and NI = 200 inhibitory input spike
trains are shown as a function of the weak-noise parameter
ǫ = σ/µ. Red (violet) lines and circles (squares) correspond to
theory and simulations with regular, CV,in = 0.5, (irregular,
CV,in = 2.5) presynaptic input, respectively. Further param-
eters are the same as in Fig. 5 except for the synaptic weights
JE = −JI/2, which have been varied in the range JE ∈
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CV,in = 2.5 to obtain different noise strength ǫ.

ISI distribution and pronounced positive serial correla-
tions (Fig. 5B,D); effects of this are not pronounced at
the level of the spike train output correlation function
(Fig. 5C). In contrast, ISI correlations in the presence

of Poisson input are very small — they are still present

due to synaptic filtering.

Our approximations for the moments of the ISI

statistics are based on a Gaussian approximation of the

input shot-noise and on a perturbation expansion for

weak noise (ǫ ≪ 1). To test the range of validity of

the perturbation theory, we compared the theory for

CV and ISI correlations with simulations for different

values of the perturbation parameter ǫ = σ/µ (Fig. 6).

Remarkably, we find excellent agreement even beyond

ǫ = 1. As expected, the perturbation theory becomes

worse for even larger input variability (ǫ & 2).

Neurons with synaptic short-term plasticity

It is known that input spectra can be changed by synap-

tic short-term dynamics (Lindner et al 2009; Merkel and

Lindner 2010; Rosenbaum et al 2012; Droste et al 2013).

In particular, facilitating (depressing) synapses lead to

a low-pass (high-pass) filtering of the input power. Even

if we assume completely uncorrelated presynaptic spike
trains, we thus expect synaptic dynamics to have simi-
lar effects as the presynaptic refractoriness or bursting
discussed above. As an example for the difference in

postsynaptic spiking statistics, we inspect the interval

correlations that are induced by dynamic synapses. To

this end, we use in our standard setup synapses en-

dowed with a facilitation (depression) dynamics, using
an established model of short-term plasticity (Dittman
et al 2000; Merkel and Lindner 2010). Doing so, we

find that for Poissonian spike trains impinging on fa-

cilitating synapses, the postsynaptic cell shows marked

positive ISI correlations (cf. Fig. 7B, red line and cir-

cles) due to the low-pass filtering of the input. Con-

versely, depressing synapses cause pronounced negative
correlations (Fig. 7B, green line and squares) because
depression reduces input power at low frequencies. Our

theory (lines in Fig.7B) is in excellent agreement with

the simulations (symbols).

2.3 Beyond the perfect integrate-and-fire model

A crucial assumption that permitted a systematic per-

turbation solution was the voltage-independence of the

membrane current I0. This is justified if the mean drive

is so strong that it dominates any variations of the

membrane current due to voltage changes. Here, we

briefly discuss the significance of our results if this as-

sumption is relaxed; for a similar analysis for white-

noise-driven IF neurons and neurons endowed with an

adaptation current, see (Schwalger et al 2013). We ex-

tend the subthreshold dynamics by a voltage-dependent

term:

V̇ = γLΨ(V ) + µ+ ση(t). (16)
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(blue line). (B) For facilitation (depression), ISIs exhibit
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static synapses are tuned to the average amplitudes of the
depressing synapses (JE = 0.00062, JI = −0.00125).

Spikes are registered when V (t) reaches the value
Vspike ≥ VT, whereupon V is reset to zero. The non-

linear IF model Eq. (16) is a more general description

of neural dynamics that can accurately model passive

membrane properties (leak) and spike initiation dy-

namics. In particular, the exponential integrate-and-fire

(EIF) model (Fourcaud-Trocmé et al 2003) given by the

choice Ψ(V ) = −V + ∆T exp
(

V−VT

∆T

)

fits neural data

of many neurons remarkably well (Badel et al 2008).

The model Eq. (16) can operate in two different

dynamical regimes: Firstly, if γLΨ(V ) + µ > 0 for

all V < Vspike, the deterministic dynamics (σ = 0)

generates periodic spiking (supra-threshold or mean-
driven regime). For the EIF model, this condition reads

γL < µ/(VT−∆T ). Secondly, for γL > µ/(VT−∆T ), the
noiseless dynamics reaches a steady state below thresh-

old, i.e. the neuron is quiescient unless it is excited by

the noise (sub-threshold or fluctuation-driven regime).

We will separately consider these two cases.

Mean-driven regime

If γL < µ/(VT − ∆T ), the mean ISI is approximately

given by the deterministic ISI

〈T 〉 =

∫ Vspike

0

dv

γLΨ(v) + µ
. (17)

Furthermore, the dynamics is associated with a phase-

response curve (PRC) Z(t′) that describes the change

of the ISI δT = −αZ(t′) caused by a weak current pulse

αδ(t − t′) at a given time t′ (“phase”) in the interval

(0, 〈T 〉) (Ermentrout and Terman 2010). For the non-
linear IF model the PRC reads

Z(t) = 1/ [γLΨ(V0(t)) + µ] (18)
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Fig. 8 ISI statistics for the exponential integrate-and-fire
(EIF) model, Eq. (16), in the mean-driven regime. The neu-
ron is driven by inverse Gaussian renewal processes each with
r = 5Hz and CV = 0.5 (cf. Fig. 4). Solid red lines depict
the theory, Eq. (19), (20). The black dashed line shows the
PIF-theory using an effective base current µeff = VT/〈T 〉,
where 〈T 〉 is given by Eq. (17). A The leak γL is var-
ied from γL = 0 (limit of the PIF model) to the max-
imal value, at which the dynamics becomes subthreshold.
(JE = 0.005, JI = −0.01, µ = 0.1 VT/ms; corresponding
to ǫ = 0.24) B The output firing rate is varied by the pa-
rameter µ (JE = 0.004, JI = −0.008, γL = 0.01ms−1).
Other parameters: ∆T = 0.1VT, Vspike = 2VT, τE = 4ms,
τI = 8ms.

(see, e.g. (Schwalger and Lindner 2013)). Here, V0(t) is

the deterministic solution of Eq. (16) with V0(0) = 0.

As shown in Appendix A.7, the CV and the SCC can be

related to the power spectrum Sin(f) of a weak colored
noise perturbation ση(t) by

C2
V ≈ σ2

∫

df Sin(f)|Z̃(f)|2 (19)

ρn ≈
σ2

C2
V

∫

df Sin(f)|Z̃(f)|2e−2πif〈T 〉n, n ≥ 1. (20)

Here, Z̃(f) = 1
〈T 〉

∫ 〈T 〉

0
dt Z(t)e2πift. Note that for the

PIF model (i.e. γL = 0), we obtain |Z̃PIF(f)|
2 =

sinc2(f/r)/µ2. This exactly recovers the leading-order

terms of CV and SCC, Eqs. (9) and (13).

Figure 8 shows the estimation of the CV and ρ1 us-

ing the PRC Z(t), which agrees well with simulation

data. We have also tried an even simpler approxima-

tion in this case by using the formulas for an effective

PIF model with the same mean ISI given by Eq. (17)

(see also Schwalger et al (2013)). This approximation

(dashed lines in Fig.7) already yields a good agreement.

Most importantly, the effect of a presynaptic refractory

period on postsynaptic variability and ISI correlations

remains qualitatively the same as for the PIF neuron

(cf. Fig. 4E and Fig. 8B): with increasing output firing

rate, ISI correlations turn from negative to positive and

output variability decreases.
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Fig. 9 Firing rate, ISI density and serial correlation coeffi-
cient of the EIF model, Eq. (16), for the fluctuation-driven
regime, µ ≤ µ∗ ≡ γL(VT−∆T ). The neuron receives balanced
excitatory-inhibitory inputs modeled as inverse Gaussian re-
newal processes. A The firing rate depends only weakly on
the regularity CV,in of the input spike trains. Left: Firing
rate for different µ and constant synaptic weights JE = 0.01.
Right: To obtain comparable firing rates for different µ in
panel B-D, JE was chosen such that the firing rate was about
10 Hz at CV,in = 2.5. B-D ISI density (left) and SCC (right)
for Poisson input (blue lines and symbols, CV,in = 1) or in-
verse Gaussian input with CV,in = 0.5 (dashed black lines)
or CV,in = 2.5 (red, solid lines). Note the logarithmic axis
scaling in the left panels. A ISI statistics at the bifurcation
point µ = µ∗ = 0.09VT/ms (JE = 0.003 corresponding to
ǫ(CV,in = 0.5) = 0.16, ǫ(CV,in = 2.5) = 0.17). Below the
bifurcation point: B µ = 0.07VT/ms, JE = 0.01 (ǫ(CV,in =
0.5) = 0.68, ǫ(CV,in = 2.5) = 0.72); C µ = 0.05VT/ms, JE =
0.015 (ǫ(CV,in = 0.5) = 1.42, ǫ(CV,in = 2.5) = 1.50). Other
parameters: γL = 0.1ms−1, ∆T = 0.1VT, Vspike = 2VT,
τE = 4ms, τI = 8ms, νE = νI = 5Hz, NE = 800, NI = 200,
JI = −2JE .

Fluctuation-driven regime

To see whether similar effects of non-Poissonian stimuli

also hold in the fluctuation-driven (excitable) regime,

we performed simulations of the EIF model with sub-

threshold currents µ ≤ µ∗ ≡ γL(VT − ∆T ) (Fig. 9).

In contrast to the mean-driven regime, where the fir-

ing rate is mainly determined by the deterministic ISI,

Eq. (17), the firing rate in the fluctuation-driven regime
may also depend on the properties of the noise. To
study the sensitivity of the spiking statistics to regular-
ity of the input spike trains, we again model input spike

trains by inverse Gaussian renewal processes with vary-

ing CV,in and fixed firing rates. Figure 9A (left panel)
shows that the firing rate in this setup depends only

weakly on the regularity of the input, whereas the base
current µ has a much stronger effect. The weak increase

of the firing rate with CV,in is caused by an increasing

low frequency power due to higher input irregularity
(cf. Fig. 4A and Fig. 5A). According to our main fo-
cus, we further investigated effects on higher-order ISI
statistics at different values of µ ≤ µ∗. To avoid triv-

ial effects of the firing rate, we chose for each value of
µ synaptic weights that yielded comparable firing rates

(Fig. 9A (right panel)). Directly at the bifurcation point

µ = µ∗ from sub- to suprathreshold firing, the ISI densi-

ties were unimodal and more (less) skewed than the case
of Poisson input for irregular (regular) input (Fig. 9B) –
similar to the findings for the mean-driven firing regime.

Furthermore, the ISI sequence showed significant corre-

lations that were positive over several lags for irregular

input (CV,in = 2.5) and was negative at lag one for

regular input (CV,in = 0.5). Poisson input did not re-

sult in any significant serial correlations. Qualitatively,

these results persist in the subthreshold case, µ < µ∗.

In addition, we also observed that the ISI density can

become bimodal for regular input (Fig. 9C,D).

The ISI densities become more skewed with increas-

ing input irregularity, which is confirmed by the corre-

sponding values of αs (Tab. 1). Furthermore, the skew-

ness of the ISI density under Poisson stimulation ap-
proaches the value αs = 2/3 for decreasing µ. This cor-

responds to a gamma distribution, which is expected
far below the bifurcation point, µ ≪ µ∗, where the ISI

statistics becomes Poissonian.

3 Discussion

In this paper, we put forward a theory for the spiking

statistics of a mean-driven neuron stimulated by an ar-

bitrary colored Gaussian noise. Within the developed

framework, all statistics (ISI density, auto-correlogram,

CV, skewness and SCC) can be expressed as nonlinear

functions of two simple integrals of the input correlation
function or, equivalently, of the input power spectrum.
The leading order of the theory permits to understand

the interaction between input time scales (e.g. the cor-

relation time of the input stimulus) and the postsynap-
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Table 1 Values of the modified skewness αs corresponding to the ISI densities shown in Fig. 9B-D. Note that αs increases
with input CV. Decreasing µ leads to a transition from an inverse Gaussian distribution (αs = 1) to a gamma distribution
(αs = 2/3).

base current CV,in = 0.5 CV,in = 1 (Poisson) CV,in = 2.5
µ = µ∗ = 0.09 0.84 0.98 1.13
µ = 0.07 0.68 0.73 0.85
µ = 0.05 0.65 0.67 0.79

tic firing rate. We confirmed the theory for different

scenarios and found excellent quantitative agreement as

long as output CVs were below 0.6. Our theory unites

and simplifies previous results for special cases of input

statistics (Lindner 2004; Schwalger et al 2010; Bauer-

meister et al 2013). For the SCC and CV, we can extend
our theory to non-perfect IF models in the mean-driven
regime, replacing the sinc function in our formulas by a

filter function that is determined by the phase-response

curve of the respective IF model. Furthermore, simula-

tions of the fluctuation-driven (excitable) regime indi-

cate pronounced effects of non-Poissonian stimuli. How

to extend the theory to the fluctuation-driven regime

thus constitutes an important open problem.

Applying our theory, we found that distinct sources
of input correlations can lead to similar ISI statistics, all

showing pronounced differences to the case of a purely

Poissonian drive. For instance, both presynaptic re-

fractoriness and synaptic short-term depression lead to

negative interval correlations and less skewed ISI dis-

tributions than with Poisson input. Conversely, rate-

coded stimuli, presynaptic bursting, and synaptic facil-

itation cause positive ISI correlations and more skewed

ISI densities. Our theory thus shows clearly the limi-

tations for inferring neural dynamics from spike statis-

tics only. Negative correlations, for instance, have of-

ten been found for neurons driven by fast fluctuations

and adaptation currents, but, as we have shown, can be

caused already by a much more basic feature, namely,

presynaptic refractoriness. Despite this ambiguity, our

formulas may still be applicable to draw conclusions

about stimuli and neural parameters (see (Bauermeis-

ter et al 2013; Fisch et al 2012) for examples from the

sensory periphery).

In a recent study (Peterson et al 2014), negative ISI

correlations observed in auditory nerve fibres have been

attributed to synaptic depression of the ribbon synapse

that generates the input to a nerve fibre. In that case,

the spike train was modeled as a thinned-out version

of stochastic transmitter release events of the synapse.

The transmitter release events already carried negative

inter-event interval correlations, which were inherited

by the thinned-out spike train. Our theory for negative

correlations due to synaptic depression provides an al-

ternative explanation based on the temporal structure

of synaptic input and its effect on a dynamic spike gen-

erator.

Relations between input and output spike statistics
as developed in this paper may be also instrumental

for novel approaches to recurrent neural networks. In
the simple situation of a completely homogeneous and
sparse network, the statistics of the postsynaptic spike

train (forming the input to other cells) has to coincide

with the statistics of presynaptic spike trains (Lerch-

ner et al 2006; Dummer et al 2014). Specifically, in our

theory one should be able to find a solution for which

Cin(t) = Cout(t). For heterogeneous and non-sparse net-
works, more self-consistency conditions should be met,

not only for the auto- but also for the cross-correlation

functions among neurons. In this sense, our paper con-

stitutes only a first step in a theory of neural networks

that incorporates the correlation statistics more accu-

rately than the classical approach that uses the diffusion

approximation.

A Appendix

A.1 Gaussian approximation of the synaptic input
current

We would like to approximate the synaptic input current

Isyn(t) =
N
∑

k=1

∑

t
(k)
i <t

jk(t− t
(k)
i ) (21)

by a Gaussian process with the same mean and correlation
function as Isyn(t). To this end, let us rewrite Eq. (21) in

terms of the delta-spike trains xk(t) =
∑

t
(k)
i <t

δ(t − t
(k)
i ),

k = 1, . . . , N (where t
(k)
i denotes the i-th spike time at the

k-th synapse):

Isyn(t) =

N
∑

k=1

∫

jk(t− t′)xk(t
′) dt′. (22)

In the case of stationary input, mean and correlation function
are given by

〈Isyn(t)〉 =
N
∑

k=1

νk

∫

jk(t) dt. (23)
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and

CI(τ) =

N
∑

k=1

N
∑

l=1

∫

dt1 Ckl(t1)

∫

dt2 jl(t2 + τ)jk(t1 + t2).

(24)

Here, νk = 〈xk(t)〉 is the stationary firing rate of the k-th in-
put spike train and Ckl(τ) is the correlation function between
spike trains defined by

Ckl(τ) = 〈xk(t)xl(t+ τ)〉 − νkνl. (25)

It is convenient to formulate Eq. (24) in the Fourier domain.
Defining the power spectrum as the Fourier transform of the
correlation function

SI(f) =

∫

dτ e2πifτCI(τ) (26)

we find

SI(f) =

N
∑

k=1

N
∑

l=1

j̃∗k(f)j̃l(f)Skl(f). (27)

Here and in the following, ˜ and ∗ denote Fourier transform
and complex conjugation, respectively. Using these approxi-
mations, we can write the current balance equation (1) as

V̇ = µ+ ζ(t), (28)

where

µ =
1

Cm

(

I0 +

N
∑

k=1

νk j̃k(0)

)

(29)

and ζ(t) being a zero mean Gaussian process with power spec-
trum

Sζ(f) =
1

C2
m

SI(f). (30)

If Sζ(f) is not constant, ζ(t) will be referred to as colored
noise (in contrast to white noise, which has a flat power spec-
trum).

A.2 Derivation of the interspike interval statistics

Our approach assumes that the colored noise can be rep-
resented as ζ(t) = b · Y(t), where b is a constant d-
dimensional vector and Y(t) is a d-dimensional Ornstein-
Uhlenbeck. Specifically, the neuron model can be written as

V̇ = µ+ b ·Y (31a)

Ẏ = AY +Bξ(t) (31b)

with the additional fire-and-reset rule that V is reset to V = 0
whenever V reaches the threshold VT. A and B are drift and
diffusion matrices, respectively. The eigenvalues of A must
have negative real part and ξ(t) is a vector of Gaussian white
noise processes that obey 〈ξi(t)ξj(t′)〉 = δi,jδ(t − t′). Fur-
thermore, we assume that the elements of b have the same
physical dimensions as µ and that Y has non-dimensional
units.

The variance of ζ(t) is given by σ2 = bTΣb, where Σ is
the covariance matrix of the OUP with elements

Σij = 〈YiYj〉. (32)

The covariance matrix is related to the drift matrix A and
the diffusion matrix

D =
1

2
BTB (33)

by the Lyapunov equation (see e.g.(Risken 1984; van Kampen
1992))

AΣ +ΣAT = −2D. (34)

This system of linear equations can be used to solve for the
elements of the covariance matrix Σij .

Non-dimensional model

It is useful to non-dimensionalize the model Eq. (31) by mea-
suring time in units of the mean ISI VT/µ and voltage in
units VT. This corresponds to the introduction of dimension-
less variables

V̂ =
V

VT

, t̂ =
µ

VT

t (35)

and dimensionless parameters

b̂ =
b

σ
, Â =

VT

µ
A, B̂ =

√

VT

µ
B. (36)

This yields the non-dimensionalized Langevin equation

˙̂
V = 1 + ǫb̂ ·Y, (37a)

Ẏ = ÂY + B̂ξ(t). (37b)

The non-dimensional firing threshold is V̂T = 1. To make
the small parameter in our perturbation calculation explicit,
we have introduced the dimensionless parameter ǫ = σ/µ ≪
1. In the following, the non-dimensional model Eq. (37) will
be considered. For notational simplicity, we will omit in the
following the hats on top of the non-dimensional quantities.

The stationary auto-correlation function of the noise
η(t) = b ·Y(t) is for τ≥0 given by (see e.g. (Risken 1984))

Cin(t) ≡ 〈η(t)η(t+ τ)〉 = bTeτAΣb, (38)

where eτA is the matrix exponential defined by its series rep-
resentation eτA =

∑∞
k=0

1
k!
(τA)k. Note that by our rescal-

ing of b, Eq. (36), the variance of η(t) is Cin(0) = 〈η2〉 = 1.
Furthermore, taking the Fourier transform of the correlation
function yields the input power spectrum

Sin(f) = −2bT
[

A2 + (2πf)2Id
]−1

AΣb, (39)

where Id is the d× d identity matrix.
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Fokker-Planck equation

The stochastic dynamics (37) with fire-and-reset rule can be
reformulated in terms of probability currents and densities.
The probability current that describes the drift of V (t) is
given by

Jv(v,y, t) = (1 + ǫb · y) p(v,y, t), (40)

where p(v,y, t) = 〈δ(v − V (t))δ(y−Y(t))〉 is the probability
density of V (t) and Y(t) at time t. The d-dimensional OUP
corresponds to d probability currents

Ji(v,y, t) =

d
∑

j=1

(

Aijyj −Dij
∂

∂yj

)

p(v,y, t) (41)

Here, i = 1, . . . , d and the non-dimensionalized diffusion ma-
trix is defined by D = 1

2
B̂TB̂. Because trajectories cannot

leave the system, the probability is conserved, which can be
expressed by the continuity equation

∂p

∂t
+
∂Jv

∂v
+

d
∑

i=1

∂Ji

∂yi
= Jv(1,y, t)[δ(v)− δ(v − 1)]. (42)

The right hand side represents the reinjection and outflux of
probability at the reset v = 0 (source) and the threshold v = 1
(sink), respectively, corresponding to the reset of trajectories.
With the definition of the currents, Eq. (40) and (41), the
last equation can be written as a partial differential equation
for p(v,y, t). Because the source and sink terms are sharply
localized, we can omit these terms in the regions v < 0, 0 <
v < 1 and v > 0 and we arrive at the Fokker-Planck equation
(FPE), Eq. (3) with non-dimensionalized parameters µ = 1
and σ = ǫ. The source and sink terms can be realized by
imposing appropriate boundary conditions at v = 0 and v =
1. The sink term at v = 1 ensures that no probability can be
found beyond the threshold and thus there is no backflux of
probability from above the threshold, i.e. Jv(1,y, t) = 0 for
1 + ǫb · y < 0. With Eq. (40) this implies the condition (cf.
(Brunel and Sergi 1998))

p(1,y, t) = 0 ∀y : 1 + ǫb · y < 0. (43)

Furthermore, integration of Eq. (42) from v = −ε to v = ε
(and letting ε→ 0), reveals that Jv(v,y, t) suffers a jump at
v = 0 by an amount Jv(1,y, t). With Eq. (40) this implies
the condition

p(0+,y, t)− p(0−,y, t) = p(1,y, t), (44)

where v = 0− and v = 0+ denote the left- and right-sided lim-
its. Finally, probability should not leak across infinite bound-
aries and the probability density must be normalized:

lim
v→−∞

p(v,y, t) = 0, lim
yi→±∞

p(v,y, t) = 0, (45)

∫

dv

∫

ddy p(v,y, t) = 1. (46)

In addition to the boundary conditions, the FPE must be sup-
plied with an initial condition. Because we aim at the statis-
tics of the interspike intervals, it is advantageous to consider
an ensemble of neurons that have just fired a spike at time
t = 0. This corresponds to preparing the system in a state,
in which the membrane potential has been reset to zero, i.e.
V (0) = 0, and the OUP is distributed according to the distri-
bution of Y sampled at the moments of firing. If we denote
this distribution by pspike(y), the initial condition for the
FPE must be of the form p(v,y, 0) = δ(v)pspike(y).

Distribution upon firing

In order to determine pspike(y), we first seek the stationary
solution ps(v,y) of the FPE. Setting ∂p/∂t = 0, we obtain
the stationary FPE

0 = (1 + ǫbTy)
∂ps

∂v
+

d
∑

i,j=1

(

Aij
∂

∂yi
(yjps)−Dij

∂2ps

∂yi∂yj

)

,

(47)

which is still difficult to solve analytically due to the dis-
continuous boundary condition (43) at v = 1. However, for
weak noise, ǫ ≪ 1, the velocity 1 + ǫb · y, is practically al-
ways positive, so that the boundary condition (43) can be
safely ignored. A positive velocity also precludes trajectories
from entering the region v < 0. As a consequence, the system
is restricted to the region 0 ≤ v ≤ 1 and has the periodic
boundary condition

ps(0,y) = ps(1,y), y ∈ R
d (48a)

lim
yi→±∞

ps(v,y) = 0, v ∈ [0, 1] (48b)

∫

ddy

∫ 1

0

dv ps(v,y) = 1. (48c)

A solution of Eq. (47) is given by the stationary distribution
of the OUP, i.e.

ps(v,y) = ps(y) =
1

√

(2π)d|Σ|
exp

(

−1

2
yTΣ−1y

)

, (49)

which clearly fulfills the boundary conditions (48).
The distribution upon firing pspike(y) is propor-

tional to the stationary probability current J
(s)
v (1,y) =

(1 + ǫb · y) ps(1,y) across the threshold (Lindner 2004). In
fact, the probability per unit time that a trajectory crosses
the threshold through the surface element dS(y) at the
point y on the hyperplane defined by v = 1 is given by

J
(s)
v (1,y)dy1 · · · dyd. Thus, the probability density upon fir-

ing must be proportional to J
(s)
v (1,y). The factor of pro-

portionality can be found from the normalization condition,
which yields pspike(y) = (1 + ǫb · y) ps(1,y) and hence the
initial distribution

p(v,y, 0) = δ(v) (1 + ǫb · y) ps(y). (50)

Interspike interval density

An interspike interval is equivalent to the first-passage-time
(FPT) with respect to the threshold VT = 1, i.e. the time a
system that has been prepared according to a spike at t = 0
needs to reach the threshold for the first time. A standard
approach to obtain the probability density of the FPT (i.e. the
ISI density) is to consider an ensemble in which trajectories
are not reset upon threshold crossing but are taken out of the
system. As a consequence, the probability to find a trajectory
with v < 1,

G(t) =

∫

ddy

∫ 1

−∞

dv p(v,y, t), (51)

is the probability that a trajectory survives until time t. Here,
p(v,y, t) is the time-dependent solution of the FPE, for which
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the reset condition (44) has been dropped now. The FPT
density is given by P (t) = −dG/dt, or

P (t) = −
∫

ddy

∫ 1

−∞

dv ∂tp(v,y, t). (52)

Using the continuity equation (42) and the natural boundary
conditions (45) yields

P (t) =

∫

ddy Jv(1,y, t) = P(t, 1), (53)

where

P(t, v) =

∫

ddy (1 + ǫbTy)p(v,y, t) (54)

is the FPT density with respect to a general threshold VT = v.
Equation (53) simply expresses that the FPT is equal to the
total probability current through the threshold at time t. The
ISI density can be rewritten as

P (t) =
1

2π

∫

dℓ e−iℓvP̃ (ℓ, t)

∣

∣

∣

∣

v=1

, (55)

where P̃ (t, ℓ) =
∫

dv eiℓvP(t, v) is the Fourier transform with
respect to v. Using Eq. (54), we thus have

P̃ (t, ℓ) =

∫

dv eiℓv
∫

ddy (1 + ǫbTy)p(v,y, t). (56)

This function can be further related to the characteristic func-
tion

q(ℓ,k, t) =

∫

dv eiℓv
∫

ddy eik·yp(v,y, t), (57)

where k is a d-dimensional vector with elements ki, i =
1, . . . , d. Indeed, comparing (56) with (57), we find the re-
lation

P̃ (t, ℓ) = q(ℓ,k, t)− iǫ [∇kq(ℓ,k, t)]
T b
∣

∣

k=0
, (58)

where ∇kq denotes the gradient of q with respect to k, i.e
∇kq is a vector with elements ∂iq ≡ ∂q/∂ki. Thus, if the
characteristic function q(ℓ,k, t) is known, one can derive the
ISI density via (55) and (58). In order to compute q(ℓ,k, t), it
is not necessary to calculate the probability density p(v,y, t)
explicitly from the FPE, which does not permit a closed form
solution for the initial conditions (50). However, applying the
Fourier transform to the FPE directly yields a first-order dif-
ferential equation for q(ℓ,k, t):

∂tq −
(

kTA+ ǫℓbT
)

∇kq =
(

−kTDk+ iℓ
)

q (59)

with initial condition

q(ℓ,k, 0) =
(

1 + iǫbTΣk
)

exp
(

−kTDk
)

. (60)

This equation can be solved by the method of characteristics
(see e.g. (Kamke 1965)). The characteristic equations are

k̇ = −ATk− ǫℓb (61)

q̇ =
(

−kTDk+ iℓ
)

q. (62)

The solution of the first equation is

k(t, c) = e−tAT

c− ǫℓ

∫ t

0

dt′ e−(t−t′)AT

b, (63)

which can be solved for the initial vector c:

c(t,k) = etA
T

k+ ǫℓ

∫ t

0

dt′ et
′AT

b. (64)

The solution of Eq. (62) is given by

q(t, c) = Q0(c)×

exp

(

−1

2
kTΣk+ iℓt− ǫℓbTΣ

∫ t

0

dt′ k(t′, c)

)

, (65)

where the Lyapunov equation (34) has been used. The prefac-
tor Q0(c) can be determined from the initial condition (60)
as Q0 = 1 + iǫbTΣc. The integration in Eq. (65) has to
be performed using the expression (63), followed by a re-
substitution of the vector c = c(t,k) according to Eq. (64).
As a result we obtain the characteristic function

q(ℓ,k, t) =
(

1 + iǫbTΣetA
T

k+ iǫ2ℓg(t)
)

×

exp

(

−1

2
kTΣk+ iℓt− ǫℓbTΣ

∫ t

0

dt′ et
′AT

k− ǫ2ℓ2h(t)

)

,

where

g(t) =

∫ t

0

dt′Cin(t
′) h(t) =

∫ t

0

dt′′
∫ t′′

0

dt′ Cin(t
′),

(66)

Using Eq. (58) leads to

P̃ (t, ℓ) =
[

1 + ǫ2Cin(t) + 2iǫ2ℓg(t)− ǫ4ℓ2g2(t)
]

eiℓt−ǫ2ℓ2h(t).

and

P (t) =
1

2
√

4πǫ2h3(t)
exp

[

− (t− 1)2

4ǫ2h(t)

]

×
{

[(1− t)g(t) + 2h(t)]2

2h(t)
− ǫ2

[

g2(t)− 2h(t)Cin(t)
]

}

,

(67)

which constitutes the final result for the ISI density. Let us
provide two alternative expressions for h(t) and g(t). First, if
A is invertible we can write these functions in terms of the
drift matrix:

h(t) = bTΣ
(

AT
)−2

[

etA
T − tAT − Id

]

b (68)

g(t) = bTΣ
(

AT
)−1

[

etA
T − Id

]

b. (69)

Second, using the power spectrum of the noise

Sin(f) =

∫ ∞

−∞

dτ Cin(τ)e
2πifτ , (70)

we find

h(t) =
t2

2

∫ ∞

−∞

df Sin(f)sinc
2 (ft) ,

g(t) = t

∫ ∞

−∞

df Sin(f)sinc (2ft) ,

where sinc(x) = sin(πx)/(πx).
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Cumulants of the n-th order intervals

Apart from the ISI density the ISI statistics can be charac-
terized by its cumulants (semi-invariants). We will calculate
these cumulants also for the nth-order intervals because they
will be used to find an expression for the SCC and the calcu-
lation does not pose any extra difficulties. In fact, as argued
in the main text, the time tn of the n-th threshold crossing,
i.e. the nth-order interval, is equal to the first-passage time of
the free process with respect to the nth-fold threshold VT = n
(given the same noise realization). The probability density of
the nth-order interval is thus given by P(t, n) (cf. Eq. (54)).
The k-th cumulants of the nth-order intervals is given by (van
Kampen 1992)

κk(n) = (−1)k
dk ln P̄n

dsk

∣

∣

∣

∣

s=0

, (71)

where

P̄n(s) =

∫ ∞

0

dt e−stP(t, n). (72)

is the Laplace transform of the n-th-order interval density,
which plays the role of a moment generating function. In-
troducing the Laplace-Fourier transform of the probability
density

ϕ(v,k, s) =

∫ ∞

0

dt e−st

∫

ddy eik·yp(v,y, t), (73)

the moment generating function can be rewritten as

P̄n(s) = [ϕ− iǫb · ∇kϕ]k=0,v=n . (74)

The function ϕ satisfies the transformed FPE

∂vϕ− kTA∇kϕ = −
(

s+ kTDk
)

ϕ+ δ(v) exp

(

−kTΣk

2

)

+ iǫbT

(

∂v∇kϕ+ δ(v)Σk exp

(

−kTΣk

2

))

. (75)

The mixed derivative ∂v∇kϕ makes an exact solution infea-
sible. However, using the perturbation expansion

ϕ = ϕ(0) + ǫϕ(1) + ǫ2ϕ(2) + · · · , (76)

yields a hierarchy of first-order partial differential equations
for the coefficients ϕ(k)(v,k, s). Specifically, we obtain

∂vϕ
(m) − kTA∇kϕ

(m) = −
(

s+ kTDk
)

ϕ(m) + Im, (77)

where the the inhomogeneities Im are given by

I0 = δ(v) exp

(

−kTΣk

2

)

(78)

I1 = ibT∂v∇kϕ
(0) + iδ(v)bTΣk exp

(

−kTΣk

2

)

(79)

Im = ibT∂v∇kϕ
(m−1), m ≥ 2. (80)

If we insert the ansatz (76) into the formula (74), we obtain
a perturbation series for the moment generating function:

P̄n(s) = P̄ (0)
n (s) + ǫP̄ (1)

n (s) + ǫ2P̄ (2)
n (s) + · · · , (81)

where P̄
(0)
n (s) = ϕ(0)(n, 0, s) and

P̄ (m)
n (s) =

[

ϕ(m) − ibT∇kϕ
(m−1)

]

k=0,v=n
(82)

for m ≥ 1. Equation (77) can be again solved by the
method of characteristics. To this end, the solution surface
(

v,k, ϕ(m)(v,k, s)
)

is parametrized by a parameter τ and
d initial constants ci, i = 1, . . . , d. The total derivative of
ϕ(m) with respect to τ is then dϕ(m)/dτ = dv

dτ
∂vϕ(m) +

dkT

dτ
∇kϕ(m). Comparison with Eq. (77) yields the character-

istic equations

dv

dτ
= 1, (83)

dk

dτ
= −ATk, (84)

dϕ(m)

dτ
= −

(

s+ kTDk
)

ϕ(m) + Im. (85)

The integration of the first two equations results in

v = τ, k = e−τAT

c. (86)

To solve the third equation, we make the ansatz

ϕ(m)(τ, c) = exp

(

−sτ − 1

2
kTΣk

)

ψ(m)(τ, c). (87)

Using this ansatz in Eq. (85) yields

dψ(m)

dτ
= −

(

kTDk− 1

2

d

dτ
(kTΣk)

)

ψ(m) + Îm(τ, c) (88)

where În(τ, c) = In exp
(

sτ + 1
2
kTΣk

)

. In terms of the

lower-order functions ψn−1, the inhomogeneous parts can be
written as

Î0 = δ(τ), (89)

Î1 = ibT
[

∂v∇kψ
(0) −Σk∂vψ

(0) − s
(

∇kψ
(0) −Σkψ(0)

)

+ δ(τ)Σk
]

(90)

Îm = ibT
[

∂v∇kψ
(m−1) −Σk∂vψ

(m−1) − s
(

∇kψ
(m−1) −Σkψ(m−1)

)]

, m ≥ 2. (91)

In order to regard these expressions as functions of τ and
c, the vector k has to be understood as k(τ, c) = e−τAT

c.
It turns out that in Eq. (88), the prefactor in front of ψ(m)

vanishes because in light of Eqs. (34) and (84)

d

dτ
(kTΣk) = k̇TΣk+ kTΣk̇ = −(kTAΣk+ kTΣATk)

= −kT(AΣ +ΣAT)k = 2kTDk. (92)
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Thus, ψ(m) can be easily integrated:

ψ(m)(τ, c) =

∫ τ

−∞

dτ ′ Îm(τ ′, c). (93)

For the evaluation of this formula, the derivatives of the lower-
order functions ψ(m−1)(τ, c) with respect to v and k are
needed. To this end, it is useful to apply the chain rule: for a
given scalar function f(τ, c) we can write

(∇kf)
T = [∂τf∇kτ + (∇kc)∇cf ]

T = (∇cf)
TeτAT

(94)

and

∂vf = ∂τf + (∇cf)
TATc. (95)

In Eq. (94), we made use of ∇kτ = 0 and ∇kc =
(

eτAT
)T

=

eτA, where ∇kc is a matrix with elements (∇kc)ij =

∂cj/∂ki. In Eq. (95), the relation ∂vc = ∂vevAT

k = ATc
was employed.

For m ≥ 1, the perturbation coefficient P̄
(m)
n (s) can be

expressed in terms of ψ(m−1)(τ, c) by using Eqs. (82), (93)
and (95):

P̄ (m)
n (s) = e−sn

[

ψ(m) − ibT∇kψ
(m−1)

]

c=0,τ=n
,

= e−sn

{∫ τ

−∞

dτ ′ ibT
[

∂v∇kψ
(m−1) − s∇kψ

(m−1)
]

− ibT∇kψ
(m−1)

}

c=0,τ=n

,

= −ise−sn

[∫ n

0

dτ ′ bT∇kψ
(m−1)(τ ′, c)

]

c=0

. (96)

Zeroth-order. For m = 0, we obtain from Eq. (93)

ψ(0)(τ, c) = θ(τ). (97)

Equation (87) then yields the leading-order of the moment-
generating function

P̄ (0)
n (s) = ϕ(0)(n, 0, s) = e−sn. (98)

The derivatives of ψ(0) simply read

∂vψ
(0) = δ(τ), ∇kψ

(0) = 0. (99)

First-order. Because the gradient in Eq. (96) equals zero
for m = 1 (Eq. (99)), the first-order contribution to P̄n(s)
vanishes:

P̄ (1)
n (s) = 0. (100)

From Eqs. (90) and (93) we obtain

ψ(1)(τ, c) = iθ(τ)s

∫ τ

0

dτ1 b
TΣe−τ1A

T

c. (101)

Using Eq. (94), the gradient of ψ(1) reads

(∇kψ
(1))T = iθ(t)s

∫ τ

0

dτ1 b
TΣeτ1A

T

. (102)

Furthermore, the derivative with respect to v is

∂vψ
(1) = iθ(t)s

(

bTΣe−τAT

c

+

∫ τ

0

dτ1 b
TΣe−τ1A

T

ATc

)

= iθ(t)sbTΣc.

and the mixed derivative takes the form

(∇k∂vψ
(1))T = iθ(t)sbTΣeτAT

. (103)

Second-order. For m = 2, we find the first non-vanishing
correction of the moment-generating function due to noise:

P̄ (2)
n (s) = s2e−sn

∫ n

0

dτ2

∫ τ2

0

dτ1 Cin(τ1). (104)

Here, Cin(t) is the noise correlation function as defined in
Eq. (38). Furthermore, we obtain

ψ(2) = −θ(τ)s
∫ τ

0

dτ2

{

bTΣeτ2A
T

b−
(

bTΣe−τ2A
T

c
)

(

bTΣc
)

− s

[∫ τ2

0

dτ1 b
TΣeτ1A

T

b−
(

bTΣe−τ2A
T

c
)

∫ τ2

0

dτ1 b
TΣe−τ1A

T

c

]}

(105)

and the gradient

(∇kψ
(2))T = −θ(τ)s

∫ τ

0

dτ2

{

−
(

bTΣc
)

bTΣe(τ−τ2)A
T −

(

bTΣe−τ2A
T

c
)

bTΣeτAT

+ s
(

bTΣe−τ2A
T

c
)

∫ τ2

0

dτ1 b
TΣe(τ−τ1)A

T

+ s

(∫ τ2

0

dτ1 b
TΣe−τ1A

T

c

)

(

bTΣe(τ−τ2)A
T
)

}

. (106)

The derivative with respect to v is more involved: using Eq. (95) first leads to

∂vψ
(2) = −θ(τ)s

{

Cin(τ)−
(

bTΣe−τAT

c
)

(

bTΣc
)

− s

[∫ τ

0

dτ1 Cin(τ − τ1)−
(

bTΣe−τAT

c
)

∫ τ

0

dτ1 b
TΣe−τ1A

T

c

]

+

∫ τ

0

dτ2

[

−
(

bTΣc
)

bTΣe−τ2A
T

ATc−
(

bTΣe−τ2A
T

c
)

bTΣATc

+ s
(

bTΣe−τ2A
T

c
)

∫ τ2

0

dτ1 b
TΣe−τ1A

T

ATc+ s

(∫ τ2

0

dτ1 b
TΣe−τ1A

T

c

)

(

bTΣe−τ2A
T

ATc
)

]}

. (107)
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Using the identity e−τAT

AT = − d
dτ
eτAT

and integrating by parts simplifies the expression to

∂vψ
(2) = −θ(τ)s

{

bTΣeτAT

b−
(

bTΣc
)2 −

(

bTΣATc
)

∫ τ

0

dτ1
(

bTΣe−τ1A
T

c
)

− s

[∫ τ

0

dτ1 b
TΣeτ1A

T

b−
(

bTΣc
)

∫ τ

0

dτ1 b
TΣe−τ1A

T

c

]}

. (108)

Taking the derivative of the last equation with respect to k results in

(∇k∂vψ
(2))T = −θ(τ)s

{

− 2
(

bTΣc
)

bTΣeτAT

+

(∫ τ

0

dτ1 b
TΣe−τ1A

T

c

)

bTΣ
(

sId −AT
)

eτAT

+
(

bTΣ(sId −AT)c
)

∫ τ

0

dτ1 b
TΣeτ1A

T

}

, (109)

where Id denotes the d× d identity matrix.

Third-order. Because the gradient ∇kψ(2) vanishes for c = 0, we find

P̄ (3)
n (s) = 0. (110)

Using the derivatives in Eqs. (106), (108) and (109) we obtain the third-order perturbation solution

ψ(3) = −iθ(τ) s
µ4

∫ τ

0

dτ3

{

− 2
(

bTΣc
)

Cin(τ3) +

(∫ τ3

0

dτ1 b
TΣe−τ1A

T

c

)

(

bTΣ
(

2sId −AT
)

eτ3A
T

b
)

+
(

bTΣ(2sId −AT)c
)

(∫ τ3

0

dτ1 Cin(τ1)

)

−
(

bTΣe−τ3A
T

c
)

[

Cin(τ3)−
(

bTΣc
)2 −

(

bTΣATc
)

∫ τ3

0

dτ1
(

bTΣe−τ1A
T

c
)

− s

(∫ τ3

0

dτ1 Cin(τ1)−
(

bTΣc
)

∫ τ3

0

dτ1 b
TΣe−τ1A

T

c

)]

− s2
∫ τ3

0

dτ2

[

(

bTΣe−τ2A
T

c
)

∫ τ2

0

dτ1 Cin(τ3 − τ1) +

(∫ τ2

0

dτ1 b
TΣe−τ1A

T

c

)

Cin(τ3 − τ2)

]

+ s
(

bTΣe−τ3A
T

c
)

∫ τ3

0

dτ2

[

Cin(τ2)−
(

bTΣe−τ2A
T

c
)

(

bTΣc
)

− s

(∫ τ2

0

dτ1 Cin(τ1)−
(

bTΣe−τ2A
T

c
)

∫ τ2

0

dτ1 b
TΣe−τ1A

T

c

)]}

. (111)

Differentiating this expression with respect to k, setting c = 0, and taking the scalar product with the vector b leads to

(∇kψ
(3))Tb

∣

∣

∣

c=0
= iθ(τ)s

∫ τ

0

dτ3

{

2Cin(τ3)Cin(τ) + Cin(τ − τ3)Cin(τ3) +

∫ τ3

0

dτ1 [Cin(τ − τ1)C
′
in(τ3) + Cin(τ1)C

′
in(τ)]

− 2s

∫ τ3

0

dτ1 [Cin(τ − τ1)Cin(τ3) + Cin(τ1)Cin(τ) + Cin(τ1)Cin(τ − τ3)]

+s2
∫ τ3

0

dτ2

∫ τ2

0

dτ1 [Cin(τ − τ2)Cin(τ3 − τ1) + Cin(τ − τ1)Cin(τ3 − τ2) + Cin(τ − τ3)Cin(τ2 − τ1)]

}

(112)

Here, C′
in(τ) denotes the derivative of the correlation function with respect to τ .

Fourth-order. Finally, using Eqs. (96) and (112) yields the second non-vanishing correction:

P̄ (4)
n (s) = e−sns2

∫ n

0

dτ4

∫ τ4

0

dτ3
{

2Cin(τ3)Cin(τ4) + Cin(τ4 − τ3)Cin(τ3) +

∫ τ3

0

dτ1 [Cin(τ4 − τ1)C
′
in(τ3) + Cin(τ1)C

′
in(τ4)]

− 2s

∫ τ3

0

dτ1 [Cin(τ4 − τ1)Cin(τ3) + Cin(τ1)Cin(τ4) + Cin(τ1)Cin(τ4 − τ3)]

+ s2
∫ τ3

0

dτ2

∫ τ2

0

dτ1
[

Cin(τ4 − τ2)Cin(τ3 − τ1) + Cin(τ4 − τ1)Cin(τ3 − τ2)+Cin(τ4 − τ3)Cin(τ2 − τ1)
]}

. (113)

To summarize, the moment-generating function reads up to fourth order in ǫ:

P̄n(s) = e−sn

(

1 + ǫ2s2
∫ n

0

dτ2

∫ τ2

0

dτ1 Cin(τ1)

)

+ ǫ4P̄ (4)
n (s). (114)

This formula satisfies the general property P̄n(0) = 1 of a moment-generation function, which expresses the normalization
∫∞
0

dt Pn(t) = 1 of the nth-order interval density.
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Cumulants. Knowing the moment-generating function, Eq. (114), we can compute the cumulants of the nth-order intervals
by means of Eq. (71) up to fourth-order in ǫ. As expected, the first cumulant, or mean nth-order interval, is given by

κ1,n ≡ 〈tn〉 = n, (115)

which is consistent with the fact that 〈tn〉 = 〈T1〉 + · · · + 〈Tn〉 = n〈Ti〉 = n (recall that 〈Ti〉 = 1 in the non-dimensionalized
system).

The second cumulant is equal to the variance 〈∆t2n〉 of the nth-order intervals, where ∆tn = tn − 〈Ti〉. From the formula
for the cumulants, Eq. (71), it can be seen that only the coefficients of the quadratic terms s2 in Eqs. (113) and (114) enter
the expression for the second cumulant (P̄n(s) has no linear terms). Thus, we find

κ2,n ≡ 〈∆t2n〉 = 2ǫ2
∫ n

0

dτ2

∫ τ2

0

dτ1 Cin(τ1) + 2ǫ4
∫ n

0

dτ4

∫ τ4

0

dτ3

{

2Cin(τ3)Cin(τ4) + Cin(τ4 − τ3)Cin(τ3)

+

∫ τ3

0

dτ1 [Cin(τ4 − τ1)C
′
in(τ3) + Cin(τ1)C

′
in(τ4)]

}

= 2ǫ2h(n) + 2ǫ4
[

g2(n) + Cin(n)h(n)
]

. (116)

The third cumulant only involves the cubic terms in Eq. (113), hence

κ3,n ≡ 〈∆t3n〉 = 12ǫ4
∫ n

0

dτ3

∫ τ3

0

dτ2

∫ τ2

0

dτ1
[

Cin(τ3 − τ1)Cin(τ2) + Cin(τ1)Cin(τ3) + Cin(τ1)Cin(τ3 − τ2)
]

= 12ǫ4g(n)h(n). (117)

Coefficient of variation and serial correlation coefficient

Formulas for a given noise correlation function. The
coefficient of variation is given by the ratio of standard devi-
ation and mean of the 1st-order interval (i.e. ISI). If we take
into account that we measure time in units of the mean ISI,
we find

CV =

√

〈∆t21〉
〈t1〉

=
√
κ2,1, (118)

where κ2,1 is given by Eq. (116) with n = 1. Furthermore, we
can compute the SCC by using formula (116) for arbitrary n:

ρn =
〈∆t2n+1〉 − 2〈∆t2n〉+ 〈∆t2n−1〉

2〈∆t21〉
. (119)

If we further restrict ourselves to the leading order, we can
derive a much simplified expression for the SCC in terms
of the noise correlation function. In fact, writing 〈∆t2n〉 =
2ǫ2

∫ n
0

dτ2
∫ τ2

0
dτ1 Cin(τ1) + O(ǫ4) and accounting for the

symmetry of Cin(τ), we obtain from Eq. (119)

ρn =

∫ 1
0
dτ
∫ 1
0
dτ ′ Cin(n+ τ − τ ′)

∫ 1
0
dτ
∫ 1
0
dτ ′ Cin(τ − τ ′)

+O(ǫ2). (120)

In terms of the noise power spectrum, Eq. (70), this expres-
sion can be rewritten as

ρn =

∫

df Sin(f)sinc2 (f) e−2πifn

∫

df Sin(f)sinc2 (f)
+O(ǫ2). (121)

Formulas for a given matrix representation of the
Ornstein-Uhlenbeck process. To elucidate the general
structure of serial correlations, it is instructive to express the
SCC in terms of the drift matrix A and covariance matrix Σ
of the OUP. In leading order of ǫ, the variance of the nth-
order intervals reads

〈∆t2n〉 = 2ǫ2
(

bTΣ
(

AT
)−2

[

enAT − nAT − Id

]

b
)

+O(ǫ4),

where we assume that the drift matrix A is invertible. Setting
n = 1, we obtain the squared coefficient of variation:

C2
V = 2ǫ2bTΣ

(

AT
)−2

[

eA
T −AT − Id

]

b+O(ǫ4). (122)

Using Eq. (119), the leading order of the SCC can now be
written as

ρn =
bTΣ

(

AT
)−2

(

Id − eA
T
)2
e(n−1)AT

b

2bTΣ (AT)−2
[

eAT −AT − Id

]

b
+O(ǫ2). (123)

Apparently, the SCC has the simple exponential structure
ρn = cT1 e

(n−1)AT

c2 with constant vectors c1 and c2. That
means that the SCC is a linear combination of the entries in
the matrix exponential function e(n−1)AT

. In fact, let Q be
the constant matrix made up by the (generalized) eigenvec-
tors of AT. Then, AT can be diagonalized (or, or more gen-
erally, transformed into its Jordan normal form) through the
representation AT = QJQ−1. Thus, the SCC can be rewrit-
ten as

ρn = cT1 Qe(n−1)JQ−1c2 = dT
1 e

(n−1)Jd2, (124)

where the vectors d1 = Qc1 and d2 = Q−1c2 are con-
stant. In the special case, where AT is diagonalizable (i.e.AT

possesses d linearly-independent eigenvectors corresponding
to the eigenvalues λi, i = 1, . . . , d), the matrix exponen-
tial e(n−1)J is diagonal with the diagonal elements eλi(n−1).
Thus, the SCC is simply a superposition of the exponentials
eλi(n−1). Real eigenvalues contribute to exponential decays
with “rate” 1/λi. On the other hand, complex eigenvalues
lead to damped oscillations, which, however, might appear
rather irregular as eλi(n−1) is sampled at discrete integer val-
ues (Bauermeister et al 2013). In any case, the SCC decays
to zero for n → ∞ because, by assumption, the real parts of
the eigenvalues of the drift matrix are negative.

Cumulative correlations and Fano factor

The exponential structure of the SCC, Eq. (123), also allows
us to calculate the cumulative effect of serial correlation as
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expressed by the sum of all SCCs. Applying the formula for

the geometric series,
∑∞

n=1 e
(n−1)AT

=
(

Id − eA
T
)−1

, we

find

∞
∑

n=1

ρn =
bTΣ

(

AT
)−2

(

Id − eA
T
)

b

2bTΣ (AT)−2
[

eAT −AT − Id

]

b
+O(ǫ2). (125)

This sum also determines the long-term variability of the
spike train. Indeed, the fundamental relation (Cox and Lewis
1966a)

lim
t→∞

F (t) = 〈T 〉 lim
f→0

Sout(f) = C2
V

(

1 + 2

∞
∑

n=1

ρn

)

(126)

relates the Fano factor F (t) of the spike count or the power
spectrum Sout(f) of the output spike train to the second order
ISI statistics as expressed by the CV and the sum of SCCs.
The Fano factor is defined as the variance to mean ratio of
the spike count N(t) in the time window (0, t), i.e. F (t) =
〈∆N(t)2〉/〈N(t)〉 (note that, in this definition, the origin of
the time window is arbitrary; it does not have to coincide with
a spike time). The power spectrum of the output spike train
xout(t) =

∑

i δ(t − ti) is defined as the Fourier transform
of the spike train auto-correlation function, i.e. Sout(f) =
∫

dτ e2πifτ 〈xout(t)xout(t+ τ)〉. Using the expression for the
squared CV, Eq. (122), and the summed SCC, Eq. (125), the
long-time limit of the Fano factor is

lim
t→∞

F (t) = −2ǫ2bTΣ
(

AT
)−1

b+O(ǫ4). (127)

In order to obtain an approximation for the Fano factor
for arbitrary length of the time window t, we follow (Mid-
dleton et al 2003): If t is large and ǫ ≪ 1, the spike count
N(t) can be approximated by the free membrane potential
V (t) with V (0) ∈ [0, 1). Indeed, for weak noise we can as-
sume V̇ (t) > 0, so that the n-th spike time tn is equivalent
to the crossing of the n-fold threshold, i.e. V (tn) = n. This
implies that the deviation δV (t) = V (t) − N(t) is bounded
(in fact, 0 ≤ δV (t) < 1) and hence, N(t) = V (t)+O(1). This
relation still holds if we assume the specific initial condition
V (0) = 0. The trajectory of V (t) can then be obtained by
integrating Eq. (37):

V (t) = t+ ǫ

∫ t

0

dt′ η(t′). (128)

Thus, the mean and variance are

〈V (t)〉 = t,

〈∆V (t)2〉 = ǫ2
∫ t

0

dt′
∫ t

0

dt′′ Cin(t
′ − t′′) = 2ǫ2h(t),

where h(t) has been defined in Eq. (66). For large times, the
Fano factor is hence given by

Flarge(t) =
〈∆V (t)2〉
〈V (t)〉 +O(t−1) ≈ 2ǫ2

h(t)

t

= 2ǫ2bTΣ





(AT)−2
[

etA
T − tAT − Id

]

t



b. (129)

In the exact limit t → ∞ we re-obtain the leading-order
term of Eq. (127), which shows the consistency of the two
approaches.

For small time windows, the spike train can be regarded
as periodic given the weakness of the noise. This argument
holds irrespective of the specific correlation function of the
noise, which allows us to apply the same approximation as in
(Middleton et al 2003):

Fsmall(t) =
{t}(1− {t})

t
, (130)

where {t} = t−⌊t⌋ is the difference between t and the largest
integer ⌊t⌋ not exceeding t (sawtooth function). Following
(Middleton et al 2003), a uniform approximation on the whole
range of t can be obtained by adding the small and large time
approximations of the Fano factor:

F (t) ≈ Fsmall(t) + Flarge(t). (131)

A.3 Model of the synaptic input current

To test our theory (Figs. 3–9), we assume that the pool of
presynaptic neurons can be split up into NE excitatory and
NI = N − NE inhibitory neurons. Furthermore, the post-
synaptic synaptic currents induced by each spike are mod-
eled by the exponential impulse response functions jE(t) =
JEe−t/τE θ(t) and jI(t) = JIe−t/τIθ(t) with synaptic time
constants τE and τI (synaptic filtering). This corresponds to
the simple first order kinetics

τiİi = −Ii + Jiτi

Ni
∑

k=1

xi,k(t), i = E, I (132)

where xE/I,k(t) =
∑

j δ(t − t
(E/I,k)
j ) is the spike train ar-

riving at the k-th excitatory/inhibitory synapse. JE and JI
denote the synaptic efficacies. The mean synaptic current is
thus 〈Isyn(t)〉 = NEJEτEνE +NIJIτIνI , where we assumed
that excitatory and inhibitory neurons fire with rate νE and
νI , respectively.

In frequency domain, the synaptic filter becomes

|j̃i(f)|2 =
J2
i τ

2
i

1 + (2πτif)2
(133)

for i = E, I. In the special case, where the single presynaptic
spike trains are independent and have power spectra SE(f)
and SI(f), respectively, we find the power spectrum of the
synaptic current from Eq. (27):

SI(f) = NE |j̃E(f)|2SE(f) +NI |j̃I(f)|2SI(f). (134)

A.4 Signal encoded in a common rate modulation of

Poissonian inputs

To model the encoding of a continuous signal s(t), we assume
that s(t) represents the rate modulation of an inhomogeneous
Poisson process. Specifically, we assume that the k-th presy-
naptic spike train is a Poisson process with rate

rk(t) ≡ 〈xk(t)〉 = νk(1 + εks(t)).

Here, s(t) is common to all inputs and is modeled as a mean-
zero Gaussian process with power spectrum Ss(f). For the
correlation matrix, Eq. (25), we find

Skl(f) = νkδkl + εkεlνkνlSs(f).
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The power spectrum SI(f) of the total input current is
then given by Eq. (27), and the normalized spectrum is
Sin(f) = SI(f)/

∫

df SI(f). Specifically, we find for homo-
geneous excitatory and inhibitory neurons, where only the
excitatory population carries a signal (εE = ε > 0, εI = 0):

〈Isyn〉 = NEJEτEνE +NIJIτIνI

SI(f) = NEνE |j̃E(f)|2 +NIνI |j̃I(f)|2

+ ε2νE
2NE

2|j̃E(f)|2Ss(f). (135)

Powerlaw signal.A signal spectrum with a powerlaw decay
can be modeled by Eq. (15) (cf. (Sobie et al 2011)), where

N = 1
2
(1 − γ)/(f1−γ

2 − γf1−γ
1 ) is a normalization constant

ensuring unit variance, i.e.
∫

df Ss(f) = 1. The steepness
of the decay is quantified by the exponent γ. For γ = 0,
we recover a flat spectrum, i.e. white noise with a cut-off
frequency f2. For γ = 1, we obtain 1/f-noise (flicker noise),
which possesses strongly increased power at low frequencies.
For the sake of the following calculations, we restrict γ to
the range [0, 1). Furthermore, we assume the lower cut-off
to be small, f1 ≪ 1. Note that in the limit f1 → 0, we
have to require γ < 1 in order to have a signal with a finite-
variance. Taking this limit allows us to analytically derive
the statistical properties of the spike train on long times t
in the range 1 ≪ t ≪ f−1

1 . Nevertheless, in simulations we
keep a small lower cut-off f1 > 0 in order to resolve the low-
frequency components.

We are interested in the asymptotic behaviors

F (t) = ǫ2t

∫

df Sin(f)sinc
2(ft) (136)

ρn ∝
∫

df Sin(f)sinc
2(f)e−2πifn (137)

for 1 ≪ t ≪ f−1
1 , and 1 ≪ n ≪ f−1

1 , respectively. We will
exploit the property that sinc2(x) is negligibly small for x >
1. Thus, in Eq. (136) only frequencies f < 1 contribute to the
integral. Similarly, we can exploit the fact that for large n, the
term e−2πifn oscillates rapidly for f > 1. Thus, only small
frequencies f ≪ 1 contribute to the integral in Eq. (137).
This allows us to make the following approximations: First, if
f2 > 1, we can replace the upper cut-off frequency by infinity,
i.e. f2 → ∞, without changing the integrals in Eqs. (136) and
(137). Secondly, if we assume a time scale separation between
spiking and fast synaptic filtering dynamics, τE , τI ≪ 1, we
can replace the synaptic filter by

|j̃k(f)|2 ≡ J2
kτ

2
k

1 + (2πτkf)2
≈ J2

kτ
2
k , k = E, I, f < 1

because only frequencies f < 1 matter in the above integrals.
From Eq. (135) then follows that the normalized spectrum
has the form

Sin(f) =
σ2
sSs(f) + S0

σ2
I

(138)

with σs = εEJEτENEνE and S0 =
∑

k=E,I J
2
kτ

2
kNkνk. Using

Eq. (136) and (138), we find for the Fano factor

F (t) =
2ǫ2σ2

st

σ2
I

∫ ∞

0

Ss(f)sinc
2(ft) df + ǫ2

S0

σ2
I

≈

2ǫ2σ2
stN
σ2
I







∞
∫

f1

sinc2(ft)

fγ
df +

∫ f1

0
sinc2(ft) df

fγ
1






+ ǫ2

S0

σ2
I

≃ 2ǫ2σ2
sN

σ2
I

tγ
∫ ∞

f1t

x−γsinc2(x) dx+O(1), t≫ 1.

If the lower cut-off frequency f1 is still small enough such
that f1t ≪ 1, we can set the lower integration boundary to
zero. This yields

F (t) ≃ 2ǫ2σ2
sNC1

σ2
I

tγ +O(1), 1 ≪ t≪ 1/f1, (139)

where C1 = 2(2π)γ−1Γ (−1− γ) sin
(

πγ
2

)

.
To get the behavior of the SCC for large lags n, we can

again set f1 to zero. Ignoring prefactors we find

ρn ∝
∫ ∞

0

df [σ2
sSs(f) + S0]sinc

2(f) cos(2πfn)

∝
∫ ∞

0

df f−γsinc2(f) cos(2πfn)

∝ (n+ 1)1+γ − 2n1+γ + (n− 1)1+γ

For large n, we can approximate (n ± 1)1+γ ≈ n1+γ ± (1 +

γ)nγ + γ(1+γ)

2
nγ−1, hence

ρn ∝ nγ−1, 1 ≪ n≪ f−1
1 .

A.5 Inverse Gaussian input

To model non-Poissonian input spike trains with a CV smaller
or larger than unity, we assume presynaptic spike trains to
be renewal processes with an inverse Gaussian ISI density:

P (T ; ν, CV) =
1

√

2πC2
VνT

3
exp

[

− (νT − 1)2

2C2
VνT

]

. (140)

This distribution is parametrized by the rate ν and the co-
efficient of variation CV. The spike train power spectrum is
given by (Stratonovich 1967)

SIG(f ; ν, CV) =
1− |P̃ (f ; ν, CV)|2
|1− P̃ (f ; ν, CV)|2

,

where P̃ (f ; ν, CV) is the Fourier transform of the inverse
Gaussian, Eq. (140), given by

P̃ (f ; ν, CV) = exp

[

1−
√

1− 4πiC2
Vf/ν

C2
V

]

(Holden 1976; Bulsara et al 1994; Chacron et al 2005). The
power spectrum of the synaptic current is then, according to
Eq. (27):

SI(f) = NE |j̃E(f)|2SIG(f ; νE , CV)

+NI |j̃I(f)|2SIG(f ; νI , CV).

A.6 Synapses with short-term plasticity

Following (Dittman et al 2000; Merkel and Lindner 2010), we
use a deterministic model for the synaptic dynamics. A presy-
naptic spike at the ℓth synapse causes a postynaptic response
with the history-dependent weight Aℓ(t) = Fℓ(t)Dℓ(t), where
facilitation is governed by

Fℓ(t) = F0 + ((1− F0)
−1 + F−1

C,ℓ(t))
−1,

ḞC,ℓ(t) = −FC,ℓ(t)/τF +∆ · xℓ(t),



Neural spiking statistics under general Non-Poissonian stimulation 21

and where depression dynamics obey

Ḋℓ(t) = (1−Dℓ(t))/τD − Fℓ(t
−)Dℓ(t

−) · xℓ(t).

Here, xℓ(t) is the presynaptic spike train, F0 is the intrin-
sic release probability, ∆ quantifies the strength of facilita-
tion and τF (τD) is the timescale of facilitation (depression).
Above, we have compared the limit cases of pure facilitation
and pure depression, which corresponds to setting Dℓ(t) ≡ 1
(pure facilitation) or Fℓ(t) ≡ F0 (pure depression).

A.7 Nonlinear integrate-and-fire models

Using the PRC, Eq. (18), the deviation of the ith ISI from
its mean is given by

δTi ≡ Ti − 〈T 〉 = −σ
∫ 〈T〉

0

dt Z(t)η(ti−1 + t).

This allows us to compute the serial correlations:

〈δTiδTi+k〉 =

σ2

∫ 〈T〉

0

dt

∫ 〈T〉

0

dt′ Z(t)Z(t′)〈η(ti−1 + t)η(ti+k−1 + t′)〉

= σ2

∫ 〈T〉

0

dt

∫ 〈T〉

0

dt′ Z(t)Z(t′)Cin(ti+k−1 − ti−1 + t′ − t)

= σ2

∫ 〈T〉

0

dt

∫ 〈T〉

0

dt′ Z(t)Z(t′)Cin(tk + t′ − t).

If Cin(t) does not change rapidly, we can approximate tk ≈
k〈T 〉 in the last equation. Hence

〈δTiδTi+k〉

≈ σ2

∫ 〈T〉

0

dt

∫ 〈T〉

0

dt′ Z(t)Z(t′)Cin(k〈T 〉+ t′ − t)

= σ2〈T 〉2
∫

df Sin(f)|Z̃(f)|2e−2πif〈T〉k,

where Z̃(f) = 1
〈T〉

∫ 〈T〉
0

dt Z(t)e2πift. From this follow

Eqs. (19) and (20).

The sum of all SCCs evaluates to

∞
∑

n=1

ρn =
1

2

(

σ2Z̃(0)2

C2
V〈T 〉 S(0)− 1

)

,

where Z̃(0) is equal to the average PRC obtained by averaging
over the interval [0, 〈T 〉]. Furthermore, using Eq. (126) we
obtain the long-time limit of the Fano factor or, equivalently,
the spike train power spectrum in the zero-frequency limit as
follows

lim
t→∞

F (t) = 〈T 〉 lim
f→0

Sout(f) =
σ2Z̃(0)2

〈T 〉 S(0).

This equation implies that for any neural oscillator driven by
weak colored noise, the spike count diffusion coefficientDeff =
Sout(0)/2 is proportional to the intensity Dη = S(0)/2 of the
input noise, irrespective of the nonlinearity.
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