
12002 |  Phys. Chem. Chem. Phys., 2022, 24, 12002–12010 This journal is © the Owner Societies 2022

Cite this: Phys. Chem. Chem. Phys.,

2022, 24, 12002

Statistical vibrational autodetachment and
radiative cooling rates of para-benzoquinone

Mark H Stockett, *a James N Bull, b Henning T Schmidt a and
Henning Zettergren a

We report measurements of the statistical vibrational autodetachment (VAD, also called thermionic

emission) and radiative cooling rates of isolated para-benzoquinone (pBQ, C6H4O2) radical anions using

the cryogenic electrostatic ion storage ring facility DESIREE. The results are interpreted using master

equation simulations with rate coefficients calculated using statistical detailed balance theory. The VAD

rate is determined by measuring the time-dependent yield of neutral pBQ due to spontaneous electron

emission from a highly-excited ensemble of anions formed in an electron-attachment ion source.

Competition with radiative cooling quenches the VAD rate after a critical time of tc = 11.00(5) ms.

Master equation simulations which reproduce the VAD yield provide an estimate of the initial effective

vibrational temperature of the ions of 1100(20) K, and provide insight into the anion formation scenario.

A second measurement of the radiative cooling rate of pBQ� stored for up to 0.5 s was achieved using

time-dependent photodetachment action spectroscopy across the 2Au ’ 2B2g and 2B2u ’ 2B2g

transitions. The rate at which hot-band contributions fade from the action spectrum is quantified by

non-negative matrix factorisation. This is found to be commensurate with the average vibrational energy

extracted from the simulations, with 1/e lifetimes of 0.16(3) s and 0.1602(7) s, respectively. Implications

for astrochemistry are discussed.

1 Introduction

Quinones are ubiquitous links in biochemical electron trans-
port chains, including the classic Z-scheme of photosynthesis.1

para-Benzoquinone (pBQ, C6H4O2, Fig. 1) is considered the
archtypical ‘‘electrophore’’ of the quinone family. Previous
studies have found that isolated pBQ has the ability to capture
and retain electrons,2–4 and that its electronic structure is only
weakly perturbed by environmental interactions such as nano-
solvation.5,6

Quinones may also play a role in the chemistry of interstellar
clouds.7,8 For example, irradiation of Polycyclic Aromatic
Hydrocarbons (PAHs) in cosmic ice analogs is known to effi-
ciently produce quinone-functionalised species in laboratory
experiments.9–14 In dark interstellar clouds, where functiona-
lised aromatic molecules have been recently observed,15,16

molecular anions are thought to be the dominant carriers of
negative charge.17 Given their efficient electron capture
dynamics and high electron affinities, quinone functionalised
PAHs, dubbed QPAHs, could contribute significantly to this

role even if they are present in low concentrations relative to
non-functionalised PAHs.

The aim of the present study is to provide benchmark data
for astrochemical models considering the role of QPAH anions
in space. pBQ� is chosen as the target molecule due to the
wealth of knowledge about its formation process and spectro-
scopy in vacuo. We focus on the destruction side of the anion
lifecycle, measuring the absolute neutralisation rate of pBQ�

by statistical Vibrational Autodetachment (VAD, also called
thermionic emission). Radiative cooling by emission of infra-
red photons corresponding to vibrational transitions of pBQ�

competes with VAD at energies close to the electron affinity. We
determine the rates for VAD and radiative cooling by measuring

Fig. 1 Schematic illustration of one of the two DESIREE ion storage rings.
Ions follow the trajectories of the solid arrows. Neutrals formed in the
upper straight section are detected with the Glass Plate/MCP. Inset:
Structure of pBQ.

a Department of Physics, Stockholm University, Stockholm, Sweden.

E-mail: Mark.Stockett@fysik.su.se
b School of Chemistry, University of East Anglia, Norwich, UK

Received 29th January 2022,
Accepted 2nd May 2022

DOI: 10.1039/d2cp00490a

rsc.li/pccp

PCCP

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

2 
M

ay
 2

02
2.

 D
ow

nl
oa

de
d 

on
 9

/3
0/

20
23

 1
0:

32
:0

9 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue

https://orcid.org/0000-0003-4603-5172
https://orcid.org/0000-0003-0953-1716
https://orcid.org/0000-0002-8209-5095
https://orcid.org/0000-0002-2493-4161
http://crossmark.crossref.org/dialog/?doi=10.1039/d2cp00490a&domain=pdf&date_stamp=2022-05-07
https://rsc.li/pccp
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2cp00490a
https://pubs.rsc.org/en/journals/journal/CP
https://pubs.rsc.org/en/journals/journal/CP?issueid=CP024019


This journal is © the Owner Societies 2022 Phys. Chem. Chem. Phys., 2022, 24, 12002–12010 |  12003

the time-dependent yield of neutral pBQ due to spontaneous
electron emission from a highly-excited ensemble of anions
formed in an electron-attachment ion source. The results of
master equation simulations, with rate coefficients calculated
from detailed balance expressions, are in agreement with the
experimental result, given reasonable assumptions about the
initial vibrational energy distribution of the ensemble.

To further validate our statistical model, we perform two-
dimensional (i.e. storage-time dependent) action spectroscopy
on the stored anions up to 0.5 s after formation. The rates at
which partially-resolved spectral features vary in relative inten-
sity with storage time are extracted from the 2D action spectra
using non-negative matrix factorisation, and agree with the
results of our simulations. On longer timescales of up to 5 s, the
anion spectrum asymptotically approaches one resembling
room temperature.

2 Materials and methods
2.1 Experiments

Experiments were conducted using the Symmetric Ring of
the DESIREE (Double ElectroStatic Ion Ring ExpEriment) infra-
structure at Stockholm University.18 Cryogenic cooling of the
storage ring, which is schematically shown in Fig. 1, to a
temperature of approximately 13 K results in a residual gas
density on the order of B104 cm�3, consisting mosly of H2.19

These conditions enable isolation of reactive ions in a collision
free environment for hours.20,21 Cryogenic electrostatic ion
storage devices like DESIREE feature sampling times exceeding
1 s, which is suitable for observing delayed processes such as
statistical VAD that are relevent for astrochemistry.22,23

pBQ (Sigma-Aldrich 498%) was sublimed from powder in a
resistively heated (310 K) ampule connected to a home-built
electron-attachment ion source based on the design of Yamada
et al.24 Anions extracted from the source were accelerated to
10 keV. Mass-selected beams of pBQ� (m/z = 108) were stored in
the DESIREE ion storage ring illustrated in Fig. 1.

After ion injection into the DESIREE storage ring, neutral
products are formed from ions that still possess significant
internal energy from their formation in the ion source. Neutrals
formed in the observation arm (upper straight section in Fig. 1)
of the storage ring continue to travel with high velocity towards
the detector system. Neutrals striking this detector impact a
glass plate with a graphene coating which emits secondary
electrons that in turn are detected by the micro-channel plate
(MCP). This arrangement allows for colinear overlap of the laser
light with the ion beam in this straight section. The detector
utilises custom ultra-high dynamic range MCPs (Photonis) that
are suitable for high count rates at cryogenic temperatures.25

The measured neutral yield R (t), in counts per revolution, is
related to the absolute decay rate G (t) by:

RðtÞ ¼ edetLIstoredNcyc

f 2C
GðtÞ; (1)

where f = 15.18 kHz is the revolution frequency of the ions
in the ring, C = 8.7 m is the circumference of the storage ring,

L = 0.95 m is the length of the observation arm, Istored is stored
ion beam current measured at the end of each storage cycle
using the Faraday cup (Fig. 1), Ncyc = 6400 is the number of
storage cycles over which R(t) is accumulated, and edet = 0.09(3)
is the MCP detector efficiency. The detector efficiency is deter-
mined by equating the background count rate due to collisions
between pBQ� and residual gas with the inverse beam storage
lifetime 1/tstore, found by measuring Istored with varying storage
times.26 Eqn (1) assumes the fraction of ions decaying over the
storage cycle is small.

An OPO laser system (EKSPLA NT242, 1 kHz frequency,
5 mJ per pulse unfocused) provided light at wavelengths resonant
with the electronic transitions of pBQ� (405–560 nm). Only
prompt photo-action was observed, yielding a single peak of
laser-induced signal over background following each laser shot,
delayed by the flight time to the detector. Each signal peak is
integrated and the counts in a background window are sub-
tracted to give a net laser-induced signal. The laser wavelength
was incremented between ion injections to record two-
dimensional (2D, i.e. storage-time dependent) action spectra.

The 2D action spectra were analysed by non-negative matrix
factorisation (NMF). NMF is a variational method where the
data matrix X, which is composed of action spectra recorded at
n different storage times and m laser wavelengths, is approxi-
mated as X = WH. H is an l � m array of l o n, m latent
component spectra with time-dependent weights given by W.
We choose l = 2 components, with an initial guess for H being
two spectra of random numbers. We employ a multiplicative
update solver to minimise the Kullback–Leibler divergence
||X–WH||KL, as implemented in the NMF routine in the
scikit-learn package written in Python.27 Our best estimates of
W and H are taken as the mean values of the results of 128 runs
of the algorithm with different initial random seeds, with
uncertainties given by their standard deviations. Compared to
other dimensionality-reduction procedures such as principal
component analysis, NMF includes the constraint that W and H
are strictly non-negative, corresponding to the physical con-
straint that the neutral yield must be non-negative. This leads
to the straightforward interpretation of the component spectra,
but with the caveat that we must choose the number l of
components to model a priori. For the datasets presented here,
attempts to fit models with l 4 2 components resulted in
components representing only spurious statistical fluctuations.

2.2 Simulations

Our master equation simulation approach has previously been
sucessfully applied to carbon cluster anions29,30 and PAH
cations.26,31,32 The rate coefficient for statistical VAD is
obtained from the detailed balance expression:33

kVADðE; eÞ ¼
2me

p2�h3
scðeÞ

r0 E � Ea � eð Þ
rmðEÞ

(2)

where E is the total vibrational energy, e is the kinetic energy of
the outgoing electron which has mass me, Ea = 1.860 eV is the
electron affinity,28 r0 and rm are the vibrational level densities of
the neutral and anion computed using the the Beyer–Swinehart
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algorithm.34 Vibrational frequencies of neutral and anionic pBQ
used in the algorithm were calculated at the oB97X-D/aug-cc-
pVTZ level of theory using Gaussian 16.B01 and included quartic
anharmonic corrections.35

The electron capture cross section of the neutral is approxi-
mated by the Langevin cross section:33

sc ¼
2aqe2

e4pe0

� �1=2

(3)

where a = 11.229 Å3 is the polarisability volume of pBQ.36

It is worth noting that the term VAD is also used by the
photoelectron spectroscopy and femtosecond/picosecond time-
resolved dynamics community to explain non-statistical auto-
detachment processes facilitated by certain vibrational modes.
In those cases, autodetachment occurs from excited electronic
states or dipole-bound states before statistical intramolecular
energy redistribution occurs. The statistical VAD mechanism in this
work (called thermionic emission in photo–electron literature) is
due to electron loss from the ground electronic state of the anion
after intramolecular energy redistribution.

The infrared (vibrational) radiative cooling rate coefficient
kIR is calculated within the Simple Harmonic Cascade approxi-
mation:37

kIRðEÞ ¼
X
s

ksðEÞ ¼
X
s

As

Xn�E=hns
n¼1

rm E � nhnsð Þ
rmðEÞ

; (4)

where n is the vibrational quantum number, and hns and As are
the transition energy and Einstein coefficient of vibrational
mode s, taken from our DFT calculations. Previous studies have
shown that the infrared cooling rates predicted by this model
are accurate to within a factor of two.26,29,30

There are no known electronic excited states of pBQ�

situated below the detachment threshold, and thus recurrent
fluorescence38 – radiative cooling by optical emission from
thermally populated excited states – is not expected to be
relevant in the present experiments. Starting from an initial
vibrational energy distribution g(E, t = 0) normalised such thatÐ
gðE; t ¼ 0ÞdE ¼ 1, radiative cooling propagates the distribution

according to the Master equation:

d

dt
gðE; tÞ ¼

X
s

ks E þ hnsð Þg E þ hns; tð Þ � ksðEÞgðE; tÞ½ �: (5)

The first term in brackets represents n + 1- n emission from
levels above E while the second is n- n � 1 emission to levels
below E. Dissociation depletes the population by dg (E, t)/dt = �
kd(E)g(E, t) = � G(t). The time step dt is chosen to match the
experimental data, with 32 extra points prior to the first
experimental time bin to allow for the ion transit time from
the source to the storage ring.

The inset of Fig. 2 shows the survival probability of pBQ�

derived from a series of simulations initialised with mono-
energetic vibrational energy distributions. Radiative cooling
competes with VAD for vibrational energies up to about
0.2 eV above Ea. This range corresponds roughly to the energy

of the dominant IR-active transition, the asymmetric stretch at
1545 cm�1.

3 Results
3.1 Neutralisation rate

The neutral yield from source-heated pBQ� is shown in Fig. 3. The
right vertical axis gives the experimental counts per revolution
accumulated over 6400 storage cycles. The left vertical axis is the
neutralization rate given by eqn (1). At early times, the rate follows
a power law G(t) p 1/t, which is typical for ensembles of
molecules with broad energy distributions.39 After a critical
time tc, an exponential cutoff is observed and interpreted as
‘‘quenching’’ of the neutralization process by competition with

Fig. 2 Calculated rate coefficients for infrared radiative cooling (kIR)
statistical vibrational autodetachment (kVAD) of pBQ�. The inset shows
the survival probability near the electron affinity Ea = 1.860 eV.28

Fig. 3 Neutral yield from pBQ� formed in an electron attachment ion
source. The uncertainty in the experimental count (‘‘Expt.’’) is given by the
shaded area. The curve labelled ’’Fit’’ is a fit to eqn (6). The collision-limited
beam storage lifetime is tstore = 250(90) s. Two simulation results
are shown for the best fit parameters from the two formation scenarios
(see text).
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radiative cooling,40 giving the decay rate:

GðtÞ / 1

t
e�t=tc : (6)

The dotted curve labeled ‘Fit’ in Fig. 3 is a fit to this equation.
The constant count rate at times 4100 ms is due to collisions
with residual gas in the storage ring which limit the beam
storage lifetime tstore = 250(90) s; the detector dark count rate
has been subtracted. As has been noted in previous studies,30 the
fitted value of tc = 11.00(5) ms is close to the inverse of the
calculated infrared radiative cooling rate coefficient (Fig. 2) at
the electron binding energy i.e.1/kIR (Ea) = 15 ms.

We have simulated the neutralisation rate using the master
equation approach described in Section 2.2. To model the
initial vibrational energy distribution g (E, t = 0), we considered
two scenarios for the formation of pBQ�: (I) electron attachment
to isolated pBQ, and (II) stabilisation of nascent hot anions
through collisions with background gas in the ion source and/or
attachment to pBQ clusters. Formation of pBQ� is known to
occur by electron attachment to the 2Au shape resonance lying
B1 eV above the neutral ground state followed by rapid internal
conversion to the anionic 2B2g ground state.2,41 However, both
time-resolved and frequency-resolved photo–electron experi-
ments on pBQ� have shown that the 2Au state has a sub-
picosecond lifetime, decaying mainly through autodetachment,
with internal conversion being a minor channel.3,28 Thus, we do
not expect electron attachment to isolated pBQ (scenario I) to be
particularly efficient. However, experiments have shown that for
larger molecular derivatives,42 or anionic gas–phase clusters of
pBQ,4 internal conversion is significantly more efficient. Clusters
of pBQ have been shown to readily form in evaporation-based
ion sources, with excitation of resonance states (here by
electron attachment) leading to dissociation of the complexes.4

Dissociation of the complexes dilutes the vibrational excitation,
helping to stabilise the resulting free anion.

Including the vertical electron attachment energy, but
ignoring the small contribution to the internal energy from
the 310 K oven from which the molecules are sublimated,
electron attachment via the 2Au resonance gives about 2.5 eV
of vibrational energy after internal conversion.3 For scenario I,
we assume a Gaussian initial energy distribution centered
at this energy, with the width taken as a free parameter. In
scenario II, we assume a Boltzmann distribution of vibrational
energy with the vibrational temperature taken as a free para-
meter. In either scenario, the decay rate within the time window
of the experiment is determined by the population density in a
small interval above the adiabatic electron affinity Ea; ions with
more than B0.5 eV vibrational energy above Ea decay before
reaching the storage ring.

The results of our simulations are plotted in Fig. 3. For each
formation scenario, we find the parameter (Gaussian width or
Boltzmannian temperature T) that minimises the w2 between
the experimental and simulated decay rates. Scenario II with
an initial temperature of T = 1100(20) K reproduces the
experimental result satisfactorily. For scenario I, a Gaussian
width of 0.2 eV (FWHM 0.47 eV) comes closest to reproducing

the experimental result, and is consistent with the width of
the shape resonance from photo-detachment spectroscopy
measurements3, but overall the agreement is poor. Thus the
data support scenario II and we adopt the initial temperature of
T = 1100 K in our remaining analysis.

The Langevin cross section assumed in calculating the kVAD

(eqn 2) is usually considered as an upper limit. As has been
noted previously,30 simulated neutralisation rates based on
eqn 2 are rather insensitive to the absolute scaling of kVAD.
In the present case, reducing kVAD by a factor of 10�3 requires
only a slight change in the initial temperature (to T = 1180(20) K)
to achieve agreement with the absolute rate measured in the
experiment, although this agreement is notably poorer than for
the simulation shown in Fig. 3.

3.2 Action spectroscopy

Time slices through the 2D action spectrum spanning the
2Au ’ 2B2g and 2B2u ’ 2B2g transitions of pBQ� are presented
in Fig. 4. The neutral yield at the peak of the 2B2u ’ 2B2g

transition (E440 nm) increases with storage time, while hot-
band contributions at wavelengths longer than 500 nm
fade with time. These spectral changes can be quantified using
Non-negative Matrix Factorisation (NMF, see Section 2.1).

The NMF-factorised action spectra Hi (i = 0,1) are plotted in
the middle panel of Fig. 4, along with the total time-integrated
action spectrum, all normalised so that the wavelength-
integrated area is unity. The uncertainty in the factorised data
includes both the experimental counting statistics and the
variation in the result of the NMF algorithm initialised with
different random seeds. The NMF reconstruction explains
about 52% of the variation in the experimental data. We
interpret H0 and H1 as ‘cold’ and ‘hot’ components, respectively.
Relative to the total action spectrum, H0 is more intense at
440 nm while H1 is more intense at wavelengths longer than
500 nm. The weights of these components Wi are plotted in the
lower panel of Fig. 4 and are highly symmetric, implying that the
spectrum transforms from hot to cold as vibrationally excited
states relax. The timescale for this transformation, from a
combined single exponential fit to W0 and W1, is 0.19(2) s. Note
that this is an average rate across the whole spectrum, which
includes multiple transitions with hot-band contributions that
decay at different rates.

Our master equation simulations readily provide an inter-
pretation of the data in Fig. 4. The initial and final vibrational
energy distributions g(E, t), t = 0 s and t = 0.5 s, are shown in
Fig. 5. The distributions have little overlap and are roughly
equal at an energy Ex = 0.57 eV, indicated by the vertical dashed
line. The cumulative sum along the time dimension of the
simulated g(Ex, t) gives the fractions of the population above/
below Ex, which is plotted in the inset. These sums, which are
symmetric by construction, transform with an exponential time
constant of 0.206(7) s, which closely matches the experimental
lifetimes determined from W0 and W1, 0.19(2) s. This supports
our identification of the NMF-factorised component spectra
with those of hot/cold ions with vibrational energies above/
below Ex. The difference in the relative amplitudes between
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experiment and simulation may be attributable to differing
absorption probabilities for the hot and cold ions.

For a more quantitative comparison to calculated vibrational
relaxation rates, we present the time-sliced 2D spectrum in
Fig. 6, which includes only wavelength region longer than
500 nm where hot-bands contribute most exclusively. According
to the NMF analysis, nearly all the time variation in this
wavelength region is due to the diminution of the hot compo-
nent H1 with a time constant of 0.16(3) s, while the cold
component H0 rapidly increases to a plateau with a time
constant of 0.03(7) s. For comparison, single exponential fits of
the time series at each wavelength give lifetimes increasing
monotonically from 0.066(11) s at 555 nm to 0.5(2) s at
505 nm, with a variance-weighted average lifetime of 0.130(7) s.
Here, the NMF reconstruction accounts for about 73% of the
experimental variation, but the uncertainty in the components is
larger than the previous spectrum (Fig. 4) as a wider range of
solutions reproduce the relatively soft features in Fig. 6.

Previous studies of carbon cluster anions have identified the
decay rate of hot-band contributions to their photodetachment
spectra with that of the average vibrational energy of the
ensemble Eavg.29 This holds also for pBQ�. The decay lifetime
for Eavg from our master equation simulations (plotted in Fig. 6)
is 0.1602(7) s, in good agreement with the experimental lifetime
of W1 of 0.16(3) s.

The increase at short times of the cold component may be
interpreted as a recovery of low-lying vibrationally excited states
by radiative relaxation. The recovery rate is nearly equal to the
exponential lifetime of the cumulative sum of the fraction of
the population distribution below a vibrational energy of about
1.5 eV. At this energy, the infrared rate coefficient is nearly
equal to the inverse lifetime of the cumulative sum. Such
highly-excited ions, evidently, are outside the region of favourable
Franck–Condon overlap with the low-energy edge of the 2Au ’
2B2g transition. This cutoff energy may be a measure of the change
in geometry between the neutral and anionic ground states, which

Fig. 4 Upper: Time-sliced 2D action spectrum over main absorption bands of
pBQ�. The width of the markers shows the increment of the laser wavelength,
the measured wavelengths are at the centers of the markers. The error bars are
slightly offset for clarity. Middle: NMF-factorised action spectra Hi and total
integrated spectrum. Lower: Weights Wi of NMF components and time depen-
dence of wavelength-integrated yield; solid lines are single exponential fits.

Fig. 5 Initial (t = 0 s, T = 1102 K) and final (t = 0.5 s) vibrational energy
distributions from master equation simulations. The dashed vertical line
indicates Ex = 0.57 eV, where the distributions cross. The Boltzmann
distribution (T = 472 K) corresponding to the average vibrational energy
of the final distributions is included for comparison. The inset shows the
cumulative sums of the distributions above and below Ex.
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is large for pBQ.3 Similar effects have been observed previously for
carbon cluster anions.29,30

Finally, in Fig. 7, we give a higher resolution action spectrum
across the low-energy bands of pBQ�. This spectrum is a simple
time-integration of the photoneutral yield from 0.5 to 5.0
seconds storage time. As the time-evolution of the action
spectrum appears nearly complete after 0.5 s, this represents
the ‘cold’ action spectrum. Vibronic features of both the 2Au ’
2B2g and 2B2u ’ 2B2g transitions are observed. The spectral
features generally agree with a simulated T = 300 K Franck–
Condon profile given by the sticks in Fig. 7, where the inten-
sities of the main contributing transtions were taken from
Kunitsa and Bravaya,44 but with the adiabatic (0–0) transition
energies from Horke et al.2 and the present anharmonic vibra-
tional frequencies. The previously reported5 anion depletion
action spectrum is also given in Fig. 7. This spectrum was
recorded for pBQ� formed by electrospray ionisation and
thermalised to room temperature in a linear ion trap prior to
laser excitation. Finally, the absorption spectrum of pBQ�

isolated in an Ar matrix at 13 K is included for comparison.43

The matrix spectrum has been blue-shifted by 0.05 eV to align
with the gas–phase spectrum.

The above comparisons of earlier data to the present results
suggest that after 0.5 s, the stored ion ensemble has reached an
internal energy distribution at which its action spectrum more
closely resembles that of room temperature ions than that of
ions in a cryogenic matrix. Indeed, the asymptotic value of
the average vibrational energy (Fig. 6) corresponds to roughly
T = 470 K, according the caloric curve calculated from the
vibrational frequencies. This value is nominal as the energy
distribution is not Boltzmannian, but qualitatively confirms the
above observation. The vibrational energy distribution for T =
472 K is included in Fig. 5 for comparison to the simulated
distribution after 0.5 s. That the ions do not continue to cool to
the 13 K ambient temperature of the storage ring is due to the
very low cooling rate at such low vibrational temperatures. Due
to the high symmetry of pBQ, more than half of the vibrational

Fig. 6 Upper: Time-sliced 2D action spectrum of pBQ� hot-bands. The width
of the markers shows the increment of the laser wavelength, the measured
wavelengths are at the centers of the markers. The error bars are slightly offset
for clarity. Middle: NMF-factorised action spectra Hi and total integrated
spectrum. Lower: Weights Wi of NMF components and time dependence of
wavelength-integrated yield; solid lines are single exponential fits. Average
vibrational energy from the simulations is given on right vertical axis.

Fig. 7 ‘Expt.’: Action spectrum of pBQ� integrated over 0.5–5 s storage
time. ‘Depl.’: ion depletion action spectrum for room temperature pBQ�.5

‘Matrix’: absorption spectrum of pBQ� in a 13 K Ar matrix.43 The sticks
are calculated positions of vibronic transitions and their intensities at
T = 300 K.
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modes are infrared inactive, which leads to trapping of the
population in dark states, at least in the simulation. Further
cooling on longer timescales may occur through anharmonic
couplings with nearby bright levels.

The DESIREE cold spectrum shows vibrational structure
over the 2Au band consistent with that observed in the matrix
isolation studies.43,45 Here we can observe that the first few
vibronic transitions of the 2Au ’ 2B2g transition are suppressed
in the matrix spectrum relative to the present gas–phase data.
This is unsurprising given the significant difference in equili-
brium geometry between the two states. This suppression is
relieved at the elevated vibrational temperature of the present
experiment. In both spectra the width of vibronic peaks is
consistent with the lifetime-broadened lineshape of the 2Au

transition observed by Schiedt and Weinkauf in their cryogenic
photodetachment spectrum.28

4 Summary and conclusions

We have measured the neutralisation rate of hot pBQ radical
anions isolated in a cryogenically cooled electrostatic storage
ring. Master equation simulations using rate coefficients from
detailed balance reproduce the absolute decay rates across
three orders of magnitude in time, and enable us to discrimi-
nate between different possible anion formation scenarios. An
improved method based on Non-negative Matrix Factorisation is
presented for extracting cooling rates from two-dimensional
action spectra. The results confirm that vibrational energy of the
ions decreases to that of room temperature ions within 0.5 s from
ion formation, and that further cooling through IR emission is
inefficient on our experimental timescale. Hot band contributions
to the action spectrum decrease at a rate commensurate with the
average internal energy from the simulations.

The Boltzmannian initial distribution of vibrational energy
consistent with our experimental results indicates that long-
lived pBQ� may be formed by attachment to pBQ clusters or
through collisional stabilisation of hot pBQ� by background
gas in the ion source. The latter mechanism is unlikely in
interstellar clouds. Electron capture by QPAHs clustered in very
small grains or adsorbed on ice mantles in such clouds could
lead to thermal desorption and be a source of molecular
anions.8 Furthermore, because the electron affinity increases
with clusterisation, we expect that some of the unbound
electronic excited states will become bound with clusterisation,
providing an alternative and longer-lifetime route for internal
conversion. In the interstellar medium, such clusterisation
perturbation may be provided by adsorption onto a dust grain
or through coordination with species like PAHs or water
molecules.

Compared to pBQ, larger and/or substituted QPAHs with
either valence- or dipole-bound electronic states close to the
detachment threshold may be more likely to form stable anions
upon electron capture by free molecules,46 due both to the
lower excess vibrational energy and the possibility for efficient
radiaitve stabilisation by recurrent fluorescence. The present

experiments show rate coefficients approximated by statistical
theories provide a reliable guide to computational searches for
QPAHs with these favourable qualities.
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S. Leontein, L. Liljeby, P. Löfgren, B. Malm, S. Mannervik,
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P. Reinhed, P. Löfgren, L. Brännholm, M. Blom,
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