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In this work we demonstrate numerically that the nonlinearity provided by a continuously driven
two-level system (TLS) allows for the generation of Wigner-negative states of the electromagnetic
field confined in one spatial dimension. Wigner-negative states, a.k.a. Wigner nonclassical states,
are desirable for quantum information protocols beyond the scope of classical computers. Focusing
on the steady-state emission from the TLS, we find the largest negativity at the drive strength where

the coherent reflection vanishes.

Introduction.— In this Letter we present the calcu-
lation of the Wigner function of one-dimensional (1D)
steady-state resonance fluorescence. Resonance fluores-
cence, the spontaneous emission from a two-level system
(TLS) driven by a resonant electromagnetic field [1], is
one of the simplest theoretical models for studying the
light-matter interaction. Despite its basic structure, this
model exhibits very rich phenomena, including photon
antibunching [2], squeezing in the scattered field of a very
weak drive [3], and an inelastic scattering spectrum (Mol-
low triplet) for a strong drive [4].

The Wigner function [5-7], a quasi-probability distri-
bution which allows for a description of quantum me-
chanics in phase space, recently gathered relevance in
the context of continuous variable (CV) quantum infor-
mation [8, 9]. This is because it allows to discern the
class of states necessary for achieving a quantum advan-
tage over classical simulations. This class corresponds
to Wigner-negative states, i.e, states characterized by
a negative Wigner function [10-12]. Assuming a coher-
ent drive, a nonlinearity is required in order to generate
Wigner negativity.

The TLS is a nonlinear medium interacting with the
incoming radiation, causing the reflection (transmission)
to be dependent on the intensity of the radiation. In or-
der to avoid a spatial mode mismatch between incoming
and scattered fields, it is desirable to confine the emis-
sion to a single spatial dimension. Artificial 1D systems
provide an ideal testbed for studying the light-matter in-
teraction due to its enhancement as a consequence of the
confinement [13-19].

Here we study the resonant scattering from a TLS in
front of a mirror. The mirror serves two purposes. First,
it avoids the loss of information due to an unobserved
channel: a transmitted component. Second, and more
important, it has been demonstrated that in this config-
uration it is possible to cancel the coherent component of
the scattered field [20, 21]. It is known that this setup al-
lows for single-photon generation when the TLS is driven
with a pulse. Prominent examples of this are supercon-
ducting circuits [22-25] and quantum dot [26-29] setups.
Single photons have no classical counterpart and are cor-
respondingly characterized by a negative Wigner func-
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FIG. 1. (Color online) Two-level system (TLS) in front of
a mirror. The TLS is continuously driven with a coherent
field of amplitude 2. In order to reconstruct the state of the
output field it is necessary to filter it in time. Here we use a
boxcar filter of width 7.

tion. Still, the question of steady-state emission from
a continuously driven TLS remains. In contrast to the
pulsed scheme for which the exponential decay of the
TLS gives a known probability of detecting the emitted
photon in time, we lack this information when driving
continuously. The uncertainty in the emission time of the
photon enhances the role of the vacuum in the emitted
state. Additionally, Fock states other than the vacuum
and a single-photon may contribute to the output field.
In this Letter we explore if the nonlinearity of a continu-
ously driven TLS suffices to generate Wigner nonclassical
states of light. Furthermore, in contrast to nondetermin-
istic nonlinear operations commonplace in quantum op-
tics such as photon substraction [30] or cubic phase gate
approximations [31-33], we explore steady-state and de-
terministic generation of this class of states.

We use quantum trajectories [34, 35] together with
Maximum Likelihood estimation [36, 37] in order to re-
construct the state and Wigner function of the scattered
field. We study under which conditions this field is char-
acterized by a negative Wigner function, and further-
more, quantify its negativity content.

The setup.—In the absence of a mirror, the scattered
radiation from a TLS coupled to a 1D continuum con-
tains both reflected and transmitted components. The
role of the mirror is to restrict the emission into a single
(reflected) component. The distance between the TLS
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FIG. 2. (Color online) Contour plots of the Wigner function of resonance fluorescence of a TLS in front of a mirror at the
incoherent drive point Q*. We set v = 1 as the unit. The filter times correspond to, from (a) to (d): T'= 1, 3, 4, and 10. At
intermediate time scales ((b) and (c)) the Wigner function takes negative values.

and the mirror is crucial [21, 38]. A non-zero separation
results in time-delay effects which lead to non-Markovian
dynamics [38]. In this work, we assume that the TLS-
mirror separation is negligible.

A TLS driven by a resonant coherent field of amplitude
Q) is described in the rotating frame of the drive by the
Hamiltonian (we set i = 1 hereafter)

H=—-i/79(, —5_), (1)

where Q? is the incoming power and 6_ (6.) is the
TLS lowering (raising) operator. Here + is the coupling
strength to the environment—the electromagnetic field
confined in 1D— which contains both the incoming co-
herent drive and the output field.

Considering the environment as a reservoir at zero
temperature, the dissipative dynamics of the TLS is de-
scribed by the quantum master equation

e Y aa o A A A A
dep = —i[H, p] + 5 (26-p64 —646-p—pb46-). (2)
This setup is sketched in Fig. 1.
The behavior of a TLS in front of a mirror can be
understood by studying the two-time correlations of the

output field [39)

ot (1) = Q + /76— (1). (3)

From the steady-state of (2) (dip = 0), it is straight-
forward to derive the correlation function

(e (Do (0) s = (sz - HZ‘;M)

+ 1—&-28%2/7 exp (_7;)

+ A, exp Ht (3+1W)}

+ A_exp [—Y (3—1\/W)], (4)

where the subscript ss indicates that expectation val-
ues are calculated in the steady-state. Here Ay = \*
is a function of 2 and v which we do not write ex-
plicitly for the sake of simplicity (see Supplementary
Material [40]). The time-independent part of (4) cor-
responds t0 (G )es(Gout)ss, i.€., a coherent state. In
both the weak (Q2/y — 0) and strong (Q2%/y — o0)
driving regimes, this is the dominant part of the field,
Le., (@ (D)aout(0))ss = (@l 1 )ss(dout)ss. For a TLS in
front of a mirror there is a drive strength Q* for which
{(Gout)ss = 0 [21]. From (4) we find that Q*2 = ~/8.
For this drive strength, the first term on the right-hand-
side of (4) is equal to zero, and we only retain the time-
dependent terms, meaning the response of the system is
entirely incoherent. We will refer to Q* as the incoher-
ent drive point. A coherent state is a Gaussian state,
and is therefore characterized by a positive Wigner func-
tion [41]. Thus, in order to witness Wigner nonclassi-
cality we focus on the drive strength Q* for which the
coherent response is supressed.

Filtered modes.—The Wigner function is defined for a
single bosonic mode [6]. However, the field interacting
with the TLS is a propagating field and corresponds to a
continuum of modes in time (or frequency). In order to
construct the Wigner function we need to pick a single
mode out of this continuum. Following [42], this can
be done using a filter function. We define the filtered
creation operator

i - [ "t f@)al, o) (5)

If the filter function f satisifies the normalization condi-
tion [;° dt|f(t)[> = 1, then the field A; obeys the bosonic
commutation relation [A;, A%] = 1.

For simplicity, we choose to filter the steady-state emis-
sion with a boxcar filter [Cf. Fig. 1]

fr(t) = [O(t —to) —O(t —to = T)], (6)
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which is a constant function within the time interval from
to to tg + T and zero elsewhere. Here ty represents the
time at which the measurement starts and ©O(¢) is the
Heaviside step function. The filter time T defines the
only time scale in our problem. The Fourier transform of
a boxcar filter (6) in time is a sinc function in frequency
space. Correspondingly, the filter imposes an approxi-
mate bandwidth of 2/7T—the width of the sinc central
peak.

The filter function defines what is the observed mode
upon tomography. We have also carried out the simula-
tions presented in the next section using a Gaussian filter
and the results are essentially the same.

Witnessing Wigner negativity.—Homodyne tomogra-
phy is an experimental technique which allows to re-
construct the Wigner function of an arbitrary state of
light [36]. This relies on homodyne detection [37], i.e.,
the measurement of the generalized quadrature operators
Gout(t) e +al | (t) et with ¢ € [0,7]. The quantum
state is then inferred from the measurement statistics.
Using quantum trajectories [34, 35], we numerically sim-
ulate the conditional evolution of the TLS which results
from its emission being subjected to homodyne detection.
The TLS is initialised in its ground state and the mea-
surements are taken from a large time ¢y [Cf. Eq. (6)]
in which the (unconditional) master equation (2) has
reached the stationary state. From the quadrature mea-
surement statistics the state of the field is reconstructed
by means of Maximum Likelihood estimation [36, 37].
Technical details can be found in [40, 43]. Knowing the
state of the field, it is straightforward to calculate its
Wigner function [44]. We will focus on the emission from
the TLS, that is, we will ignore the reflected drive field
in (3). The effect of the latter is to displace the field emit-
ted by the TLS. This operation corresponds to a trans-
lation of the Wigner function in phase space, which does
not affect its negativity [40].

In Fig. 2 we show the Wigner function of the out-
put field from the TLS in front of a mirror, driven with
strength *, for four different filter times 7' =1, 3, 4 and
10 (in units of v = 1). As can be expected based on the
discussion after Eq. (4), at the incoherent drive point the
output field is nonclassical as manifested by a negative
Wigner function (Fig. 4(b) and (c)). This is the main
result of this Letter.

In Fig. 3 we show the populations of the photon num-
ber states |0), |1) and |2) as a function of the filter time
T at the incoherent drive point. In this figure we com-
pare the populations for the reconstructed states from
our quantum trajectory simulations with analytical solu-
tions for the total, unfiltered, output field. The unfiltered
field corresponds to the infinite bandwidth limit and its
photon number content can be calculated analytically
[24, 45]. For T < 2/7, there is an agreement between
both solutions. This is no longer the case for larger val-
ues of T'. As discussed in the previous section, the boxcar

filter introduces an effective bandwidth of 2/7T. There-
fore, as we approach the infinite bandwidth limit (7" — 0)
both solutions agree with each other. By increasing the
filter time, we reduce the effective bandwidth and we are
not able to detect all of the Q*2T emitted photons. In
addition, for filter times T' < 2/, two-photon states can
safely be neglected in the output field (they constitute
less than 3% of the total population). In the following,
we study the origin of negativity in a Wigner function
restricted to a two-dimensional Fock space.

The most general state in the space spanned by the
vacuum |0) and a single-photon [1) is of the form p =
00]0){0] + p1|1)(1] + (p10]1)(0] + h.c.), with the normal-
ization condition pg + p1 = 1. The Wigner function of p
is [44]

W,(a) = poWoy o/ (@) + p1 W1y 1) ()

2V/2 .z
+t——¢ *I"Re [p10 0], (7)

with Wiy (@) = (=1)"exp(—2|a|?)L,[4]al?]/7 the
Wigner function of a Fock state |n) (n > 0) [7], and
L, [z] the nth order Laguerre polynomial. In order to
quantify the presence of Wigner negativity we use the
total integrated negativity [46-48], defined as

N = % a (|W(a)| — W(a)). (8)

This is a measure of the volume of the negative part of
the Wigner function, such that A/ > 0.

In a two-dimensional Fock space, the presence of neg-
ativity (M > 0) is determined by the populations pg
and p;. However, the specific relation between them for
a state to be Wigner-negative is set by the coherences
pPo1 = Pig, or equivalently, by the purity of the state.
For a pure state a very small single-photon population
(p1 ~ 0.07) is enough for the Wigner function to be neg-
ative. This negativity content is enhanced by increasing
p1. As the purity of the state decreases, the condition
for it to be Wigner-negative is roughly p; 2 po. The ex-
act relation between pg and p; depends on the particular
value of the purity. For an incoherent mixture of |0) and
|1}, i.e., po1 = p1o = 0, the condition becomes p; > po.

This analysis is important, as in general the output
state from an atom in front of a mirror is mixed. In
fact, the output state is pure only in the limit of very
weak or strong driving. Following our discussion on two-
time correlations of the output field, in both regimes the
output is a coherent state. Away from the strong driving
regime, the purity of the output field decreases with an
increasing drive [40].

At the incoherent drive point, from Fig. 3 it follows
that near T' = 2/, the vacuum and single-photon con-
tributions to the state become identical. Following our
previous discussion, it is around this point where we ex-
pect the Wigner function to become negative as the state
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FIG. 3. (Color online) Vacuum (filled orange circles), single-
(filled purple triangles) and two-photon (open brown squares)
populations for the reconstructed state of the output field for
a drive strength Q* and as a function of T'. Here we set v = 1
as the unit. The dashed lines of the same colors correspond to
the analytical solutions of these populations which we include
for comparison.

is mixed [40]. To verify this, we calculate the total inte-
grated negativity. However, to get a feeling for the mag-
nitude of this quantity, instead of presenting the nega-
tivity (8) we show the relative negativity Nye). We define
the latter as the ratio between the total integrated nega-
tivity of our state and the total integrated negativity of a
single photon Njjy =~ 0.43: Nl = N/Njpy. In Fig. 4 we
show the relative negativity N as a function of T' for
different drive strengths. For Q = Q* (open black squares
in Fig. 4) we see that there is a correspondence between
an increasing single-photon population [Cf. Fig. 3] and
the appearance of negativity. The maximum negativity
occurs around T = 4/, and the corresponding Wigner
function is shown in Fig. 2 (c¢). Here, the two-photon
population is no longer negligible. Nevertheless, it is still
the dominant single-photon contribution which renders
the state Wigner-negative. In fact, using the general ex-
pression for the Wigner function of a Fock state (given
below Eq. (7)), it can be shown that a small popula-
tion of |2) reduces the negativity contribution of |1) in a
mixed state. Therefore, it is the increasing two-photon
population which stops the negativity from growing fur-
ther. For longer filter times (T > 4/7), Nye decreases to
zero. Here, higher number states are also involved and
the analysis is not straightforward. It is worth to empha-
size that we observe Wigner negativity beyond mixtures
of vacuum and single-photons.

We have verified that the largest negativity achieved
for the output field occurs at Q = Q*. In Fig. 4, we com-
pare the relative negativity for different drive strengths
in order to show the observed characteristic behavior.
For Q > Q* (filled red diamonds and open green cir-
cles in Fig. 4), the output state is also mixed and there-
fore, using the two-dimensional Fock space approxima-
tion, the state becomes negative whenever p; = pg. The

FIG. 4.

(Color online) Relative negativity Me as a func-
tion of T for @ = 0.2 (filled blue squares), 0.35 (open black
squares), 0.5 (filled red diamonds) and 0.8 (open green cir-
cles). Here we set v = 1 as the unit, consequently Q* = 0.35.

corresponding populations are shown in [40]. Also for
drive strengths Q > Q* the approximation of a two-
dimensional Fock space breaks down at smaller values of
T compared to the incoherent drive point. This means
that the single-photon population becomes dominant at a
shorter filter time 7', which explains the shift in the posi-
tion of the maximum N,¢ towards smaller T for stronger
drives. In these cases, the enhanced presence of higher
number states (|n), n > 2) in the output notably reduces
the maximum negativity achieved.

The case Q < Q* (filled blue squares in Fig. 4), is dif-
ferent because the state is almost pure. Following the
discussion after Eq. (8), a smaller single-photon popu-
lation suffices for the state to become negative. Conse-
quently, the transition from zero to non-zero negativity is
less sharp than for 2 > Q*. For the same reason, negativ-
ity is present for a larger range of values of T' compared
to stronger drives.

In Ref. [18], the authors calculate the Wigner func-
tion of resonance fluorescence analytically in order to ex-
plain the phase-dependent nature of squeezing. We be-
lieve that their approach, mapping the steady-state of the
TLS into the field, does not correspond to steady-state
emission. It is however correct if the drive is switched off
once the steady-state is reached and the emission from
the TLS is homodyned with a filter matching its decay
in time.

The setup presented in this Letter is already experi-
mentally feasible. Most notable realizations are found in
superconducting circuits and quantum dots. In super-
conducting circuits, a measurement scheme closely re-
sembling homodyne detection corresponds to phase sen-
sitive amplification [49]. Alternatively, there are other
schemes for characterizing propagating fields [22, 50-53].
Quantum state tomography for the scattering of coher-
ent states on an array of quantum dots has already been



reported [54].

Conclusions.—We have calculated the Wigner function
of 1D resonance fluorescence from a TLS in front of a
mirror. We use the mirror to exactly cancel the coher-
ent emission from the TLS. We have shown that at the
incoherent drive point the Wigner function achieves its
maximum negativity content.

Protocols have been demonstrated where, e.g., the cu-
bic phase gate, which allows to promote the Gaussian set
of gates to a universal set [9], can be obtained by using
input non-Gaussian ancillary states together with Gaus-
sian operations and measurements [33, 55]. Therefore,
we have verified that this simple setup suffices to gener-
ate the class of states necessary for universal quantum
computing beyond the scope of classical computers.
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Two-time correlation functions in the steady-state

n

The steady-state (ss) two-time correlation (a!

(t)aous(0))ss (Eq. (4) in the main text), can be related to correlations

of the TLS lowering 6_ and raising 6 operators by the input-output relation (Eq. (3) in the main text). In this way,

we have
<&iut(t)d0ut(0)>ss =02+ Q7 ((04)ss + c.c.) +7(04(8)o—(0))ss.- 9)
The first step is to solve for the vector & = ({64), (6_), (6.)) in the steady-state. The solutions are
. N Laval
(G4)ss = (0-)ss = *m, (10)
%) “~ — ——, 11
<UZ>§S 1 + 892/’7 ( )

From here, the two-time correlation (64 (t)6_(0))ss of the TLS operators can be calculated by using the quantum

regression theorem [1]. The result is

A (A 202 [y At vt :
(64()5-(0))ss = T 802/ exp (—7t/2) + e exp {—4 (3 +1/64Q2 /v — 1)} +c.c., (12)
with
02 (—1 /1o 6492/7) (1692/7 B 6492/7)
Ay = . 13
* 2(1 +802/7)2,/1 — 6402/~ (13)
Inserting (10) and (12) in (9) yields Eq. (3) in the main text.
Wigner function of a displaced state
The Wigner function of a state p is defined as [6]
1 o ;
W(z,p) = %/ dy e (x +y/2|plz — y/2). (14)

We now introduce the (unitary) displacement operator D(a) on a bosonic mode annihilated (created) by a (af)

satisfying the commutation relation [a,af] = 1

D(a) = exp (aa' — a*a). (15)
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Purity

FIG. 5. (Color online) Purity as a function of T" for drive strengths Q = 0.2 (filled blue squares), 0.35 (open black squares), 0.5
(filled red diamonds) and 0.8 (open green circles). Here we set v = 1 as the unit, consequently Q* = 0.35.

Its action on the annihilation operator is defined by

D(a)faD(a) = é + a. (16)
We can rewrite (15) in terms of the quadrature operators # = (af 4+ a)/2 and p = i(at — a)/2:

D(a) = expli ($(a) & — R(a) )] . (17)

Its action on the position quadrature eigenstates |z) (&|z) = z|z)) is

D(a)|z) = exp[i(z + 3R(a)/2)] |z + R(a)). (18)
The displaced state p,, is defined by
pa = DH(@)pD(a). (19)
Following the definition (14), the Wigner function of the displaced state is

Walep) = 5= [ dye™(a-+y/20D (@pD(a)is — y/2). (20)

Using relation (18), this reduces to

Y N
Walz,p) = o / dy SN (2 1+ R(a) +y/2|plz + R(a) —y/2). (21)

— 00

Comparing (14) and (21), we see that they are related by a translation, i.e., we go from (21) to (14) by shifting the
origin of phase space from (0,0) to (R(c), S(a)). The Wigner function is simply displaced by |a|?.

Purity

In Fig. 5 we show the purity of the filtered output field as a function of the filter time 7" and for drive strengths
Q2 =0.2,0.35, 0.5 and 0.8 (in units of vy = 1). These correspond to the states studied in the main text [Cf. Fig. (4)].



Populations

FIG. 6. (Color online) Vacuum (filled orange circles), single- (filled purple triangles) and two-photon (open brown squares)
populations for the reconstructed state of the output field for a drive strength € = 0.2 and as a function of 7. Here we set

v =1 as the unit.
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FIG. 7. (Color online) Vacuum (filled orange circles), single- (filled purple triangles) two- (open brown squares), three- (open
red inverted triangles) and four-photon populations (open black circles) for the reconstructed state of the output field for a

drive strength €2 = 0.5 and as a function of T'. Here we set v = 1 as the unit.

Photon populations

In Figs. 6, 7 and 8 we show the photon populations in the filtered output field as a function of the filter time 7" and
for drive strengths 2 = 0.2, 0.5 and 0.8 (in units of v = 1). These populations correspond to the states studied in the

main text [Cf. Fig. (4)].
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FIG. 8. (Color online) Vacuum (filled orange circles), single- (filled purple triangles) two- (open brown squares), three- (open
red inverted triangles) and four-photon populations (open black circles) for the reconstructed state of the output field for a
drive strength €2 = 0.8 and as a function of T'. Here we set v = 1 as the unit.

Maximum Likelihood

The goal of homodyne tomography is to infer the state p of a single bosonic mode @ with [@,af] = 1. In a homodyne
detection experiment, the measured quantity is the photocurrent, which is proportional to the expectation value of
the generalized quadrature observable

Xg=ale " 4 aet?, (22)

with 0 a real phase. The quadrature operator is a continuous variable with eigenstates |xy) corresponding to the
eigenvalues x4 € R, i.e., X9|x9> = zg|zg).

Homodyne detection is a diffusive type of measurement dominated by Gaussian noise. For a fixed value of 6,
through repeated measurements we can estimate the quadrature probabilities pr,(z¢) = (z4|p|7e). From this data,
the state p can be inferred via Maximum Likelihood estimation [37].

Since X, is a continuous variable and the total number of measurements is finite, the data must be binned. In
order to do this, we split a relevant domain of the real axis into intervals [z, z;11]. From here, the binned quadrature
probabilities, for fixed #, are obtained by integration as

i, (0.) = [ o (aalolea) (23)

J

Maximum Likelihood is a statistical inference method. The idea is to search for the physical state which maximizes
the probability of obtaining the measured quadrature probabilities.
For an arbitrary state p, we define the likelihood function

L) =[] [prs(0,)]™" (24)

0,5

with ng ; the number of measurements in the j-th bin, i.e., the binned histogram. The latter is related to the actual
state p we are trying to infer. The goal is to find the state p* which maximizes the likelihood function. This state
will be our best approximation to p.

The state p* which maximizes the likelihood obeys the extremal equation

R(p™)p"R(p") = p*, (25)
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with the state-dependent operator R defined as

; 1 (ng,j/m6) »
R(p)==> ngy —2""lly;. 26
<~) n ; ; pr5(97]) J ( )
Here ng = >, ng,; is the total number of measurements for a fixed phase 0, n = > ,ng is the total number of

measurements and Iy ; the projector into the j-th bin

N Tjt+1
H97j = / dx |{E9><$9‘ (27)

J

The extremal condition (25) amounts to I:{(p*) being proportional to the identity operator. Indeed, for p* = p the
probability pr,. (0, 7) equals the j-th entry of the normalized measurement histogram ng ; /ng, and therefore, we are
left with a sum of projectors over the different bins. Following Eq. (27), the sum is equal to the identity operator.

The state which maximizes the likelihood function can be found iteratively. First, we choose a basis in which to
represent the density matrix. In our case, this will be the Fock or number basis with a photon number cutoff Nggcx.
Then, starting from an arbitrary state, in our case pp = 1/Npock, the iterative search proceeds as follows

prt1 = NR(pr) o R(pr)]; (28)

where A denotes normalization to unity trace. We stop the iterations when the variation in the state, quantified by
a suitable norm, for consecutive iterations is sufficiently small. In our case,

Ap = [lprt1 = prll <107°. (29)

The chosen matrix norm is the Frobenius norm, defined as || A||= /Tr[At 4] for a matrix A.
[
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