
Noname manuscript No.
(will be inserted by the editor)

Stereo-DIC uncertainty quantification based on

simulated images

R. Balcaen · P. L. Reu · P. Lava · D. Debruyne

Received: date / Accepted: date

Abstract Stereo digital image correlation (stereo-DIC) is in wide-spread use for

full-field shape, motion and deformation-measurements. However there are very

few papers investigating the influence of the setup on the measurement uncertainty.

This is mainly due to the highly non-linear measurement chain involving both

optical and numerical aspects, making it difficult to investigate how error sources

are propagated through the stereo-DIC chain. Indeed, it is impossible to separate

all the error sources that are present during a physical measurement. This paper

tries to investigate a selection of error sources that are present during experiments.

This is based on a simulator introduced in a previous article [1] and briefly reviewed

here. Based on these simulations we suggest some ”best-practices” guidelines of

optimal stereo-DIC setups.
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1 Introduction

The uncertainty quantification of a measurement technique is of utmost impor-

tance; indeed, one wants to know the signal-to-noise ratio in order to asses the qual-

ity of a measurement. Obtaining the uncertainty is quite cumbersome with DIC

since the measurement involves both optical and numerical components. There are

numerous publications when it comes to uncertainty quantification for 2D-DIC

(e.g. [2], [3], [4], [5], [6]) since there is no influence of the calibration-procedure,

cross-correlation and triangulation, thus making 2D simulations simpler. Unfortu-

natly, little research has been done regarding uncertainty quantification for stereo-

DIC (e.g. [7], [8], [9]). In particular the influence of the setup (e.g. camera, focal

length of lenses, stereo angle, etc.) on the measurement uncertainty is not yet

fully understood. This is unfortunate as stereo-DIC has important advantages,

including non-planar specimens and computation of out-of-plane motion to name

just two. We address the lack of uncertainty guidelines for stereo-DIC by using

a simulator presented in [1] that allows us to isolate various error sources in or-

der to study them and thus isolating the systematic errors from the random errors.

The basic working principle of the FE based image generator is introduced in

section 2, with the main elements of the image generator being discussed. For more

information we refer the reader to [1]. Please note that great care is taken when

generating the images used in this publication and that, as far as the authors know,

no bias is introduced by the image generation. Section 3 continues by showing how

the systematic errors of a stereo-DIC measurement are influenced by the chosen

setup. This section first introduces the adopted simulation methodology and im-

ages are generated in order to detect the full-field uncertainty (section 3.1) and

the results are compared to the theoretically predicted uncertainty in an ideal case

(by using perfect calibration data). Next, in section 3.1.3 imperfect calibration-

data are introduced into the system and the influence of this on the shape of

the uncertainty field is investigated. An analogy to experimental data presented
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in [10] is also made to confirm the simulated data. This is followed by analysing

how the stereo-angle and the chosen lenses will influence the uncertainty (section

3.2). The influence of an under-matched shape function during cross-correlation is

explained in section 4. In section 5 the effect of aliasing is investigated. The paper

ends with some guidelines that can help the reader reduce the systematic errors in

a stereo-DIC setup. Please also note that all the data was analysed with a subset

based stereo-DIC code, the conclusions are consequentially only applicable to local

codes. Global stereo-DIC codes were not used and no conclusions can be made for

them.

2 FE based image generator

The images created for this paper were made with the FE-based image generator

presented in [1]. Here we only briefly introduce the method to assist the reader.

Specimen

Reference 
camera

Camera 1 Camera 2

X

Z

Fig. 1: Camera setup

In order to create deformed images, one needs a reference image (taken during

a real test or generated by dedicated software e.g. [11], a reference camera loca-

tion from where this image was taken (from now on called ”the virtual reference

camera”) and a mesh, representing the object that will be deformed. The mesh

is extracted from an FE-package and will be projected 3 times using the pinhole
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camera model [12] as shown in figure 1. This projection will transform points in

3D space on to 2D points on the sensor plane of a camera, including lens distor-

tions (both radial as tangent distortions are incorporated [12]). The first projection

transforms the FE mesh onto the reference image, as seen from the reference cam-

era. The other two projections transform the same mesh (if no deformation) or a

deformed mesh (representing the deformed state) onto a virtual camera image, as

seen from the two stereo-cameras in the specified setup. The projections of these

meshes are merely a change of the nodal positions of the mesh due to the fact that

the cameras are at different positions (thus changing the sensor-location of the pro-

jected mesh). No deformation is imposed so far. This is followed by the generation

of the deformed image based on the mesh, the reference image and the principles

of finite element mapping. The mapping, based on Lagrange polynomials, can be

described by the following form:

d =
N∑

i=1

Φiδaûa (1)

Where d is the displacement, Φ is the shape function of the used basis, δa is the

displacement in direction a, where ûa is the unit vector in direction a. A common

element type is the linear Q4 element, a bilinear quadrilateral element, based on

two Lagrange polynomials. The displacements in this element can be described by

2 local coordinates [ξ, η] in a square master-element, where [ξ, η] ǫ [-1..1]. If one

has the global coordinates of the four nodes and the local coordinates of a point,

one can determine the global coordinate of that point by mapping it using eq. 1.

The deforming process calculates the grey-value of each pixel of the deformed

image by calculating the grey-value from the reference image, based on the element

deformation. The use of the back- and forth-mapping has the advantage that

possible interpolation errors in this stage cancel. The main error source is the

interpolation of the reference image. If high accuracy is needed, a high-resolution

image can be used in order to minimize this error as stated in [13]. This is in
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contrast to the methods used so far for deforming images for a 2D DIC-setup

[14], where 3 interpolations were performed. In order to deform images based

on an FE-mesh a check must be performed to be sure that the location of the

considered pixel is inside an element of the (projected) deformed mesh (denoted

as element e). The requirement for this is that the local coordinates [ξeg, η
e
g] ǫ [-1..1],

where e represents the element and g denotes the fact that the element is in its

deformed state. In order to check this requirement the local coordinates have to be

calculated from a given global coordinate (the pixel location). This is possible for a

standard Q4-element (as described in [15]) by using a different, generic, approach

to approximate the inverse mapping with an iterative, updating Taylor expansion

as described in [16] and [1].

Since a Taylor-expansion is used, estimated local coordinates are obtained. In

order to improve the accuracy of the obtained local coordinate a Gauss-Newton

algorithm is used to iteratively optimize ξ and η. ξ0 is updated by ξi and η0 is

updated by ηi in the above equations for calculating △ξ and △η until the conver-

gence criterion (△ξ,△η) ≤ 0.01 is reached. These mapping functions (from global

to local and from local to global) will be used to deform the images; once the local

coordinates and the matching element (in its deformed state) are obtained, the

global coordinates of this element in its undeformed state can be determined. The

authors refer to [16] for more information regarding the mapping. The grey value

of the global coordinate in the (interpolated) reference image is then given to the

current pixel in the deformed image. A deformed image can thus be created by

performing this procedure for all pixels.

After the image generation, several effects can be imposed on the image includ-

ing lighting effects (i.e. highlights due to reflections), depth of field and motion

blur. For more information the reader is directed to the original publication.
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Fig. 2: Transformation between coordinate systems

3 Influence of experimental setup on accuracy

This section covers the consequence of the stereo-rig setup on the precision. We

include the stereo angle, the focal length of the lenses and the camera noiselevel.

These will all have a consequence on the precision of the measurement. Measure-

ment precision in this paper is defined as the standard deviation of the calcu-

lated error (difference between the true value and following simulated results).

The aforementioned items, which are either known by experience or investigated

with time-consuming experiments, are now checked using the simulator. This en-

ables us to exclude the influence of confounding error sources that could cloud our

insights. Section 3.1 covers the uncertainty distribution over the FOV, while sec-

tion 3.2 investigates the influence of different stereo-angles and focal length lenses.

The reference pattern used for all the simulations was an 8-bit image of a printed

pattern, obtained during an actual experiment. This reference image has good con-

trast and all speckles (of about 9 pixels per speckle) are evenly distributed. Also

even lighting was present, thus no highlights are present in the reference image.

The histogram of the reference image can be seen in figure 3.
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Fig. 3: Histogram reference image

3.1 Full-field standard deviation error plots

The images from both cameras at an identical load step are compared to each other

in stereo-DIC in the pursuit of calculating a 3D shape. Indeed; a 2D-DIC run is

performed between cameras in order to know the corresponding sensor locations

so a triangulation can be executed. There is however an uncertainty on these

matched pixel-locations since they are acquired through a 2D-DIC correlation and

this results in an uncertainty-region in the triangulated points. The shape of this

uncertainty-region depends on the setup and the sensor-matching error as can be

seen in figure 4. The precision in the x-direction will change towards the edge of

the FOV since the width of the kite-shape error region will increase (thus changing

the predicted uncertainty [8,17]), while keeping the uncertainty in the Z-direction

(depth) at a constant level. This assumes that the sensor matching error is constant

over the entire FOV. This effect is investigated by using simulated images, error

propagation theory and a qualitative comparison of simulated data with images

from a previous paper.
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Fig. 4: The best possible precision is determined by the setup and the sensor
matching errors [10]

3.1.1 Perfect calibration-data

In this subsection the shape-reconstruction of a flat plate is simulated with a

setup where no lens-distortions are present and where perfect calibration-data is

available. This is done for a set of cameras that have 0% to 2.5% image noise

(with steps of 0.25%), and that are set up as a virtual horizontal rig with only

rotation around the y-axis (30◦) and with lenses with a focal length of 30mm. If

the imposed shape is compared to the measured shape (the images were analysed

with MatchID-stereo [18] and with the settings indicated in table 1) the full-field

systematic error can be determined. For each DIC-data point the imposed X-

coordinate (defined as Ximposed) is subtracted from the measured X-coordinate

(defined as Xmeasured) and this is defined as Xerror. The same calculation is also

used for the Y- and Z-coordinate. The results can be seen in figure 5 (image noise

is excluded for this analysis and perfect calibration data is used). It is noticeable

that the uncertainty rises near the edges of the FOV (as can be expected from

figure 4), but only in the direction of the horizontal setup (X-direction in the case

of a horizontal setup); indeed, in the other directions the uncertainty is nearly

constant over the FOV. It is clear that the errors in the X-direction are lower, as
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compared to the ones in Y-direction. This can be explained with the conclusions

found in section 3.2; the focal length of the lens is beneficial to the precision in the

direction of the setup. A higher focal length lens yields lower errors in the direction

of the baseline. The baseline was horizontal in this setup, thus the reducing the

errors in the X-direction. It is also clear that the errors in the Z-direction are much

higher compared to the errors in the X-direction, which can be explained by figure

4 because the sensor matching error creates a kite-shape error field, that always

has a bigger height (i.e. the Z-direction) than width (i.e. the X- and Y-direction).

The shape of the full-field error does not change if more noise is added, only the

standard deviation only increases. This can be seen in figure 6.

Table 1: Adopted MatchID DIC-settings

Parameter Value

Camera resolution [pixels] 1624x1234

mm per pixel ± 0.15

Subset size [pixels] 21

Step [pixels] 10

Interpolation B-spline

Shape function Quadratic

3.1.2 Theoretical uncertainty

The full-field uncertainty can also be determined in a mathematical way by apply-

ing the ”error propagation law”, in which the triangulation-stage is considered as

a black-box system ([19,20]). If the input covariance matrix (of the matched pixel-

locations in the image-pairs) and the Jacobian matrix of the system are known the

covariance matrix of the output (i.e. the obtained 3D positions) can be calculated

as:

Cy = FxCxF
T
x , Fxij =

∂fi

∂Xcj

(2)
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(a) Full-field X-error-perfect calibration
data

(b) Full-field Y-error-perfect calibration
data

(c) Full-field Z-error-perfect calibration data

Fig. 5: Full-field standard deviation in X-, Y-, and Z-direction
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Fig. 6: Influence of image noise on the precision (perfect calibration data used)
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In which Cy is the output covariance matrix of the 3D positions, Fx is the

Jacobian matrix of the obtained 3D positions with respect to the matched sensor

locations (denoted as xc1, yc1, xc2, yc2) and where Cx is the input covariance

matrix of the same matched sensor locations. This black-box approach can be

applied to a generic triangulation procedure (as done in [19,21]), or specific for

stereo-DIC in [7]. The results from [7] are verified by performing the virtual exper-

iment described in section 3.1.1 with the DIC-settings given in table 1 and perfect

calibration parameters. In order to determine the covariance of the matched pixel-

locations from the left to the right camera (denoted as xc1, yc1, xc2, yc2) a set

of 50 noisy images was generated and the covariance for each matched pixel-pair

was determined. The Jacobian was calculated by using a forward finite difference

method and the results are presented in figure 7 (markers indicate the mean and

the whiskers encompass 99% of the data) for the uncertainty in the x-direction.

It is clear that there is a good correspondence between the theoretical prediction

and the simulator-data when good calibration-data is available. Please note that

care must be taken when applying this method for real applications; the obtained

calibration-parameters will differ from the ideal ones, thus changing the shape and

magnitude of the uncertainty-field, as will be shown in the next section.

3.1.3 Calibration-data with slight error in it

Since the results from section 3.1.1 are differing from experimentally obtained data

(e.g. full-field Y-precision in figure 8 [10]) the possible errors due to erroneous

calibration-data were investigated in order to replicate the experimental data. If

non-perfect calibration data is used to measure the shape of the plane, a bowl-

shaped error-plot results as seen in figures 9(a) to 9(c). The calibration used to

create these error surfaces was created using 50 simulated calibration target images

selected at random from a set of 200 images, using the stereo-DIC settings shown

in table 2. This indicates that the shape of the full-field uncertainty is mainly

dictated by the quality of the calibration. In order to investigate which calibration-
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Fig. 7: Theoretically predicted uncertainty versus measured uncertainty by
simulated images (perfect calibration data used)

parameters are the driving force a covariance-study with ten different calibrations

was performed with the stereo settings given in table 2. The results show that

the main error source for the uncertainty in the X-direction is the quality of Cx

(determining the center of the camera-sensor in a horizontal direction), followed

by the tangent distortion factor P2 and the radial distortion factors κ1, κ2 and κ3

[1]. Similar results are obtained for the precision in the Y-direction; the precision

is here mainly determined by the quality of Cy (determining the center of sensor

in a vertical direction), followed by the tangent distortion factor P1 and the radial

distortion factors κ1, κ2 and κ3. The precision in Z is mainly determined by

the acquired focal length and the measured Tx, Ty and Tz (the relative camera

orientations).

3.1.4 Full-field error conclusions

One can state that the 3D precision is determined by the sensor matching error

in both cameras if perfect calibration data is available. However,the inevitable

slight calibration errors will cause a bowl-shaped error-field as shown in figures 8

(experimental data) and 9(a) to 9(c) (obtained with an imperfect calibration as
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Fig. 8: Experimentally obtained Y-precision [10]

(a) Full-field X-error (b) Full-field Y-error

(c) Full-field Z-error

Fig. 9: Full-field precision in X-, Y-, and Z-direction with non-prefect
calibration data obtained from calibrating 50 randomly picked images from the

set indicated in table 2
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Table 2: Adopted simulated DIC-settings used to create full-filed error plots

Parameter Value

Total nr of calibration images 200

Images per calibration 50

Parameter Value Camera 0 Value Camera 1

κ1 -0.25 -0.26

κ2 5.00 5.75

κ3 -40.00 -51.50

P1 2.60 10−4 2.60 10−4

P2 1.55 10−3 1.55 10−3

discussed previously). Since the errors in the calibration do determine the shape

and size of the uncertainty in a measurement, it is of utmost importance to perform

a good calibration. It is advised to use the entire FOV during a calibration (thus

giving the calibration algorithm better data for modelling the lens distortions

since these are mainly of radial nature) and at least 50 good image-pairs must be

available for calibration. It is preferred to have more image-pairs, thus enabling

the user to remove bad calibration images. The reader is referred to [22] for more

information on calibration uncertainty and on how to do a good calibration. Please

note that there will always be errors in the calibration data and it is thus advised

to mainly use the centre of the FOV since errors will be lower in that region.

3.2 Influence of the focal length and the stereo-angle on the precision

As can be seen in figure 4 the size of the uncertainty-kite is mainly dependent

on the stereo-angle of the DIC-setup, the lens focal length and the sensor-error.

The sensor error was studied in 3.1, and the influence of the focal length and the

stereo-angle will be discussed here. The precision of Z will improve with a higher

stereo-angle, while the errors in of X and Y will rise simultaneously, as can be

inferred from figure 4. This effect is investigated using the simulator. Images of a

flat plate (FOV was about 100 mm in height and 32 mm in width) were generated

while using different focal length lenses and different stereo angles (summarized

in table 3.
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Table 3: Investigated focal lengths and stereo-angles

Working distance [mm] 486 972 1945 3890

Focal length lenses [mm] 25 50 100 200

Stereo-angle [◦] 2.5 5 7.5 10 15 20 25 30 35 40 45 50

These simulated images were analysed with the MatchID-stereo platform with

perfect calibration data generated by the simulator and the measured shape was

then compared to the imposed shape (also exported by the simulator). Since the

images were generated by a simulator under ideal conditions various error sources

could be investigated to determine the effect of the different stereo-angles and

focal length of the lenses being used. The following settings were adopted: no

image noise, a perfect calibrated system, no camera-motions, perfect flat lighting,

a realistic and good pattern that is not aliased and perfect focus over the entire

FOV. The results are divided into three sections: 3.2.1, 3.2.2 and 3.2.3, describing

different commonly used setups.

3.2.1 Horizontal setup

The cameras are placed horizontally next to each other in this section, with only a

rotation around the y-axis. Based on figure 4 this would mean that a higher focal-

length lens yields better results for the X- and Y-direction. However, figures 10(a)

to 10(c) suggest that only the precision in the X-direction (i.e. the direction of the

setup) is heavily influenced by the focal-length of the lenses being used. It is also

clear that lower errors are present in Z when a higher stereo-angle setup is used,

while a stereo-angle of 15 ◦or more increases the error in X and Y. Figure 4 explains

this geometrically; higher stereo angles will decrease the height of the uncertainty-

kite (lowering the errors in the Z-direction), while simultaneously gaining width

(explaining the higher errors in X and Y). Please also note that the uncertainty

in the X-direction (the direction of the setup) is lower than the uncertainty in the

Y-direction, regardless of focal length lens.
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Fig. 10: Precision in X-, Y-, and Z-direction in function of the stereo-angle and
the focal length of the lenses being used, horizontal setup
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3.2.2 Vertical setup

An analogous setup as in 3.2.1 is investigated in this section; the setup is however

rotated over an angle of 90◦. This means that both cameras are positioned above

each other and that there is only a rotation around the X-axis. Figures 11(a) to

11(c) show that analogous results are obtained as in section 3.2.1. The Z error

follows the same trend as in section 3.2.1, while the errors in the X and Y follows

the same rules.

3.2.3 Setup with more typical calibration angles

Since a perfect setup as described in section 3.2.1 or section 3.2.2, with only

rotation around one axis to make the stereo angle and no rotation around the

other axis, a more realistic setup is simulated in order to validate the results

stated in those sections. The simulated setup resembles the horizontal setup (i.e.

the baseline of the setup is horizontal), however now with rotations around all 3

axis (the main stereo angles and focal lengths investigated can be seen in table 3,

the rotation around the x-axis was 1.5◦and the rotation around the z-axis was set

to 0.08◦). The angles around the x- and z-axis were determined from a calibration

file from an experiment previously performed by one of the authors. The addition

of small rotations about the minor Z-axes yielded similar results as shown in figures

10(a) to 10(c). Therefore the results are omitted.

3.2.4 General conclusion effect of stereo angle and focal length on precision

As can be seen from figures 10 and 11 small stereo-angles (up to about 10◦) are

unfavourable for the precision in all directions. After this minimum the uncertain-

ties in the in-plane directions rise, while the uncertainty in the depth-direction

drops. This effect was also mentioned in [21] (investigating the uncertainty of a

generic triangulation-procedure). The reconstruction error in the depth-direction

is inversely proportional to the baseline-distance and the related stereo-angle. The
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stereo-angle is proportional to the baseline-distance because the specimen must

remain in the FOV of both cameras. The focal length of the lens only influences

the X and Y errors.

4 Bias error due to under-matched shape functions in stereo

cross-correlation

In stereo-DIC a cross-correlation is performed between the images from both cam-

eras in order to conduct a triangulation between the matched pixels. This cross-

correlation is a 2D-DIC measurement in which the image from one camera is the

reference image and in which the image from the other camera is the deformed

image. During this cross-correlation the perspective transformation from one cam-

era to the other is matched by a shape function defined by the DIC-software. This

shape-function is usually an affine shape function, which is not completely able

to fit the perspective transformation that is present. Consequentially a bias error

results in the cross-correlation, as demonstrated earlier in [12]. A possible solution

to this problem is using a higher order shape function that is capable of following

this perspective transformation (e.g. a projective transformation).

Table 4: Simulation properties cross-correlation bias due to undermatched
shape function

Parameter Value

Camera resolution [pixels] 1624x1234

Focal length lenses [mm] 100

Image noise [counts] 0

Stereo angle system [deg] 10 15 20 25 30 35

Subset sizes affine shape function [pixels] 21 31 41 51 101

Subset size quadratic shape function [pixels] 41 51 101

Interpolator B-
spline
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In order to validate this a flat plate is simulated that is being imaged with

different stereo-angles and the images are analysed with changing subset sizes

with an affine shape function. The parameters of the setup can be seen in table

4. The measured cross-correlation displacements are compared to the imposed

ones and the difference is marked as the cross-correlation bias. Next, the same

experiment is performed with subset sizes of 41, 51 and 101 pixels and a quadratic

shape function. It is clear from figure 12 that the bias increases with rising subset

size and increasing stereo angle if an affine shape function is used. This effect is

nearly zero with a quadratic shape function, meaning that this shape function is

capable of fitting the perspective transformation. It is thus highly recommended

to use a higher-order shape function for the cross-correlation if large subset sizes

and high stereo-angles are present. The shape function used for the correlation

through time however can stay affine for homogeneous deformation. Please note

that the computational cost will rise with a higher-order cross-correlation shape

function and that the noise-influence will be slightly higher, as indicated earlier

in [23] and [24]. Other solutions for removing this error source are also possible,

numerically rectification for example, in which the image is rectified in order to

compensate the perspective transformation, but this introduces new error sources

(e.g. interpolation errors), making it a less effective solution.

5 Influence of image aliasing on precision

Aliased images can often occur during DIC experiments. An aliased image has

under-sampled images (a general guideline is to have at least three pixels per

speckle in order to avoid this [12,25]). The influence of aliasing on the stereo-DIC

results is investigated in this section by simulating a uni-axial tensile test on a

dog-bone specimen (deformation-field obtained with Abaqus [26]), with the pa-

rameters described in table 5.
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Fig. 12: Cross-correlation bias due to under-matched shape functions

Table 5: Properties of tensile test simulation

Parameter Value

Specimen width[mm] 15

Specimen thickness [mm] 6

Material Young’s Modulus [GPa] 70

Poisson ratio material 0.30

Element type C3D8R

Number of elements 18588

Load [N] 10000

DIC stereo-angle [deg] 10

Lenses focal length [mm] 50

Two sets of images were generated, one that is aliased (see figure 13(b)) and

one that is non-aliased (see figure 13(a)). This is possible with the simulator by

changing the position of the virtual reference camera, while keeping the two cam-

eras at their original positions (for more information about the simulator see [1]).

By offsetting the virtual reference camera closer to the specimen more pixels will

be projected in an element and if the stand-off distance of the cameras to which

the element is back-projected to is big enough an aliased image is obtained since
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Table 6: Adopted DIC-settings

Parameter Value

Camera resolution [pixels] 1624x1234

Image noise [counts] 0

mm per pixel ± 0.0787

Subset size ”Aliased-modified ss” [pixels] 9

Step ”Aliased-modified ss” [pixels] 4

Subset size ”Aliased” [pixels] 31

Step ”Aliased” [pixels] 4

Subset size ”Non-aliased” [pixels] 31

Step ”Non-aliased” [pixels] 4

Interpolation B-spline

Transformation Affine

the projection of the same element will be smaller. The pixels of the original image

are thus condensed and an aliased image is obtained. The generated images were

analysed with MatchID-stereo with perfect calibration data in order to remove

unwanted errors. The imposed deformationfield was compared to the calculated

one. The DIC settings for the amalysis can be found in table 6. Note that the

aliased images are analysed with two different subset sizes: ”Aliased-modified ss”

has a smaller subset (chosen according to the ”three speckles per subset” guide-

line), while the ”Aliased” results are obtained with the same subset-size as the

non-aliased images. Also different interpolators for the DIC-routine were com-

pared to each other. The results can be seen in figures 14(a), 14(c) and 14(e) for

shape-measurement and in 14(b), 14(d)and 14(f) for displacement.

The uncertainty in X, Y and Z can rise significantly when an aliased pattern is

used as can be seen in figures 14(a) to 14(f). Aliasing should be therefore avoided.

To avoid aliasing:

– A higher-resolution camera should be used if there is one available; this will

counter-act the aliasing effect and at the same time the spatial resolution will

be increased.

– If the specimen does not cover the entire FOV one can move the cameras

closer or one can use higher focal length lenses. This increases the speckle-size
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(a) Non-aliased pattern showing well re-
solved speckles.

(b) Aliased pattern created from the same
speckle pattern, but a different relative
camera position that makes the speckles too
small relative to the stereo-DIC system.

Fig. 13: Different generated patterns for aliasing.

on the sensor, pushing the pattern-size away from the resolution limit of the

sensor. Please note that more care must be taken when using the entire FOV

since the uncertainty rises near the edge of the FOV because of undermatched

lens-distortion factors in the calibration-data.

– One can respeckle the pattern with bigger speckles (if the application allows

it).

– If the test is already performed and if the aliasing was not noticed before the

effect can be minimized by applying a pre-filter to the image and using a larger

subset size, taking the trade-off with decreased spatial resolution into account

[27].

It is also clear from figures 14(a) to 14(f) that a bicubic interpolant should be

used. A bilinear interpolant can outperform a bicubic one when aliasing is present,

mainly when a (too) large subset size is chosen. This is caused by the fact that

a bicubic interpolant uses second order derivatives, thus enhancing the aliasing

effect. This is not the case for a bilinear interpolant since only the four closest

neighbours are used, nor is it the case for a bicubic spline interpolant since the

bicubic spline interpolant fits a curve through the given data-points, resulting in

a smoothed curve.
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��������
���	
��
�d�
����

�
��

�
�
��

�
l�

��
��

��
�
�
l�


��

��
��

o

oto[

otox

oto]

oto0

oto,

�������d���� ���l�� ������� !��d�������

(b) Precision in U
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(c) Precision in Y
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(d) Precision in V
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(e) Precision in Z
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Fig. 14: Influence of aliasing and interpolant on the obtained precision
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6 Conclusion

The simulator can be a helpful tool when it comes to uncertainty quantification

for stereo-DIC. Various error sources can be introduced and because the imposed

deformation-field is exactly known the error can be quantified. Please note that

in this paper we only investigated regular two-camera setups. The simulator does

offer the possibility of investigating the uncertainty of stereo-DIC in multi-camera

setups. We can now use this simulator to investigate many other stereo-DIC situ-

ations, including multi-camera DIC and the recently introduced global stereo-DIC

[28].

We used the stereo-DIC simulator to validate a large number of existing exper-

imental rules-of-thumb for a DIC course [10], which contains values for the order

of magnitude for different error sources present during a stereo-DIC experiment.

These values are now verified by means of the simulator (results shown in table

7). The given values are estimates for a 100mm FOV with normal lighting, speckle

contrast (the pattern is partially displayed in figure 13(a)), image noise and when

the images are analysed with the correct correlation parameters. Please note that

the mentioned influences are the only ones present and that they represent an or-

der of magnitude, i.e. these are not absolute values, nor can one simply add these

Table 7: Error sources and their magnitude-comparison of [10] and simulator

Parameter Value from DIC-
course [pixels]

Value from sim-
ulator [pixels]

Cross-correlation 0.01 0.003

Turbulence 0.02 Not investigated

Camera motion 0.05 Not investigated

Image noise 0.01 0.01

Speckle size 0.02 0.02

Speckle contrast 0.01 0.005

Aliasing for a normalized speckle 0.005 0.02

Interpolant 0.001 to 0.01 0.001 (no aliasing)
to 0.01 (aliasing)
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together if multiple error sources are present at the same time.

To prove this statement the same test was simulated with various error sources

that were activated in several combinations and a comparison was made with a

reference state that didn’t include any of the investigated error sources. By com-

paring to this reference state the influence of other errors (e.g. triangulation errors,

numerical errors, interpolation biases, etc.) are removed and the actual order of

magnitude of the various errors can be determined. Table 8 illustrates the order

of magnitude of the different error sources separately, i.e. only one error source

was active at each simulation. These values were obtained when the image noise

varied from 0.25 % in the reference state to 1.0 % for the noisy state, the contrast

of the image varied from a range of 200 counts to 65 counts (for an 8 bit image)

and where a bicubic spline interpolant was used for the reference state versus a

bilinear one.

In figure 15 the different error sources are combined by summing the values

from table 8 (indicated as ”Sum of seperate error values”) and by simulating

the same test but now when various error sources are present at the same time

(indicated as ”Simulated superposition of errors”). It is clear that the resulting

error is not merely the addition of the different error-values since different error

sources can amplify each other or possibly cancel each other out (in the case when

a bad interpolant is combined with low speckle contrast).

Table 8: Superposition of error sources

Parameter Magnitude of
error [pixels]

Image noise 0.015

Speckle contrast 0.003

Interpolant 0.006
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Fig. 15: Error superposition

Another use of the simulator is in designing an ideal stereo-DIC system for a

given experiment. Some of these parameters have been studied in this paper. Here

we provide some general guidelines that can be used when designing a setup; e.g.

by using figure 4 it is possible to get a feeling for the direction with the highest

precision. One can geometrically see that a higher stereo angle yields a better

precision in the depth-direction, at the cost of the in-plane precision. Higher focal-

length lenses do not seem to effect the precision in the depth-direction (see figure

10(c) and 11(c)), while they do seem to slightly improve the precision in the in-

plane direction of the baseline of the cameras. However, the gain that can be made

with optimizing the setup however can be diminished by a bad calibration as can be

seen in figures 8 and 9. A good calibration is thus of highest importance in order to

fully use the capabilities of the used hardware. The authors refer to the literature

(e.g. [1,22]) for more information regarding the influence of calibration quality

and calibration uncertainty quantification. Also keep the cross-correlation shape

function into account; a cross-correlation bias can be present if higher subset-sizes

(e.g. 31 and up) and higher stereo-angle are used as can be seen in section 4. It is
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recommended to switch to a higher order shape function for the cross-correlation

matching if needed.
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