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Humans interact continuallywith natural and artificial
environments. They process stimulus information, de-
cide what actions to take on the basis of that information,
execute those actions, and receive new stimulus infor-
mation as a consequence. Because decision, or response-
selection, processes play a central role in the continual
interactionbetween perceptionand action, it is necessary to
understand how these processes operate and what factors
influence their duration and accuracy. Such understand-
ing is important from a practical as well as a theoretical
perspective,because a slow or incorrect decision can have
disastrous consequences. For example, in January 1989,
the pilots of a commercial aircraft shut down the function-
ing engine instead of the malfunctioning engine when a
warning was received, causing the aircraft to crash and
many people to die (Learmount & Norris, 1990). If this
response-selection error had been prevented, the loss of
aircraft and human life would not have occurred.

Response selection has been studied most extensively
in choice-reaction tasks in which one of two or more re-
sponses to one of two or more possible stimuli is to be
made upon the occurrence of a specific stimulus event.
Response selection in such tasks is affected by many fac-

tors, including the number of stimulus–response (S–R)
alternatives, the amount and type of practice that the sub-
ject has had, and whether the stimulus (and response) is
a repetition of the immediately preceding one (see, e.g.,
Proctor & Dutta, 1995). Probably the most important
variable affecting response selection is that of the map-
ping of stimuli to responses; the effects of such mapping
are called S–R compatibility (SRC) effects. For tasks in
which the stimulus and the response alternatives are spa-
tial, performance is superior when the stimulus location
corresponds to the response location than when it does
not (see, e.g., Fitts & Deininger, 1954). For example, if
subjects respond to left and right stimuli on a display
screen by pressing left and right response keys, the com-
patible mapping of left stimulus to left response and right
stimulus to right response typically yields better perfor-
mance than the opposite, incompatible mapping does.

Spatial SRC effects of this type, in which the stimulus
and response arrays vary along parallel dimensions (which
we call parallel SRC effects), have been studied extensively
because they reveal much about the relation between per-
ception and action (Hommel & Prinz, 1997; Proctor &
Reeve, 1990). The evidence strongly indicates that re-
sponse selection in these cases is based on spatial stimu-
lus and response codes, with reaction time (RT) being
shorter when the stimulus code corresponds to the re-
sponse code than when it does not (Hommel, 1997;Umiltà
& Nicoletti, 1990). One finding that implicates use of
spatial codes in response selection is that, when the limbs
are crossed so that the left hand operates the right key
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One of the most important findings in recent years regarding response selection is that stimulus–
response compatibility (SRC) effects occur for situations in which stimulus and response sets vary
along orthogonal dimensions. For two-choice tasks, two types of orthogonal SRC effectsare found: an
overall advantage for the up-right/down-left mapping, and mapping preferences that vary as a function
of position of the response apparatus and responding hand. We review evidence regarding the nature
of both types of orthogonal SRC effects.Only asymmetric coding accounts have been proposed for the
up-right/down-left advantage,and the evidence indicates that this asymmetry is a property of both verbal
and spatial codes. Motoric and coding accounts, as well as a hybrid account based on end-state comfort,
have been proposed for the second type of orthogonal SRC effect. In this case, the effects of response-
apparatus position, hand, and hand posture conform more closely to predictions of the asymmetric
coding accounts than to those of the motoric accounts. We also evaluate the mechanisms proposed by
the alternative accounts in terms of related literature on the properties of spatial and verbal codes. Ev-
idence indicates that spatial information is represented in categorical and coordinate codes, and both
categorical spatial codes and verbal codes are asymmetric. Experiments on mental rotation suggest
that it is unlikely that the direction of rotation is determined automaticallyby movement constraints, as
the end-state comfort hypothesis suggests. An explanation in terms of salient features and referential
coding can accommodate the range of orthogonal SRC effects.
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and the right hand the left key, the SRC effect is inde-
pendentof the slowing that results from crossing the limbs
(see, e.g., Brebner, Shephard, & Cairney, 1972). Spatial
coding can occur with respect to many frames of refer-
ence, and evidence suggests that the resulting SRC ef-
fects are a function of multiple codes (see, e.g., Hommel,
1994; Lamberts, Tavernier, & d’Ydewalle, 1992; Ros-
warski & Proctor, 1996). Most coding accounts assume
that SRC effects are due in part to intentional translation
of the stimulus information into a response code and in
part to a tendency for a stimulus to activate its corre-
sponding response automatically (Hommel, 1997; Korn-
blum, Hasbroucq, & Osman, 1990).

SRC effects also occur in situations in which the stim-
ulus and response arrays are orthogonal (which we call
orthogonal SRC effects; see Figure 1). Bauer and Miller
(1982) reported the earliest demonstration of mapping
preferences in choice RT experiments for orthogonal
stimulus and response sets. In their Experiment 1, uni-
manual movement responses from a home key to an “up”
or “down” key were made with the left or right index fin-
ger. The left hand showed a 116-msec RT advantage for
the left-up/right-down mapping over the right-up/left-
down mapping, but the right hand showed similar RTs
for the two mappings. This difference between the two
hands in mapping preference also appeared when the
stimulus set was arrayed vertically and the response set
horizontally. Up-right/down-left advantages of 65 and
21 msec were found when the subjects responded with
the left and right hands, respectively.

The two findings illustrated in Bauer and Miller’s (1982)
experiments—an overall advantage for the up-right /
down-left mapping and an effect of response variables
such as left or right hand—have been replicated in nu-
merous studies, leading Lippa and Adam (2001) to state:

Basically, two sorts of orthogonal SRC effects are
known. On the one hand, there is an overall advan-

tage of the up-right/down-left mapping. Regardless
of whether the response is manual or vocal, uni-
manual or bimanual, and whether the stimuli are
spatial or symbolic, assigning up stimuli to right re-
sponses and bottom stimuli to left responses is eas-
ier than applying the reversed up-left /down-right
mapping. . . . On the other hand, there are S–R map-
ping preferences that vary with responding hand or
with position of the response device. (p. 157)

These orthogonal SRC effects are of considerable theo-
retical importance because they occur for situations in
which there is no spatial correspondence between stim-
uli and responses, and hence, no obvious coding basis
for the effects (Bauer & Miller, 1982). Also, as Andre,
Haskell, and Wickens (1991) noted, “Orthogonal S–R
compatibility is an equally important issue from an ap-
plied design perspective” (p. 1546), because there are
many situations in the design of home appliances, in-
dustrial equipment, aircraft cockpits, and so on, in which
displays and controls are located orthogonally to each
other.

The primary purpose of the present article is to review
the findings regarding the two types of orthogonal SRC
effects and to evaluate the explanations that have been
proposed for each. In the first section, we review studies
that have specifically examined orthogonal SRC effects,
focusing in the first subsection on the up-right/down-left
advantage and in the second on the orthogonal SRC ef-
fects for which factors associated with response position,
hand, and hand posture play a role. We conclude that the
up-right /down-left advantage is amenable to a coding
explanation based on asymmetry of the codes along the
respective dimensions, and that, although accounts based
on properties of the motor system have predominated for
the other type of orthogonal SRC effects, evidence sug-
gests that they too can be explained in terms of S–R cod-
ing. In the second section, we consider findings from re-

Figure 1. The stimulus–response (S–R) arrangements for the various mappings in orthogonal S–R com-
patibility experiments. Circles designate stimulus locations, and squares designate response locations.
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lated literature that bear on the nature of spatial repre-
sentation.These findings are important for evaluating al-
ternative accounts of orthogonal SRC effects, because
these accounts differ in terms of the characteristics of the
hypothesized spatial representations. Finally, in the con-
cluding section, we will make the case that the evidence
supports the view that orthogonal SRC effects are deter-
mined by multiple spatial codes, with the effects being
produced by asymmetric coding of the alternatives along
the stimulus and response dimensions and by alignment
of reference frames.

ORTHOGONAL SRC EFFECTS

The Up-Right/Down-Left Advantage
Weeks and Proctor (1990) noted that Bauer and Miller’s

(1982) RT data for up and down stimuli mapped to uni-
manual left and right responses showed an advantage for
the up-right/down-left mapping over the up-left /down-
right mapping for both hands. They proposed that this
advantage could be explained in terms of efficiency of
coding-translation processes, in accordance with expla-
nations applied to parallel SRC effects.

The Salient-Features-Coding Hypothesis
Weeks and Proctor (1990) explained the up-right /

down-left advantagein terms of the salient-features-coding
principle, used by Proctor and Reeve (1985, 1986) to ac-
count for a variety of SRC and precuing effects obtained
in four-choice compatibility tasks. According to this
principle, stimulus and response sets are coded in terms
of their salient features, and the translation process is
faster when salient features of the sets correspond than
when they do not. The basic idea is that S–R translation
is “based on rules derived from the structural relations
between stimulus and response sets” (Proctor, Reeve, &
Van Zandt, 1992, p. 736). Translation is faster when a
simple rule based on correspondence of salient features
can be applied than when one cannot be.

Weeks and Proctor (1990) hypothesized that the verti-
cal stimulus dimension and the horizontal response di-
mension are coded asymmetrically, with the codes for right
and up (or above) being more salient than those for left
and down (or below; Chase & Clark, 1971; Farrell, 1979;
Olson & Laxar, 1973). In accordance with the salient-
features-coding principle, S–R translation is presumed
to be faster when up is mapped to right and down to left
than when the mapping is reversed, because the former
mapping maintains the correspondence between the sa-
lience structure of the stimulus and response sets, whereas
the latter does not. Thus, the rule relating stimuli and
their assigned responses is simpler in the former case
(make the response with the salience corresponding to
that of the stimulus) than in the latter case (make the re-
sponse with the mirror-opposite salience of that of the
stimulus).1

An implication of this salient-features-coding hypoth-
esis is that the up-right/down-left advantageshould not be

restricted to unimanualaimed-movement responses of the
type examined by Bauer and Miller (1982), but should
occur for a variety of spatiallybased responses. Weeks and
Proctor (1990) demonstrated in their Experiment 2 that
the up-right/down-left advantage occurred when the re-
sponseswere keypresses made with the left and right index
fingers. The advantage was evident not only when the
hands were in a normal placement,but also when they were
in a crossed placement, as found for parallel SRC effects
(see, e.g., Brebner et al., 1972). In Weeks and Proctor’s
(1990) Experiment 3, a substantial up-right/down-left ad-
vantage was obtained when the responses were the spo-
ken words “left” and “right.” The fact that this advantage
occurs with vocal responses strongly implies that it is
based on cognitive rather than motor processes.

The salient-features-coding hypothesis also implies
that the up-right /down-left advantage should occur for
stimuli other than physical locations that convey location
information and that, with left–right stimuli and up–down
responses, performance should be better with the right-
up/left-down mapping than with the alternative map-
ping. Proctor, Wang, and Vu (2002, Experiment 1) used
all combinations of the location words “above” and
“below” mapped to left–right keypresses in one condi-
tion and to “left”–“right” vocal responses in another. An
up-right/down-left advantagewas evident in the mean RT
data in both cases, and the magnitude of this advantage
was similar to that obtained when up–down physical lo-
cations were used as stimuli. The predicted right-up/left-
down advantage has been found to occur for both left and
right physical locationsand left- and right-pointingarrows
mapped to vocal “above”–“below” responses (Weeks &
Proctor, 1990, Experiments 3 and 4). However, experi-
ments with manual responses have tended to show an op-
posite, right-down/left-up advantage (Bauer & Miller,
1982; Lippa, 1996). Thus, although predictions based on
asymmetric coding have been confirmed for the most
part when up–down stimuli are mapped to left–right re-
sponses, the data obtained with left–right stimuli mapped
to up–down responses are more ambiguous.

The Dual-Strategy Hypothesis
Umiltà (1991) also attributed the up-right/down-left

advantage to asymmetric coding of the stimulus and re-
sponse sets. However, he limited this asymmetry to ver-
bal coding and proposed a dual-strategy hypothesis to
explain the advantage. According to him, because the
asymmetry originates from the verbal labeling stage,
only verbal codes are asymmetric. Thus, when only spa-
tial codes are processed, there should be no asymmetry
in processing efficiency. The dual-strategy hypothesis
assumes that the stimulus and response sets are coded
both spatially and verbally. The verbal code, which has a
polar referent, takes longer to form than the spatial code,
which has no polar referent. For orthogonal S–R sets, if
verbal codes are used in the translation process, then the
up-right/down-left advantage occurs. If spatial codes are
used, the up-right/down-left advantage does not occur.
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Response properties and initiation of action. The
dual-strategy hypothesis predicts that the up-right/down-
left advantage should be larger when responses are
slower than when they are faster because fast responding
favors use of spatial codes, whereas slow responding fa-
vors verbal codes. Adam, Boon, Paas, and Umiltà (1998)
varied the type of trial initiation in their Experiment 1,
examining a subject-paced condition in which the sub-
ject initiated each trial by pressing the right response
key, and a computer-paced condition in which each trial
started automatically with a 750-msec intertrial interval
(ITI). RT was shorter with computer-paced initiation
than with subject-paced initiation, and, as predicted, the
subject-paced condition showed the up-right/down-left
advantage but the computer-paced condition did not.
However, the results of Adam et al.’s Experiment 3 were
inconsistentwith the prediction that the up-right/down-left
advantage would increase as RT slowed. Only computer-
paced presentation was used in that experiment, but the
ITI varied (750, 2,250, or 3,750 msec). Overall, RT in-
creased with ITI, but there was no interaction of map-
ping with ITI, with a small up-right/down-left advantage
of about 7 msec evident at all three ITIs.

Although there is little evidence that the up-right /
down-left advantage increases as RT slows, Proctor and
Cho (2001) found no significant up-right/down-left ad-
vantagewhen a 450-msec response deadlinewas imposed.
In this case, the mean data showed only a 2-msec up-right/
down-left advantage in both computer-paced (M =
293 msec) and subject-paced (M = 285 msec) conditions.
Later, we will review evidence indicating that the elimi-
nation of the advantage with an extreme-speed emphasis
likely reflects a shift from asymmetric categorical spatial
codes, rather than from verbal codes, to reliance on co-
ordinate spatial codes that are not asymmetric.

Adam et al. (1998) also found that when the RT dis-
tributions for the two mappings were divided into quan-
tiles and the SRC effect was computed for each quantile,
the size of the up-right /down-left advantage increased
from the fastest to the slowest quantiles. They concluded
that the increase of the effect size across RT quantiles re-
flects a switch of the codes used in the translation stage,
from symmetric spatial codes to asymmetric verbal codes.
However, the pattern of diverging functions obtained
from the experiments with vertical stimuli and horizon-
tal responses does not provide strong evidence indicating
a switch from symmetric to asymmetric codes. This di-
verging pattern is also evident in experiments for which
the stimulus and response sets are parallel (Roswarski
& Proctor, 1996, Experiment 4; Vu & Proctor, 2002a),
and the slope of the RT quantileplot is sensitive to factors
other than the time course for two different processes
(see, e.g., Vu & Proctor, 2002a; Zhang & Kornblum,
1997).

Umiltà (1991) pointed out that the up-right/down-left
advantage was larger with vocal responses than with
manual responses in Weeks and Proctor’s (1990) study.
According to Umiltà, vocal responses have a larger effect

because they promote the use of verbal codes. Adam et al.
(1998) examined the effect of response modality on the
size of the up-right/down-left advantage in their Exper-
iment 2. The advantage was evident in the subject-paced
condition (12 msec) but not in the computer-paced con-
dition (23 msec), as was the case in their Experiment 1.
However, there was no statistical difference between the
two response modalities in the size of the up-right/down-
left advantage (about 7 msec with vocal responses and
0 msec with manual responses). Moreover, for the subject-
paced condition, in which the up-right/down-left advan-
tage was evident, the effect sizes for vocal and manual
responses were equivalent(10 and 12 msec, respectively).
Cho and Proctor (2001) also obtained only 18- and
17-msec up-right/down-left advantages using the vocal
response mode in their Experiments 2 and 4. On the
other hand, in Lippa’s (1996) and Lippa and Adam’s
(2001) experiments, 50–60-msec up-right/down-left and
right-up/left-down advantageswere found with unimanual
aimed-movement responses. Dutta and Proctor (1992)
also showed a 41-msec up-right /down-left advantage for
bimanual keypresses. In sum, these results indicate that
the magnitude of the mapping effect is not always larger
with vocal responses than with manual responses, as
would be expected on the basis of the dual-strategy hy-
pothesis if the former promotes use of verbal codes.

Adam et al. (1998) concluded that with computer-
paced presentation, it is possible to use a visually based
S–R link, created on the previous trial, to select the re-
sponse on the current trial, without using verbal codes.
However, the visualS–R link is not available in the subject-
paced condition because of the decay from longer ITI or
interference of the initiating action. Thus, the initiating
action promotes the use of the verbal codes, and the up-
right/down-left advantage emerges only with subject-
paced presentation. For this reason, the dual-strategy hy-
pothesis suggests that the occurrence of the up-right/
down-left advantage relies on whether or not each trial is
initiated by an action. However, the up-right/down-left
advantage has been obtained with computer-paced pre-
sentation in other studies. Proctor and Cho (2001) showed
that the advantage was of similar magnitude when no ini-
tiating action was required and when trial initiationbegan
with a right keypress. Furthermore, in Adam et al.’s Ex-
periment 3, the up-right/down-left advantage appeared
with computer-paced presentation. Originally, they as-
sumed that the visual S–R link formed on the previous trial
decayed as a functionof time, but, as mentionedabove, the
effect of ITI on the up-right/down-left advantage did not
occur, either. These results show no evidence that the
S–R link established on the previous trial is used for se-
lecting the response for the next trial.

Mapping-rule precues. The strongest evidence in
support of the dual-strategy hypothesis reported by
Adam et al. (1998) came from an experiment in which a
precue that conveyed the appropriate mapping rule was
presented at the beginningof each trial. The mapping rule
was presented visually with either a verbal or a graphic
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description (with lines connecting an X in each stimulus
location with a square in each response location). The
dual-strategy hypothesis predicts that the up-right/down-
left advantage should occur in the verbal-precue condi-
tion if describing the mapping rule verbally promotes the
use of the verbal codes, but not in the visual-precue con-
dition if describing the mapping rule graphically pro-
motes the use of the spatial codes. Adam et al.’s results
showed shorter mean RT in the graphic-presentation
condition than in the verbal-presentationcondition.More
importantly, an up-right/down-left advantage of 52 msec
was obtained when the mapping rule was presented ver-
bally, but no advantage was evident when the mapping
rule was presented graphically.

Kleinsorge (1999) obtained similar results. In his Ex-
periment 1, the graphic precue consisted of two 90º sec-
tions of a circle, the arcs of which connected each possi-
ble stimulus location to the assigned response location,
and the verbal precue consisted of a word and symbol
string (e.g., down ® left, up ® right). As in Adam et al.’s
(1998) study, mean RT was shorter with the graphic pre-
cue than with the verbal precue, and the up-right /down-
left advantage was evident in the verbal-precue condi-
tion (52 msec) but not in the graphic-precue condition
(2 msec). However, Kleinsorge noted that, in addition to
the two precue conditions’differing in terms of the verbal/
visual mode distinction, they also differed in whether the
precued information could be processed sequentially or
simultaneously. That is, the precue specified the two
S–R mappings sequentially in the verbal-precue condi-
tion (i.e., the precue was read from left to right) but si-
multaneously in the graphic-precue condition. Note that
this same distinction applies to the verbal and graphic
precues used by Adam et al.

In Kleinsorge’s (1999) Experiment 3, the precues were
altered so that for both graphic and verbal presentation
only one S–R pairing was specified explicitly. The other
S–R pairing had to be inferred, meaning that it was gen-
erated after identification of the precued S–R pairing for
both verbal and graphic precues. The dual-strategy hy-
pothesis predicts that the up-right/down-left advantage
should be more evident for the verbal-precue condition
than for the graphic-precue condition. However, there
was no significant difference between the two conditions
in the magnitude of the up-right/down-left advantage.
The dual-strategy hypothesis also predicts that the RT
difference between the specified and unspecified re-
sponses should be greater with the graphic precue than
with the verbal precue. This outcome is predicted be-
cause, with the verbal precue, both the specified and the
unspecified responses can be based on verbal codes but
with the graphic precue, the unspecified responses de-
pend more heavily on the verbal code than the specified
responses do. In contrast to this prediction, the up-
right/down-left advantage was 30 msec for the specified
responses and 18 msec for the unspecif ied responses
with the verbal precue, but it was 13 and 14 msec, re-
spectively,with the graphic precue. The results of Klein-

sorge’s Experiment 3 thus show that the difference in the
up-right/down-left advantage resulting from the manip-
ulation of verbal- and graphic-precue modes in both
Adam et al.’s (1998) Experiment 4 and his Experiments
1 and 2 does not reflect a difference in the nature of ver-
bal and spatial codes.

Why did the up-right/down-left advantage not occur
when the complete mapping rule was presented in a
graphic mode? Kleinsorge (1999) suggested that the an-
swer to this question may lie in subjects’ maintaining an
image of the graphic precue. This image would likely be
a coordinate spatial representation (i.e., one with contin-
uous, metric relations), causing the imperative stimulus
to be represented in a similar manner, rather than in a
categorical spatial representation (i.e., one that codes the
relative locations of objects; see the subsection Spatial
Representations for a discussion of this distinction). Be-
cause the coordinate spatial representation would not
have the property of asymmetry that a categorical spatial
code would have, there would be no basis for a mapping
preference. Reliance on coordinate spatial representa-
tions may have been encouraged by the fact that both
Adam et al. (1998) and Kleinsorge used brief intervals
(#1.3 sec) between onset of the mapping rule and the
imperative stimulus, and that Kleinsorge instructed sub-
jects to maintain an image of the graphic precue.

Summary
The only viable accounts of the up-right/down-left ad-

vantage to date are the salient-features-coding and dual-
strategy hypotheses, both of which attribute the advan-
tage to asymmetric coding of the stimulus and response
alternatives. For both accounts, the up-right/down-left
mapping yields better performance because the salience
relations in the stimulus set are maintained in the map-
ping to the response set. The major discrepancy between
the two accounts is whether this asymmetry is a general
property of coding or is restricted to verbal codes. The
evidence directly concerning the up-right/down-left ad-
vantage points relatively strongly to the conclusion that
asymmetry is a general coding property, as assumed by
the salient-features-coding hypothesis. However, in
keeping with the more general point of the dual-strategy
hypothesis that response selection is not always based on
asymmetric codes, under certain conditions (e.g., during
extreme speed emphasis or when the complete mapping
rule is presented graphically prior to the imperative stim-
ulus), responding seems to be based on a spatial repre-
sentation that does not have the property of asymmetry.
Further evidence pertinent to this issue from related lit-
erature is presented in the later section, Characteristics
of Spatial Representations and Orthogonal SRC.

Orthogonal SRC Effects That Vary With
Responding Hand or Response Position

Although an overall up-right/down-left advantage is
obtained in many circumstances, there is a second type
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of orthogonal SRC effects that varies as a function of
anatomical factors and response position. The explana-
tions that have been proposed for this type of effects can
be classified within two categories: one in which the ef-
fects are attributed to the state of the motor system, and
another in which they are attributed to cognitive coding.

Motor System Accounts
The movement-preference hypothesis. Bauer and

Miller (1982) focused on the fact that the compatibility
effects they obtained with unimanual responses at body
midline varied in magnitude or direction as a function of
whether the left or the right hand was used for respond-
ing. They assumed that movements are influenced by the
context of prior and subsequent movements, and that this
context determines movement difficulty. According to
Bauer and Miller, subjects tend naturally to make a re-
sponse in the direction of a stimulus. This tendency leads
them to make an implicit movement, and the mapping
rule required to make an appropriate response elicits an
explicit movement, too. Implicit and explicit movements
are combined together, and the combined movement pro-
duces a counterclockwise or clockwise movement. Be-
cause a clockwise movement can be executed more eas-
ily than a counterclockwise movement with the left hand,
whereas a counterclockwise movement can be executed
more easily than the other with the right hand, the left
hand shows a preference for the left-up/right-down and
up-right/down-left mapping, and the right hand shows the
reversed preference. Thus, according to the movement-
preference hypothesis, response hand determines the di-
rection of the SRC effect.

However, there are both theoretical and empirical
problems with Bauer and Miller’s (1982) movement-
preference hypothesis. Theoretically, the hypothesis is
based on the assumption that subjects tend to respond in
the direction of the stimulus. Simon (1969) originally
suggested that there is a “basic natural tendency to re-
spond toward the source of stimulation” (p. 174), pri-
marily to explain why responses are faster when stimu-
lus location corresponds to response location even when
stimulus location is irrelevant to the task (a phenomenon
known as the Simon effect). This assumed tendency im-
plies that the important spatial variable for the stimulus
is its location with respect to the observer. However, ev-
idence indicates that spatial codes are formed in terms of
relative stimulus location, and that these relative loca-
tion codes, rather than stimulus location with respect to
the observer, are of most importance to the Simon effect
and to other spatial SRC effects (Lamberts et al., 1992;
Roswarski & Proctor, 1996; Umiltà & Liotti, 1987;
Umiltà & Nicoletti, 1985). For example, if both stimulus
locations are in the right hemispace, RT will be faster if
the left stimulus is mapped to the left response and the
right stimulus to the right response, even though both are
to the right of the observer. Thus, the evidence pertain-
ing to spatial coding does not support the movement-
preference account’s central assumption that there is an
initial tendency to respond in the directionof the stimulus.

Empirically, Michaels (1989) had subjects deflect a
toggle switch left or right, using each hand at three re-
sponse positions (on the midline, 30 cm ipsilateral, and
60 cm ipsilateral) and obtained results inconsistent with
Bauer and Miller’s (1982) movement-preference hy-
pothesis. An up-right/down-left advantage was obtained
with right-hand responses, whereas an up-left /down-
right advantage was obtained with left-hand responses,
these advantages being larger at the lateral response posi-
tions than at midline. The movement-preference hypoth-
esis predicts the opposite relation and does not provide
for response-eccentricity effects. In Michaels’s second
experiment, a horizontally arrayed visual stimulus set
and a vertically arrayed response set were used. At body
midline, a left-up/right-down advantage was obtained
with the left hand, but no mapping preference was ob-
tained with the right hand. However, at the ipsilateral re-
sponse locations, the right hand showed a left-up/right-
down advantage and the left hand showed no mapping
preference.

The ecological hypothesis. Although Michaels’s
(1989) results showing that response eccentricity af-
fected the preferred mapping were inconsistent with
Bauer and Miller’s (1982) movement-preference hy-
pothesis, she concluded, “It seems clear, though, that
Bauer and Miller are correct in asserting that the char-
acteristics of the motor system figure significantly in the
establishment of ‘compatibilities’” (p. 271). The major
addition that Michaels made to Bauer and Miller’s hy-
pothesis was a proposal that the movement preferences
were different at the lateral positions than at body mid-
line, as reflected in her statement, “It ‘feels’ as if rota-
tional preference would depend on the position of the
hand and that responses solicited laterally (e.g., near
arm’s length) would reveal a clockwise preference for
the right hand and an anticlockwise preference for the
left hand” (p. 264). Michaels based her specific hypoth-
esis, which we call the ecological hypothesis, on an eco-
logical approach to SRC effects in general, according to
which the preferred mappings are established by charac-
teristics of the motor system (Michaels & Stins, 1997).
The ecological approach assumes that the action system
is linked closely with the perception system, and the
state of the action system determines what response is
most compatible. That is, motor system variables, such
as which hand is used and the position at which it is
placed, determine preferred mapping conditions.For this
reason, the two hands show different movement prefer-
ences, and these preferences are influenced by the posi-
tion of the responding hand.

Because hand position was confoundedwith hand pos-
ture in Michaels’s (1989) study, Michaels and Schilder
(1991) conducted experiments to evaluate the contribu-
tion of each to orthogonal SRC. Their Experiment 3
evaluated hand posture by having subjects perform by
moving a toggle switch (apparently in an upright posi-
tion), placed at body midline and grasped between the
thumb and the forefinger, to the left or to the right, using
a prone (palm down) or supine (palm up) hand posture.2
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When responses were made with the left hand, an up-right/
down-left advantage was obtained in the prone posture,
but an up-left /down-right advantage was obtained in the
supine posture. With the right hand, an up-right /down-
left advantage was obtained in the supine posture, but no
preference was obtained in the prone posture.

In Michaels and Schilder’s (1991) Experiment 1, the
effect of response eccentricity was examined with hand
posture controlled.As in Michaels’s (1989) Experiment 1,
the stimulus locations were up and down, and unimanual
responses were made at placements of 0, 30, and 60 cm
relative to body midline. However, a constant hand pos-
ture was adopted at all positions:Subjects were instructed
to grasp a block of wood to which a switch apparatus was
attached, insert the index finger into the apparatus, and
respond by deflecting the index finger to the left or to
the right. The results were similar to those obtained by
Michaels: Left-hand responses showed a large up-left /
down-right advantage and right-hand responses showed
a large up-right/down-left advantage at the ipsilateral
30- and 60-cm positions. Thus, the eccentricityeffects re-
ported by Michaels are not a function of the use of differ-
ent hand postures at the different positions.

In both Michaels’s (1989) and Michaels and Schilder’s
(1991) studies of response eccentricity, the hand used for
responding was confounded with the position at which
the response was made, because no contralateral posi-
tions were used. Weeks, Proctor, and Beyak (1995, Ex-
periment 1) had subjects respond to a vertical stimulus
array with unimanual left–right movements of a toggle
switch at each of five locations: body midline, two loca-
tions to the right side, and two locations to the left side.
An up-right/down-left advantage was found for the re-
sponse locations to the right of midline and a reversed
up-left /down-right advantage was found for the response
locations to the left of midline, independently of the re-
sponding hand. Thus, contrary to the ecological hypoth-
esis, the eccentricity effect is a function of neither hand
posture nor the hand with which the responses are made.

Additional evidence that runs counter to the predic-
tions of the ecological hypothesis is presented in the next
section. In the section that follows it, we consider the
end-state comfort hypothesis (Lippa & Adam, 2001),
which attributes the second category of SRC effects to
properties of the motor system, as does the ecological
hypothesis, but in a coding framework that allows more
specific predictions to be tested.

Coding Accounts
The salient-features-coding hypothesis. In their ini-

tial application of the salient-features-coding principle
to orthogonalSRC effects, Weeks and Proctor (1990) ex-
plained the overall up-right /down-left advantage by test-
ing predictions based on the assumption that up and right
are the salient polar referents for their respective dimen-
sions. They did not attempt to explain the changes in or-
thogonalSRC that occur as a function of hand, hand pos-
ture, and response position. Although Weeks and Proctor
(1990) restricted their treatment to the up-right/down-

left advantage, there is in principle no reason why the
salient-features-coding hypothesis cannot be extended to
account for the second type of orthogonal SRC effects.
That is, salience is a relative property of stimuli and re-
sponses, not a fixed property, which implies that the
salience of the alternatives can be affected by several
factors (Reeve, Proctor, Weeks, & Dornier, 1992). This
implication is consistent with views of salience devel-
oped from research on spatial interactions in perception
(e.g., Brady, 1997), auditory space perception (Wight-
man & Kistler, 1997), and stimulus control in Pavlovian
conditioning (Miller & Grace, 2003), and it has been
supported in several choice-reaction studies, two of
which we will describe. When a row of four equally spaced
stimulus locations is mapped directly to a row of four re-
sponse keys, operated by the index and middle fingers of
each hand, performance benefits more if the two left or
two right locations are precued than if the two inner or
two outer locations are (Reeve & Proctor, 1984). Reeve
et al. (1992) showed that this precuing benefit for the
left–right locations can be enhanced or reversed by prox-
imity manipulations that group the locations to increase
the salience of the left–right or inner–outer distinction, re-
spectively. Similarly, Vu and Proctor (2002b) showed
that a phenomenoncalled the right–left prevalence effect
(a stronger SRC effect for the horizontal dimension than
for the vertical dimension when stimuli and responses
vary along both dimensions simultaneously) can be re-
versed to a top–bottom prevalence effect if the vertical
dimension is made more salient (e.g., by decreasing the
discriminability of the stimulus locations along the hor-
izontal dimension and using top–bottom effectors, an ip-
silateral hand and foot, for responses).

Weeks et al. (1995) proposed that the eccentricity ef-
fects on orthogonal SRC demonstrated by Michaels
(1989) and Michaels and Schilder (1991) for unimanual
responses could be attributed to changes in relative
salience. Specifically, they hypothesized that position-
ing the response apparatus to the left or right of midline
increases the relative salience of the response corre-
sponding to its placement (i.e., left becomes salient when
the response apparatus is coded as left). A prediction of
this hypothesis is that the orthogonal SRC effect should
vary primarily as a functionof the location of the response
apparatus and not as a function of whether it is operated by
the left or the right hand. Their Experiment 1, described
earlier, in which response location and responding hand
were varied factorially, showed only a significant influence
of location on the orthogonal SRC effect, in agreement
with the prediction.

Weeks et al.’s (1995) hypothesis makes a second pre-
diction, which is that the mapping preference for a cen-
tered response location should be altered systematically
by varying the relative position of the response device. If
a referent object is present relative to which the device
can be coded as left or right, effects similar to those ob-
served when physical location varies should be evident.
Weeks et al.’s Experiment 2 and Proctor and Cho’s (in
press) Experiment 2 confirmed this prediction for re-
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sponses made with a toggle switch and a joystick, re-
spectively. In both cases, the up-right /down-left advan-
tage obtained when the response device was to the right
of an inactive response device reversed to a nonsignificant
up-left/down-right advantage when it was to the left of
the inactive device. Confirmation of the predicted effect
of an irrelevant response device provides particularly
strong evidence that the mapping preference is a func-
tion of the relative salience of the response alternatives,
because this effect is not predicted by explanations that
rely on characteristics of the motor system.

Because the salient-features-coding hypothesis em-
phasizes response location, it does not provide an obvious
explanation of the effect of hand posture on orthogonal
SRC, reported by Michaels and Schilder (1991). We con-
ducted an experiment similar to theirs in which subjects
made unimanual movements of a switch, held between
the thumb and the index finger, at body midline and at lo-
cations 30 cm to the left and right of midline (Cho &
Proctor, in press). An overall advantage of 16 msec for
the up-right/down-left mapping was obtained.Hand pos-
ture entered into a three-way interaction with mapping
and response hand (see Figure 2), replicating the pattern
reported by Michaels and Schilder: With the prone pos-
ture, the left hand showed 27 msec shorter RT for the up-
right/down-left mapping than for the alternativemapping,
and the right hand showed a 24 msec difference, but with
the supine posture, this advantage reversed to 24 and
44-msec differences for the left and right hands, respec-
tively. The mapping effect interacted with response loca-
tion in a manner similar to that described above for Weeks
et al.’s (1995) Experiment 1, but, most important, hand
posture did not interact with mapping alone or with map-
ping and location. Thus, although hand posture affected
performance, it had no significant influence on either the

overall magnitudeof the up-right/down-left advantage or
on the differences associated with response eccentricity.

That the effect of hand posture on the up-right/down-
left advantage is independent of the eccentricity effect
and opposite for the right and left hands implies that the
hand-posture effect is a consequence of the hand’s pro-
viding a frame of reference. When the switch is grasped
between the thumb and the index f inger of the right
hand, it is to the left of the main part of the hand when
the hand is in the prone position, but to the right when
the hand is in the supine position. Thus, relative to the
hand, the switch is left with the prone posture and right
with the supine posture. When the response is made with
the left hand, this relation is reversed, and the switch is
right with the prone posture and left with the supine pos-
ture. If location is coded with respect to multiple refer-
ence frames, as evidence discussed later indicates, then
the code with respect to the hand should have an additive
effect with the code developed with respect to response
location.

Cho and Proctor (in press) obtained evidence sup-
porting this relative location interpretation of the hand-
posture effect. Subjects performed both while grasping the
switch between the thumb and the index finger and while
grasping it between the ring finger and the pinkie. For
this latter grasping method, the location of the body of
the hand relative to the switch is the opposite of that when
the switch is grasped between the thumb and the index
finger. With the thumb–index-finger grasp, responses at
a midline location showed effects of hand posture on or-
thogonal SRC similar to those found by Michaels and
Schilder (1991) and Cho and Proctor (in press, Experi-
ment 1). Most importantly, the pattern of effects reversed
with the ring-finger–small-finger grasp. In general, the
results were such that the hand postures for which the

Figure 2. The up-right/down-left advantage as a function of switch location
(left, center, right), hand (left, right), and hand posture (prone, supine) for re-
action time in Cho and Proctor’s (in press) Experiment 1.
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switch would be coded as right relative to the hand yielded
a large up-right/down-left advantage, whereas the hand
postures for which it would be coded as left yieldeda small
up-right/down-left advantage.

Because the salient-features-coding hypothesis em-
phasizes relative location of the response apparatus as
the crucial factor involved in the response-eccentricity
effect, it predicts that similar effects of response eccen-
tricity on orthogonal SRC should be obtained with key-
press responses. We showed this to be the case for bi-
manual keypresses made with the index fingers of the left
and right hands (Proctor & Cho, in press, Experiment 1).
A large up-right /down-left advantage was obtained
when the response keys were in the right hemispace, and
this reversed to an up-left /down-right advantage when
the keys were in the left hemispace. Moreover, an effect
of relative location of the response apparatus similar to
that obtained with unimanual movement responses was
also found. When bimanual keypresses were made on
the keys of a response box placed at midline, the orthog-
onal SRC effect was influenced by the location of an in-
active response box. An up-right /down-left advantage
was obtainedwhen the locationof the active box was right
relative to the inactive box, and this advantage was elim-
inated when the location was left (Proctor & Cho, in press,
Experiment 2). The fact that the response-eccentricity
and relative-location effects generalize to bimanual key-
press responses is very problematic for the motoric ac-
counts of orthogonal SRC.

We recently obtained compelling evidence that the rel-
ative salience of the spatial response code is also affected
by another manipulation that increases the prominence
of one side relative to the other (Cho & Proctor, 2001).
In Experiment 1, subjects made bimanual left–right key-
presses to up–down stimuli. To initiate each trial, they
pressed the right key in the right initiation condition and
the left key in the left initiation condition. Because the
response corresponding to the initiating action is more
frequent and is stressed more than the other response, the
salience of the response code corresponding to it should
increase. If it does, the salient-features-coding hypothe-
sis makes specific predictions about how the orthogonal
SRC effect should vary as a function of the initiating ac-
tion. Specifically, the up-right/down-left advantageshould
be reduced when the initiating action is left compared to
when it is right, and this effect should occur regardless
of whether the initiating actions and responses are key-
presses or vocalizations.The up-right/down-left advantage
was 26 msec in the right initiation condition but only
5 msec in the left initiation condition. A similar effect of
initiating action was also found in Cho and Proctor’s
(2001) Experiment 2, in which the initiating action and
task response were both vocal location words, “left” and
“right”: The up-right/down-left advantage was 27 msec
with right initiation and 9 msec with left initiation.

The salient-features-coding hypothesis implies that
this influence of the initiating action on the up-right/
down-left advantage should be evident even when the ac-

tion and task response are in different modalities. When
the initiating action was a “left”–“right” vocal utterance
and the response a left–right bimanual keypress (Cho &
Proctor, 2001, Experiment 3), a 14-msec up-right/down-
left advantage was evident in the right initiationcondition,
but no such advantage was observed in the left initiation
condition. When the initiating action was a left–right
keypress and the task response a “left”–“right” vocal ut-
terance (Cho & Proctor, 2001, Experiment 4), the up-
right/down-left advantage was 27 msec in the right ini-
tiation condition but only 7 msec in the left initiation
condition. These results imply that the influence of the
initiating action is not motoric in nature.

A strength of the salient-features-coding hypothesis in
comparison with the others that have been proposed to
explain the orthogonal SRC effects that vary as a func-
tion of response-related factors is that it can also explain
the overall up-right/down-left advantage. Whereas mo-
toric accounts are restricted to the effects obtained with
unimanual responses and must be supplemented with
other accounts for the effects obtained with keypresses
and vocal responses, the salient-features-coding hypoth-
esis does not suffer from such a restriction. The princi-
pal drawback of the hypothesis is the lack of a theoreti-
cal means of independently specifying relative salience
in particular situations.However, this drawback is not in-
superable. Predictions can be derived for a variety of sit-
uations in which empirical findingsprovide independent
evidence of dimensional asymmetries (as in the case of
Weeks & Proctor’s, 1990, original tests of the salient-
features-coding hypothesis), as well as when a plausible
auxiliary assumption is made to explain a specific pat-
tern of results (as in the case of Weeks et al.’s, 1995, ex-
planation for response-eccentricity effects). To date,
most tests based on the widely accepted fact that up and
right tend to be the salient referents for the vertical and
horizontal dimensions, respectively, as well as on the as-
sumption that the relative salience of a response can be
increased by variables that emphasize that location (ei-
ther through the coding of the response apparatus or
through the use of the response as an initiating action),
have confirmed numerous predictions derived from the
salient-features-coding hypothesis.

The referential-coding hypothesis. Lippa (1996)
proposed what she called the “referential-coding hypoth-
esis” to explain the orthogonalSRC effects obtained with
unimanual movement responses. This hypothesisassumes
that the orthogonalSRC effect is a spatial-correspondence
effect much like that which occurs with parallel stimulus
and response orientations. It is based on the fact that cod-
ing can occur with respect to various frames of reference
(see Referential Spatial Codes, below). The basic idea is
that, when possible, subjects will code the response di-
mension relative to an available frame of reference that
allows that dimension to be represented parallel to the
stimulus dimension.

According to Lippa (1996), when unimanual responses
are made, response locations are coded spatially in ref-
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erence to the intrinsic axis from fingertip to wrist to
bring them in line with the stimulus locations. When
subjects make unimanual up–down responses to stimuli
in left or right locations, they typically hold the hand at
a comfortable angle of about 45–90º relative to the line
of the response keys (see Figure 3). This placement al-
lows the up and down response locations to be coded as
left or right relative to the hand. That is, when responses
are made by the right hand, the down response can be
coded as “left” and the up response as “right”; when re-
sponses are made by the left hand, the down response
can be coded as “right” and the up response as “left.”
Similarly, when subjects make unimanual left–right re-
sponses to a vertically arrayed stimulus set, the comfort-
able hand posture allows response location to be coded
as “up” and “down” relative to the intrinsic axis of the re-
sponding hand.

Lippa (1996) conducted five experiments to provide
evidence for the referential-coding hypothesis. In Ex-
periment 1, the stimuli were left–right locations, and the
responses were up–down unimanual movements. As she
predicted, the left hand showed an advantage for the left-
up/right-down mapping, but the right hand showed an
advantage for the left-down/right-up mapping. Her Ex-
periment 4 obtained similar results for up–down stimuli
mapped to left–right movements: The up-right/down-
left mapping showed an advantage over the alternative
mapping for the left hand, whereas the up-left /down-
right mapping showed a smaller advantage for the right
hand.

In Lippa’s (1996) Experiment 2, subjects made uni-
manual up–down aimed-movement responses to a hori-
zontal stimulus array, but held the responding hand in
line with the vertical response array. In Experiment 5,
the stimulus set was arrayed vertically and the response
set horizontally, and subjects held the responding hand at
a right angle to the line of the response array. In these

experiments, in which the hand did not provide a frame
of reference with respect to which the responses could be
coded along a dimension parallel to the stimulus dimen-
sion, the preferred mapping did not vary with hand, as it
did in Experiments 1 and 4, in which comfortable hand
postures were adopted. There was no significant overall
advantage for either mapping in Experiment 2 (left–right
stimuli mapped to up–down responses), as was predicted
by the referential-coding hypothesis, although both the
mean RT and the error-rate data showed an advantage for
the right-down/left-up mapping (approximately 25 msec
and 2.5%, respectively). In Experiment 5 (up–down stim-
uli mapped to left–right responses), there was a signifi-
cant overall 54-msec advantage for the up-right/down-
left mapping.

In Lippa’s (1996) Experiment 3, the response board
was placed to the left or to the right of the subject’s mid-
line; with both placements, responses were made with
the left or the right hand. In this situation, regardless of
which hand is used, the angle with which the lower arm
and hand are placed relative to the keys allows up to be
coded as “right” and down as “left” when the board is in
the left hemispace, and up to be coded as “left” and down
as “right” when the board is in the right hemispace. The
results showed large SRC effects of similar direction and
magnitude for each hand, which varied primarily as a
function of the response board location, rather than of
hand.

The referential-coding hypothesis also seems to pro-
vide an explanation for puzzling effects obtained when
compatibly assigned unimanual up–down responses are
made to the up–down location of stimuli that also vary in
whether they occur to the left or to the right side of the
display. Cotton, Tzeng, and Hardyck (1977, Experi-
ment 2; 1980, Experiment 1) reported two similar ex-
periments that showed strong effects of the irrelevant
left–right location variable that were dependent on

Figure 3. The postures of the left and right hands for the unimanual up–
down response to the left–right stimulus set in Lippa’s (1996) Experiment 1.
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whether the left or the right hand was used for respond-
ing. With the left hand, responses were approximately
80 msec faster when the top stimulus occurred to the left
and the bottom stimulus to the right than for the opposite
pairings of locations. However, with the right hand, the
reverse relation was obtained, with responses approxi-
mately 60 msec faster when the top stimulus occurred to
the right and the bottom stimulus to the left than for the
opposite location pairings. Assuming that the left hand is
positioned so that the upper response is coded as “left”
and the lower response as “right,” and the right hand so
that this coding relation is the opposite, the referential-
coding hypothesis can account for this pattern of results.

Lippa and Adam (2001) noted that the results of
Michaels and Schilder’s (1991) Experiment 1, described
previously, are problematic for the referential-coding hy-
pothesis as applied to unimanual responses. In it, sub-
jects responded by making a side-to-side movement of
the index finger to up and down stimuli. This method of
responding required that the hand be positionedat a right
angle to the line with the horizontally arrayed response
set, which should provide no frame of reference for cod-
ing the left–right responses as up or down. Yet, Michaels
and Schilder obtained SRC effects that varied as a func-
tion of eccentricity similar to those obtained by Michaels
(1989) when the hand position was not constrained in
this manner.

A Hybrid Coding/Motor-System Account:
The End-State Comfort Hypothesis

The fact that Michaels and Schilder (1991) obtained
the response-eccentricity effect on orthogonalSRC when
the hand was positioned at a right angle led Lippa and
Adam (2001) to reject the referential-coding hypothesis
in favor of a hybrid coding/motor-system account, the
end-state comfort hypothesis. This hypothesis assumes
that stimulus and response sets are processed as mental
images, and that the imagined response keys or hands are
mentally rotated clockwise or counterclockwise to align
the response dimension with the stimulus dimension.
Thus, as the referential-coding hypothesis suggests, or-
thogonal SRC effects are correspondence effects due to
coding the response set along a dimension parallel to that
of the stimulus set. A second assumption of the end-state
comfort hypothesis is that the direction of the spatial
transformation of the response dimension is automati-
cally determined by constraints regarding real body
movement, such as comfort in end-state posture. Conse-
quently, the hypothesis is also a motor-system account
that is a close relative of Michaels’ (1989) ecological hy-
pothesis. This point was made by Lippa and Adam, who
stated, “The notion of an action-dependent interpretation
of the S–R arrangement is not only held by the end-state
comfort hypothesis, but also by the account of S–R com-
patibilityproposed by Michaels and colleagues” (p. 172).
Because the predictions derived from the end-state com-
fort hypothesis are based on a property of the motor sys-
tem, end-state comfort, in the remainder of this article

we include it as a member of the motor-system category
of accounts.

According to the end-state comfort hypothesis, hand,
hand posture, and response location affect the spatial
transformation processes because they determine move-
ment constraints. An inward movement is more efficient
and is preferred by both the right and left hands when
they are located at body midline or at ipsilateral loca-
tions (see, e.g., Bradshaw, Bradshaw, & Nettleton, 1990).
To explain Weeks et al.’s (1995) finding that the mapping
advantage is a function of response location rather than of
hand for unimanual responses, Lippa and Adam (2001)
proposed that when the hand is placed in the contralat-
eral hemispace, the preferred movement is outward.

In Lippa and Adam’s (2001) Experiments 1 and 2,
subjects responded with the response plate placed to the
ipsilateral side of the display. The experiments differed in
whether the stimuli were oriented vertically and the re-
sponse locationshorizontally(Experiment 1), or vice versa
(Experiment 2). The responding hand was held in a neu-
tral position so that it did not provide a frame of refer-
ence that could be used to code the response set along a
dimension parallel to that of the stimulus set. With ver-
tical stimuli and horizontal responses (Experiment 1),
the up-right /down-left mapping was preferred for the
right hand and the up-left /down-right mapping for the
left hand. With horizontal stimuli and vertical responses
(Experiment 2), the left-up/right-down mapping was
preferred for the right hand and the right-up/left-down
mapping for the left hand. These results are consistent
with predictions of the end-state comfort hypothesis.

Lippa and Adam’s (2001) Experiment 3 provided the
strongest evidence that the comfort in end-state posture
of the hand determines the mapping preferences. In that
experiment, subjects made unimanual up–down move-
ment responses to the horizontally arrayed stimulus set,
as in their Experiment 2, but the stimulus display was
placed at a farther eccentricity than the response board
was (see Figure 4). When the subject responded with the
right hand, the response switch was placed on the right
side of body midline and the stimulus panel was located
to the right side of the response board. When the subject
responded with the left hand, the response switch was
placed on the left side of body midline and the stimulus
panel was to the left side of the response board. A left-
up/right-down advantage was obtained for the right hand
and a right-up/left-down advantage for the left hand, as
in their Experiment 2. This outcome indicates that the
mapping preferences are a function of whether the re-
sponses are made with the left hand in the left hemispace
or the right hand in the right hemispace, and they are not
affected by the location of the stimulus panel.

Although end-state comfort is one factor that was con-
sistent across the conditionsof Lippa and Adam’s (2001)
Experiments 2 and 3, other factors were also consistent
across the two experiments, including the locations of
the response board and the hand positions. Therefore, the
results cannot be attributed unambiguously to end-state
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comfort. Evidence that the location of the response board
may be the crucial factor is apparent in a comparison of
Lippa’s (1996) Experiment 2 with Lippa and Adam’s Ex-
periments 2 and 3. They all called for a similar manner
of responding (i.e., up–down responses with the hand in
a neutral posture), but Lippa’s experiment showed no
interaction of mapping with hand. The major difference
between her experiment and those of Lippa and Adam is
that the response board was placed at a centered position
in her experiment, rather than to the left or right side.
Another plausible alternative explanation can be devel-
oped on the basis of the experiment of Cho and Proctor
(in press), which showed that hand-posture effects are
due to the hand’s providing a frame of reference with re-
spect to which alternative responses are coded. In Lippa
and Adam’s Experiments 2 and 3, the response hand was
positioned with the index finger on the home key be-
cause the task required the subject to move that finger
from the home key to the response key. With this hand
posture, the hand covered the “down” response key and
only the “up” key was visible (see Figure 4). With the
left hand, the “up” key was right relative to the main part
of the hand, whereas with the right hand, the “up” key

was left relative to the main part of the hand. If the “up”
key were coded as “right” and “left,” respectively, in
those two response conditions, and the “down” key were
given the opposite code, the mapping effects would show
the pattern obtained by Lippa and Adam.

Lippa and Adam’s (2001) Experiment 4 demonstrated
a direct effect of hand posture on orthogonalSRC. In that
experiment, participantsheld a computer mouse attached
at the front of a chinrest with the left or right hand, and
made unimanual left–right keypresses to a vertically ar-
rayed stimulus set with the index and middle fingers.
The hand was held in one of two postures, in front of the
subject with the back of the hand or the palm facing the
subject, and the “left” and “right” keys were defined in
terms of body midline. When the back of the hand faced
the subject, there was an up-right/down-left advantage
for the right hand and an up-left /down-right advantage
for the left hand. However, when the palm was facing the
subject, the effects reversed to an up-left /down-right ad-
vantage for the right hand and an up-right /down-left
advantage for the left hand. Lippa and Adam proposed
that this hand-posture effect occurred because the left
hand prefers clockwise rotation and the right hand
counterclockwise rotation when the back of the hand
faces the subject, and these preferences reverse when the
palm faces the subject.

However, there is a major problem with this interpreta-
tion of Lippa and Adam’s (2001, Experiment 4) results.
That problem is that the rotation preferences for the hands
within the frontal plane do not seem to reverse direction
when the mouse is held with the palm facing the person in
comparison with when it is held with the back of the hand
facing the person. With both hand postures, a clockwise
rotation is more comfortable than a counterclockwise ro-
tation for the left hand, and a counterclockwise rotation is
more comfortable than a clockwise rotation for the right
hand. Thus, contrary to Lippa and Adam’s interpretation
that the end-state comfort hypothesis predicts that the
mapping effects will reverse for the two hand postures, it
seems to predict that they should not. Lippa and Adam
base the predicted reversal on rotation of the wrist about
the sagittal plane that is orthogonal to the frontoparallel
plane, but they provided no explanation as to why the crit-
ical rotationwould be orthogonal to, rather than within, the
plane along which the responses varied.

A final difficulty for the end-state comfort hypothesis
is that it cannot explain the finding that placing an inac-
tive switch to the left or to the right of the active response
switch alters mappingpreference. In Weeks et al.’s (1995)
Experiment 2, responses were made at body midline with
the right hand, and an inactive response switch was placed
to the right or to the left of the active response switch. Be-
cause the location of the inactive switch should not alter
the rotation preferences, the end-state comfort hypothesis
predicts that the orthogonal SRC effect should not be af-
fected by this manipulation. Yet, the up-right/down-left
advantage was obtained when the inactive switch location
was on the left, whereas a nonsignificant reverse advan-

Figure 4. Stimulus and response arrangements for Lippa and
Adam’s (2001) Experiment 3.
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tage was obtained when the inactive switch location was
on the right. That is, although response hand, response lo-
cation, and hand posture remained the same across the
conditions, the mapping effect was changed. Proctor and
Cho (in press) recently demonstrated that this relative lo-
cation effect, which is difficult to explain not only from
the perspectiveof end-state comfort but also from any mo-
toric perspective, is a reliable phenomenon, replicating it
with joystick movements for which the hand grip and
muscles controlling the left–right responses are different
from those for switch movements.

Summary
Several authors have favored motor-system explana-

tions of the second type of orthogonal SRC effects, be-
cause the effects vary as a function of the hand used to
respond, the posture in which the hand is placed, and the
location along the transverse plane at which the re-
sponses are made, all of which are variables that affect
the state of the motor system. Alternatively, though, the
effects of these response variables can be explained in
terms of coding of the stimulus and response sets. When
implications of motoric and coding accounts have been
contrasted, the results have for the most part favored the
coding accounts. According to the ecological hypothe-
sis, hand position should be the crucial factor in the
response-eccentricity effect, but the data show instead
that, as implied by coding accounts, it is the location of
the response apparatus, independent of hand, that is im-
portant. Although the end-state comfort hypothesis can
account for this finding, it is unable to explain why lo-
cation of a centered response apparatus relative to an in-
active apparatus produces a qualitatively similar pattern
of results. Moreover, results regarding hand and hand-
posture effects on orthogonal SRC indicate that the crit-
ical factor is the frame of reference provided by the hand,
and all of the results reported by Lippa and Adam (2001)
in support of the end-state comfort hypothesis are sub-
ject to plausible alternative explanations.

An account based on the assumption that asymmetric
coding of the type specified by the salient-features-coding
hypothesis is the primary determinant of the orthogonal
SRC effects, and that frames of reference are sometimes
used to code the stimuli and responses along parallel di-
mensions, as assumed by the referential-coding hypothe-
sis, seems capable of explaining the full range of results.
Moreover, such an account has the virtue of explaining
the orthogonal SRC effects that vary as a function of
hand, hand posture, and response position in the same
way that it explains the overall up-right/down-left advan-
tage and the SRC effects for parallel S–R dimensions.

CHARACTERISTICS OF
SPATIAL REPRESENTATIONS

AND ORTHOGONAL SRC

In the previous two sections, we examined the ability
of each of the hypotheses to explain the various findings

obtained for orthogonal SRC tasks. These hypotheses
also assume specific properties of visual information
processing. Therefore, it is necessary to evaluate how
well the assumed properties accord with those implied
by results from other sources in the literature on spatial
representation, verbal coding, coding asymmetry, refer-
ential coding, and mental rotation.

Spatial Representations
The salient-features-codingand dual-strategy hypothe-

ses assume that the locationsof stimuli and responses are
coded spatially (Umiltà, 1991; Weeks & Proctor, 1991),
and the end-state comfort hypothesisassumes the stimulus
and response sets are represented as mental images. The
salient-features-coding hypothesis assumes that the spa-
tial codes for the stimulus and response alternatives are
asymmetric, whereas the dual-strategy, referential-coding,
and end-state comfort hypotheses assume no asymmetry
in spatial coding. The properties of spatial representa-
tions have been examined in numerous studies, many of
which suggest that there are both relational and analogue
forms of spatial representation.

Spatial information is important for both recognizing
objects and guidingactions, and each of these tasks seems
to need different types of spatial information. In object
recognition, each object can be represented as a combi-
nation of simple generalized primitive parts called geons
(Biederman, 1987). According to Biederman, each geon
represents a cone-type shape and is a viewpoint-invariant
cue, and a particular arrangement of two or three geons
specifies an object uniquely. All possible objects can be
represented by the combination of the activated geons
and their spatial relations. Hummel and Biederman
(1992) portray these spatial relations as being coded ex-
plicitly, bound to the geons they describe, and invariant
with viewpoint and geon identity. In other words, the ca-
pacity to recognize an object correctly from a variety of
views “reflects the activation of a viewpoint-invariant
structural description specifying the object’s parts and
the relations among them” (Hummel & Biederman, 1992,
p. 480).

For other purposes, such as to control aimed move-
ments, an analogue representation of spatial information
is required and plays an essential role (Rosenbaum,
1991). Aimed movements are controlled by two mecha-
nisms, feedforward and feedback controls. In feed-
forward control, spatial information is needed to pro-
gram the required movement; for example, for preparing
an aimed movement, information about the absolute, as
well as relative, locations of objects and obstacles is re-
quired. In feedback control, quantitative spatial infor-
mation about the difference between the actual and in-
tended motions is needed to correct the error caused over
time when a movement is being made.

In agreement with the need for both analogue and re-
lational spatial information, Kosslyn (1994) has argued
that there are two subsystems, coordinateand categorical,
that code spatial information. The coordinate subsystem
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encodes a spatial representation that specifies metric
spatial relations, such as precise distance, size, and orien-
tation. The coordinate spatial representation is useful for
guiding action, but it does not correspond to a particular
movement. That is, it is a generalized type of represen-
tation. In contrast, the categorical subsystem encodes
spatial codes that specify the relations among parts, such
as left–right, up–down, and in front–back. Several char-
acteristics define a categorical spatial code. First, a code
specifies the general categorical relation between an ob-
ject position and a referent position, not the precise met-
ric information. Second, it defines equivalence classes.
Thus, there is no intermediate value between any two re-
lations. In addition, spatial codes developed by the cate-
gorical subsystem are determined by the task. These
characteristics of categorical spatial codes are consistent
with the fact that, in two-choice spatial SRC experi-
ments, the stimulus and response locations are coded as
up–down or left–right. In the remainder of this article,
we often refer to coordinate spatial codes as “spatial rep-
resentations” and categorical spatial codes as “spatial
codes,” for the sake of brevity.

Considerable evidence supports the distinction be-
tween the two spatial subsystems, some of which we de-
scribe here. Kosslyn et al. (1989) assumed that the left
hemisphere is more effective than the right for tasks that
require categorical spatial information, but the right
hemisphere is more effective than the left for tasks that
require coordinate spatial information. As predicted, the
results with categorical spatial tasks have shown left
hemisphere superiority, whereas those with coordinate
spatial tasks have shown right hemisphere superiority
(Hellige & Michimata, 1989; Kosslyn et al., 1989). Koss-
lyn et al.’s (1989) Experiment 2 illustrates this pattern. In
it, plus and minus signs were presented at separations of
0.75 and 1.25 in. For the coordinate task, subjects judged
whether or not the distance between two signs was
greater than 1 in. For the categorical task, subjects judged
whether the plus sign was left or right of the minus sign.
Stimuli were presented briefly in the left or right visual
field. RT was shorter for the coordinate task than for the
categorical task. Most importantly, for the coordinate
task, RT was shorter when stimuli were presented in the
left visual f ield than when they were presented in the
right, but for the categorical task, RT was shorter when
stimuli were presented in the right visual field than when
they were presented in the left.

Kosslyn et al. (1989) obtained evidence in their Exper-
iment 3 that the type of spatial representation on which
performance is based may change with practice. They
had subjects judge whether a dot was above or below a
short horizontal line (categorical task) and whether or
not a dot was within a given distance from the line (co-
ordinate task). The results showed right hemisphere su-
periority with the coordinate task and left hemisphere
superiority with the categorical task, although RT was
faster with the categorical task than with the coordinate
task. However, the right hemisphere advantage for the

coordinate task disappeared with practice, whereas the
left hemisphere advantage for the categorical spatial task
did not change. Kosslyn et al. (1989) speculated that, al-
though the distance decision is performed by the coordi-
nate spatial subsystem initially, it is performed by the
categorical spatial subsystem after practice, because new
spatial categories are developed.

Kosslyn, Chabris, Marsolek, and Koenig (1992) showed
computationally that the coordinate spatial codes are
likely produced by cells with large receptive fields,
whereas the categorical spatial codes are produced by
cells with small receptive fields. This hypothesis is sup-
ported by the results from a behavioral study conducted
by Banich and Federmeier (1999). They demonstrated
that in a categorical spatial task, responses were faster
when the stimulus was presented in the central visual
field than when the same stimulus was presented later-
ally in both left and right visual fields, whereas in a co-
ordinate spatial task, the reverse response pattern was
observed.

There is neurophysiological evidence that the two spa-
tial subsystems are distinct (Banich & Federmeier, 1999;
Kosslyn, Thompson, Gitelman, & Alpert, 1998; Laeng,
1994). At least two visual pathways exist: a ventral sys-
tem that projects to the inferior temporal cortex, and a
dorsal system that projects to the posterior parietal re-
gion (Rossetti & Pisella, 2002). Much evidence suggests
that the ventral system is primarily responsible for pat-
tern recognition and perceptual experience, whereas the
dorsal system is primarily involved in sensorimotor con-
trol (Bridgeman, 1999). Laeng (1994) showed a dissocia-
tion between categorical and coordinate spatial processing
with unilateral stroke patients. When asked to examine
whether a variant match figure was identical to a previ-
ously shown sample figure, the right hemisphere patients
made more coordinate errors than categorical errors,
whereas the left hemisphere patients made more categor-
ical errors than coordinate errors. When the patientswere
asked which of the two variant figures was more similar
to the previously shown sample figure, the same pattern
emerged. The hemispheric difference was more evident
with the parietal lesion group in both tests.

Numerous experimental results have been interpreted
in terms of the distinction between the coordinate spatial
representation associated with the dorsal pathway and
the categorical spatial representation associated with the
ventral pathway. Of relevance for present concerns is the
fact that the contribution of the coordinate representa-
tion is largest when responses to visuospatial stimuli are
made quickly. For example, Bridgeman (2000) noted
that the Roelofs effect, a tendency to misperceive the po-
sition of the edge of a large pattern, is not evident in
many subjects’ responses when they make manual point-
ing responses immediately at stimulus offset. However,
if responding is delayed, the Roelofs effect appears with
the pointing responses. Perner and Clements (2000)
noted that quick responding also is a factor in a related
finding obtained with children 3 years old or younger.
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When children are asked to choose in which of two lo-
cations a protagonist will look for an object when they
did not witness an unexpected transfer from one location
to the other, most will incorrectly select the current lo-
cation of the object. A correct response occurs more
often when the task requires pointing to the location, but
only when the pointing response is made quickly. These
and other results suggest that coordinate spatial codes
are more of a factor when a task encourages fast re-
sponding to visuospatial stimulus information.

In summary, two kinds of spatial information are used
for perceiving the external environment, guiding action,
and engaging in other cognitive activities. The coordi-
nate spatial representation contains detailed information
and is useful for guiding action. This representation is
general and does not link to a particular movement. In-
formation about precise distance, orientation, or size is
specified in the coordinate spatial representation. The
categorical spatial representation specifies spatial infor-
mation qualitatively. Because the categorical spatial
codes assign a range of spatial information an equiva-
lence class, they are relational representations that do not
contain detailed information (Kosslyn, 1994). Although
Kosslyn (1994; Kosslyn et al., 1992;Kosslyn et al., 1998)
assumed that the spatial representations are output from
a part of visual processes, it is unlikely that they are vi-
sual in nature. Auditory and tactile stimuli, as well as vi-
sual stimuli, can be represented spatially. Thus, spatial
representation seems to be heteromodal or amodal (Lan-
dau & Jackendoff, 1993).

Verbal and Categorical Spatial Codes
Umiltà (1991) hypothesized that salience asymmetry

emerges only in the verbal labeling process. Thus, the
up-right/down-left advantage occurs only for situations
in which verbal codes are formed for the spatial locations
of the stimulus and the response. Adam et al. (1998) as-
sumed that spatial codes are a “visualized spatial metric”
(i.e., are analogue in nature), whereas verbal codes are a
“verbalized spatial relation” (i.e., are propositional rela-
tions). However, as indicated above, spatial information
is represented in two different forms, categorical (or re-
lational) and coordinate (or analogue; Kosslyn, 1994).
Thus, it is necessary to consider two different possible
codes with an explicit relational format, verbal codes
and categorical spatial codes.

According to Kosslyn (1994), categorical spatial codes
and verbal codes both explicitly represent spatial rela-
tions, and the spatial codes relate to language closely. As
described earlier, Kosslyn et al. (1989) showed that a cat-
egorical spatial task was performed faster when stimuli
were initially presented to the left hemisphere, which is
specialized for language processes, than when they were
f irst presented to the right hemisphere, which is not.
However, the verbal codes and spatial representations
seem to have distinct functional properties. Spatial rep-
resentations, especially categorical spatial codes, can be
translated into verbal codes, but the categorical spatial

codes do not seem to be a subset of verbal codes. Rather,
the structure of the linguistically coded spatial relations
seems to be similar to that of the categorical spatial
codes (Landau & Jackendoff, 1993).

The distinctionbetween spatial codes and verbal codes
is demonstrated in cross-linguistic studies. Many verbal
codes specifying a categorical spatial relation, such as
in, on, and off, are prepositions in English. However, spa-
tial prepositions do not directly link to the structure of
spatial codes. The range of spatial relations specified by
each preposition varies across languages (Bowerman,
1989). Rather, there are more categorical spatial codes
than verbal codes that specify spatial relations. As was
described earlier, Kosslyn et al. (1989) showed that a co-
ordinate spatial task becomes a categorical spatial task
with practice, implying acquisition of new categorical
spatial codes. Verbal codes designating spatial location
seem to select and combine certain spatial codes. Hay-
ward and Tarr (1995) assumed that language about spa-
tial relations adopts a preexisting categorical spatial
structure. For this reason, there are structural similarities
between spatial and verbal codes. Even though the cate-
gorical spatial codes for up–down and left–right have
their own verbal description, one cannot say that these
categorical spatial codes, unlike other prelexical categori-
cal spatial codes, are a subset of verbal codes. Rather, the
evidence suggests that there are distinct structures for
the categorical spatial codes and for the verbal codes.

The categorical spatial system and the verbal system
are closely linked to particular stimulus and response
modalities. Spatial stimuli and keypress responses are
more compatible with the spatial system than with the
verbal system, whereas spatial words and verbal/vocal
responses are more compatible with the verbal system
than with the spatial system (Virzi & Egeth, 1985; Wang
& Proctor, 1996). When subjects respond to the meaning
or location of a spatial word with keypresses, the irrele-
vant location interferes with their ability to identify the
word (the spatial Stroop effect), but an irrelevant word
does not interfere with identification of the location (Lu
& Proctor, 1994; Palef & Olson, 1975; Virzi & Egeth,
1985). However, with vocal responses, the spatial Stroop
effect occurs when the location of the spatial word is rel-
evant but not when its meaning is (Virzi & Egeth, 1985).
In SRC proper, the magnitude of the SRC effect is greater
when stimulus locations are paired with keypress re-
sponses, or spatial words with vocal responses, than
when the pairings are reversed (Wang & Proctor, 1996).

According to Virzi and Egeth (1985), there are two
separate systems, spatial and linguistic, that consist of
independent stimulus analyzers, decision processors,
and response stages. The spatial system processes spatial
information, whereas the linguistic system processes
linguistic information, and they produce spatial and ver-
bal codes, respectively. The required response modality
determines which system processes the information.
With keypress responses, response selection occurs in
the decision processor of the spatial system. Thus, RT is
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affected by the irrelevant location of a spatial word,
which is processed by the spatial system, but not by the
irrelevant meaning of a spatial word, which is processed
by the linguistic system. With verbal responses, because
response selection occurs in the linguistic system, perfor-
mance is affected by the irrelevant meaning of a spatial
word but not by the location in which the word occurs.

Although Virzi and Egeth (1985) assumed that these
two systems are independent of each other except for a
translation mechanism that operates prior to the decision
stage, there seems to be a closer relation between the two
systems. In their Experiment 2, vocal responses were af-
fected by the irrelevant stimulus location (8 msec) and
manual keypress responses were affected by the irrele-
vant stimulus meaning (8 msec). These results were
replicated in other studies (Lu & Proctor, 2001; O’Leary
& Barber, 1993). In Cho and Proctor’s (2001) Experi-
ments 3 and 4, the magnitude of the up-right/down-left
advantage was affected by whether an initiating action
was left or right, even though the modality of this action
and that of the task response were different. That is, spa-
tial codes are activated by spatial information from the
perceptual and motor systems, and even from the lin-
guistic system.

In sum, contrary to Adam et al.’s (1998) suggestion
that spatial codes are visualized spatial metric informa-
tion, they can also be a type of representation with an ex-
plicit relational format (Kosslyn, 1994). Categorical spa-
tial codes and verbal codes for spatial relations are
different from one another, even though they both ex-
plicitly encode spatial relations. The two kinds of codes
are different outputs from different systems; the cate-
gorical spatial system and the verbal system, respec-
tively. The categorical spatial system processes spatial
information, such as the location of the stimulus, and is
linked to the manual response system directly, whereas
the verbal system processes word meaning and is linked
to the verbal response system directly. However, these
two systems are closely related to each other. In all kinds
of SRC experiments, including SRC proper, the Simon
effect, the spatial Stroop effect, and even the orthogonal
SRC effect, SRC effects occur with different stimulus and
response modalities (Adam et al., 1998; Cho & Proctor,
2001;Virzi & Egeth, 1985;Wang & Proctor, 1996; Weeks
& Proctor, 1990).

Asymmetry of Salience
According to the dual-strategy hypothesis, salience

asymmetry arises from verbal labeling and is restricted to
verbal codes. In contrast, according to the salient-features-
coding hypothesis, salience asymmetry extends to cate-
gorical spatial codes as well. Consequently, it is impor-
tant to examine the evidence for salience asymmetry and
to determine whether salience asymmetry is restricted to
verbal codes.

The Vertical Dimension
Judgment of spatial location is usually faster with an

“above” stimulus than with a “below” stimulus (Chase &

Clark, 1971; Seymour, 1969). In Chase and Clark’s Ex-
periment 1, the word ABOVE or BELOW was presented in
the center of a square, and a small circle was placed
above or below the square. There were four kinds of
stimulus displays: ABOVE-above, ABOVE-below, BELOW-
above, and BELOW-below. Subjects indicated whether or
not they thought the word meaning and the circle loca-
tion matched by making one of two keypress responses.
Verification time was 75 msec faster when the word was
ABOVE than when it was BELOW and 85 msec faster when
the circle was located above the square than below the
square.

Seymour (1969) attributed the asymmetry of the spa-
tial location judgment to scanning processes. According
to him, the scanning process normally starts from the top
location and proceeds downward. So, scanning is fin-
ished earlier when the stimulus word is ABOVE and the
circle is above the square than when the stimulus word is
BELOW and the circle is below the square. However, when
an arrow pointing up or down was used instead of the
word ABOVE or BELOW in Chase and Clark’s (1971) Ex-
periment 2, judgments were only 4 msec faster with the
“up” arrow than with the “down” arrow and 7 msec faster
when the circle was placed above the square than when
it was placed below the square. According to Chase and
Clark, the asymmetry obtained from the spatial verifica-
tion task is not due to an invariant scanning process that
proceeds from the top of the display to the bottom, but to
the difference in processing time to compute each polarity
for the vertical dimension.

Chase and Clark (1971) suggested that two factors
contribute to the asymmetry of the positional judgment.
First, adjectives pertaining to verticality presume the di-
mension of height, which is measured from a point of
reference at the bottom. When an object is described as
being ABOVE another object, the point of reference is also
at the bottom; however, when an object is described as
being BELOW another object, the point of reference is at
the top. Consequently, the code for the relation BELOW

needs one more step to be formed than does that for the
relation ABOVE. Second, the spatial code for the up stim-
ulus is formed faster than the spatial code for the down
stimulus, because the upper position is normally at-
tended first and the lower position is inferred afterward.
The results obtained in Chase and Clark’s Experiment 4
showed the advantage of the “up” spatial code over the
“down” spatial code. In top-visible conditions, the circle
was visible when it was above the square but masked
when it was below the square, and in bottom-visible con-
ditions this relation was reversed. When the circle was
located below the square, there was no difference in RT
between the top- and bottom-visible conditions. How-
ever, when the circle was located above the square, RT
was faster in the top-visible condition than in the bottom-
visible condition. This result shows the importance of
the upper location and cannot be attributed to the char-
acteristics of the verbal codes.

Clark and Chase (1974) assumed that the spatial code,
which they called a picture code or perceptual code, is
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formed, and then the verbal descriptions about the spa-
tial relation are constructed with the use of spatial codes
to describe spatial relations or to verify descriptions
against the spatial relation. Like Kosslyn (1994), they
defined the spatial code as a representation that specifies
the relation between an object and a referent. According
to Clark and Chase, the spatial code “above” is formed
automatically rather than the spatial code “below” in
most situations, except when the observer decides to
code the location of an object placed below the reference
point or when the lower object seems to be more stable.
When subjects were asked to describe two types of ver-
tical configurations—symmetrical and asymmetrical—
the word “above” was used more frequently than the
word “below,” especially to describe symmetrical spatial
configurations (Clark & Chase, 1974, Experiment 1). If
a verbal description about spatial relation is based on the
activated spatial code, and the salient spatial codes are
activated more frequently, it is possible to conclude that
the spatial code “above” is more salient than the spatial
code “below.”

Clark (1973) proposed that the cognitive system re-
quired for understanding and expressing knowledge
about spatial information consists of perceptual space
and linguistic space, and the properties of both spaces
are similar to each other. According to him, the reference
points, lines, or planes, and the reference direction are
needed to compute spatial information in perceptual
space. All of the perceptual organs are placed symmetri-
cally with respect to body midline. For this reason, per-
ceptual space is symmetrical with respect to the sagittal
plane. However, with the frontal and transverse planes,
perceptual organs are asymmetrical. Because most of
our perceptual organs, including eyes, ears, and nose, are
located to the anterior side of the body, they are more
sensitive to stimulation from the front of the body than
from the back. In the transverse or horizontal plane, be-
cause the reference for the perceptual space is located at
ground level, there is an asymmetry in the perceptual
space. For these reasons, the forward and upward direc-
tions are treated as positive and the backward and down-
ward directions as negative.

Clark (1973) suggested that linguistic space has the
same properties as perceptual space, with three kinds of
reference plane and the same positive and negative di-
rections from them. The linguistic spatial terms, speci-
fying the positive regions in reference to the frontal or
transverse plane, are used as the basis for the scale name
of each dimension. The structures of the verbal codes for
the positive spatial terms are less complex than those for
the negative spatial terms. They are called unmarked,
whereas the negative spatial terms are called marked.
Clark suggested that the positive spatial terms and codes
for each dimension should be acquired before the nega-
tive spatial terms and comprehended faster. That is, the
asymmetry of verticality, as well as that of other spatial
terms, shown in the linguistic processes directly reflects
the asymmetry of the perceptual space. Clark concluded

that the spatial code for “up” or “above” is easier and faster
to encode than the spatial code for “down” or “below”
when it is involved in the comparison process.

However, it is difficult to separate the properties of the
spatial codes from those of the verbal codes, because
spatial codes have an explicit relational format and many
have verbal terms that specify them. Sholl and Egeth
(1981) tried to separate the properties of the spatial code
from those of verbal labels. In their Experiment 1, they
presented a display consisting of a circle, an uppercase
N, E, S, or W placed at the center of the circle, and the
numerals 1 and 2 placed to the left and to the right of the
letter, or above and below it, in one of two rotation con-
ditions, 0º and 90º. Subjects were asked to indicate the
numeral located in the direction specified by the letter. In
the 0º-rotation condition, the conventional frame of ref-
erence, in which north (N) is up, south (S) is down, and
so on, is required to make a decision. However, in the
90º-rotation condition, subjects were instructed to use
the map rotated 90º clockwise. Consequently, they had
to respond to the N by selecting the numeral located on
the right side of the centered letter N. Decision time was
faster for the upper location than for the lower location.
In the 0º-rotation condition, responding was 16 msec
faster to N than to S; in the 90º clockwise rotation con-
dition, responding was 25 msec faster to W (“west”), for
which the to-be-identified digit was located on the upper
side, than to E (“east”). Also responding was faster to
the label N than to S regardless of the rotation condition.
That is, the asymmetry of the verticality was obtained
for both the spatial codes and the verbal codes. When
subjects were instructed to use the map rotated 90º
counterclockwise, responses were faster to the upper lo-
cation and to the label N than to the lower location and
the label S, respectively. The asymmetry in the vertical
dimension was obtained with a clock-face context (Ex-
periment 3) and with vocal “north”–“south” and “up”–
“down” responses (Experiments 5 and 6).

Recently, Chambers, McBeath, Schiano, and Metz
(1999) found the vertical asymmetry in a shape-comparison
task. Subjects judged which of two comparison stimuli
was more similar to a test stimulus. Comparison figures
formed by combining a novel bottom half of a figure
with the top half of the test figure were judged as more
similar than those formed by combining a novel top half
of a figure with the bottom half of the test figure. Ac-
cording to Chambers et al., because more meaningful
and significant information would be obtained from the
top of the object than from the bottom of the object, top
is more salient than bottom.

In sum, although asymmetry has been studied and
demonstrated in many studies using verbal material and
on the basis of linguistic assumptions, such as marked-
ness, the evidence does not support the conclusion that
asymmetry in the vertical dimension is due to the verbal
labeling process. The results obtained by Sholl and
Egeth (1981) and Chambers et al. (1999) have indicated
that, as Clark (1973) originally suggested, in the vertical
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dimension the upper region is more salient than the lower
region, both perceptually and linguistically. Even though
Sholl and Egeth did not directly show the salience asym-
metry in the spatial codes “up” and “down” in their ex-
periments, they demonstrated the importance of the “up”
region in the perceptual space. If the salience of the
codes is determined on the basis of perceptual impor-
tance, the spatial code for “up” or “above” should be
more salient than that for “down” or “below.” That is,
asymmetry in verticality is not only a property of the lin-
guistic codes but also of the spatial codes, and it is pos-
sible to conclude that the spatial code “above” is more
salient than the spatial code “below.”

The Horizontal Dimension
Asymmetry in the horizontal dimension is more com-

plicated because it is difficult to find a perceptual or bio-
logical reason for it, unlike the asymmetry in the vertical
dimension (Clark, 1973). Clark assumed that, because
the perceptual organs were placed symmetrically with
the reference of the sagittal frame, separating left and
right is symmetrical. However, Olson and Laxar (1973)
suggested that, as for “front–back” and “above–below,”
there is asymmetry in processing the spatial terms
“left”–“right” because most people have a dominant or
preferred hand, most often the right. In their Experiment 1,
they presented a stimulus display that, as did Chase and
Clark’s (1971) display, consisted of a square, a small cir-
cle placed either to the right or to the left side of the
square, and the spatial term LEFT or RIGHT placed at the
center of the square. Right-handed subjects were asked
to verify whether or not the meaning of the word and the
location of the small circle correspond to each other by
making keypress responses. RT was 94 msec shorter to
the word RIGHT than to the word LEFT, regardless of cir-
cle location, suggesting that the verbal codes “left” and
“right” are asymmetrical. Though the difference was not
statistically significant ( p < .10), respondingwas 47 msec
faster to the circle placed to the right side of the square
than to that placed to the left side of the square, regard-
less of word meaning, indicating that the spatial code
“right” is formed faster than the spatial code “left.” For
left-handed subjects, neither the meaning of the spatial
word nor the circle location approached statistical sig-
nificance, but the interaction of these variables with
handedness was significant (Olson & Laxar, 1974).

The dependence of horizontal asymmetry on handed-
ness was shown by another study. Làdavas (1988) repli-
cated Olson and Laxar’s (1973, 1974) experiments and
showed that the asymmetry in processing the horizontal
spatial terms “left”–“right” was dependent on handed-
ness, whereas the asymmetry in the vertical spatial terms
“above”–“below” was not. Responses to the display con-
taining the spatial term “above” were faster than those
for “below,” regardless of handedness. However, right-
handed individuals made faster responses to displays
containing the word “right” than to those containing the
word “left,” whereas left-handed individuals showed the

opposite response pattern. Unfortunately, Làdavas (1988)
did not analyze the location of the circle as an indepen-
dent variable.

Although many studies have failed to show consis-
tently the processing advantage of the spatial code
“right” over the spatial code “left” (e.g., Farrell, 1979),
Sholl and Egeth (1981) clearly showed that “right” was
processed faster than “left” in their Experiment 3, in
which spatial labeling was not required for the locational
judgment task. As was mentioned earlier, they used a
clock-face display as a stimulus. At the center of the
clock face, one of the numerals 3, 6, 9, and 12 was pre-
sented. The letters x and o were placed to either side of
the numeral, and the subjects were asked to name the let-
ter located in the direction specified by the numeral in
the clock-face context. In the horizontal dimension, di-
rectional judgment for the right location was 47 msec
faster than it was for the left location. If the locus of the
right advantage were the verbal labeling process, there
should have been no right advantage in this experiment.

Farrell (1979) investigated the left–right confusion ef-
fect, which is defined as the fact that the discrimination
of left–right is more difficult than that of up–down, by
using the positional or directional judgment task with ar-
rows and the letters U, D, L, and R. Contrary to the re-
sults of Sholl and Egeth’s (1981) Experiment 3, Farrell
found only a small magnitudeof right advantage.He con-
cluded that, because the perceptual space was symmetri-
cal in the horizontal dimension, neither the right or left
spatial code nor right or left verbal code was more salient.
Actually, although asymmetry was found consistently in
the vertical dimension, it was not found in the horizon-
tal dimension in Sholl and Egeth’s Experiments 1, 2, 6,
and 7. However, as Olson and Laxar (1973, 1974) sug-
gested, if asymmetry is dependent on handedness in the
horizontal but not in the vertical dimension, the incon-
sistent asymmetry in the horizontal dimension revealed
by the experiments investigatingthe left–right confusion
effect can be explained. In fact, neither Farrell nor Sholl
and Egeth controlled handedness in their experiments.

Làdavas (1987) found evidence that the up-right/down-
left advantage obtained with bimanual keypresses de-
pends on handedness. Subjects held a response cylinder
in each hand and pressed a key located at the top of the
cylinder to respond. The hands were positionedon a board
level with a chinrest, with the left hand placed to the left
side of the head and the right hand to the right side. The
left–right responses were made to the onset of one of two
LEDs located above and below fixation with either an up-
right/down-left or an up-left /down-right mapping.Right-
handed subjects responded 28 msec faster with the up-
right /down-left mapping than with the other mapping,
which is consistent with most orthogonal SRC studies.
However, left-handed subjects responded 28 msec slower
with the up-right /down-left mapping than with the other
mapping, showing an up-left /down-right advantage in-
stead of the typical up-right/down-left advantage. This
dependence of the mapping advantage on handedness
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supports Olson and Laxar’s (1973, 1974) idea that the
asymmetry in the horizontal dimension arises from hand-
edness, as well as Weeks and Proctor’s (1990) idea that
the direction of the orthogonal SRC effect is determined
by the relative salience of each feature within dimensions.

Arrow Stimuli
Asymmetry did not occur in either the vertical or the

horizontal dimension when, instead of a spatial word or
letter specifying location, an arrow was used in match-
ing experiments (Chase & Clark, 1971, Experiment 2;
Olson & Laxar, 1973, Experiment 3; Sholl & Egeth,
1981, Experiment 4). One might interpret this finding as
evidence that the locus of the asymmetry is the verbal la-
beling process. However, alternatively, the judgment
could be processed without matching between the spatial
codes for the location of the small circle and the direc-
tion of the arrow. Chase and Clark attributed the absence
of asymmetry to the change from a matching task to a
detection task. According to them, when an arrow was
used, subjects were looking at the location to which the
arrow pointed and judging whether or not the circle was
there, rather than matching two codes to each other.
Olson and Laxar (1973) also suggested that asymmetry
occurs only when a comparison between two codes is re-
quired.

Just and Carpenter (1975) obtained evidence that ar-
rows are coded asymmetrically and that the absence of
asymmetry in the previous studies was a consequence of
subjects’ responding on the basis of global perceptual
features arising from the configuration of the arrow and
the circle. To prevent this possibility, they used upward-
or downward-pointing arrowheads that were displayed to
the left of a vowel or a consonant, one located above the
other. The task was to judge whether the location of the
vowel was the same as the direction of the arrowhead.
This display format was intended to require explicit en-
coding of the direction in which the arrowhead pointed
and in comparison with the encoded vowel. The results
showed correct “yes” RTs (indicating that the arrowhead
direction and vowel location matched) to be 76 msec
shorter when the arrowhead pointed up than when it
pointed down. Based on these and other findings, Just
and Carpenter concluded, “The asymmetry between
above and below (and right and left) is not specifically
linguistic, but results from a more general asymmetrical
conception of spatial dimensions” (p. 427).

Summary
Many researchers have suggested that the salience

asymmetry in the vertical dimension is due to properties
of perceptual space (e.g., Clark, 1973). Clark assumed
that the properties of linguistic space reflect those of the
perceptual space, and that, because the spatial code for
“up” is simpler to compute and process than that for
“down,” the structure of the spatial term “up” or “above”
is simpler than that of “down” or “below.” There is a lot
of evidence demonstrating this asymmetry in processing

the location of the object in the vertical dimension
(Chase & Clark, 1971; Sholl & Egeth, 1981). Thus, at
least in the vertical dimension, the salience asymmetry
is a property of both verbal and spatial codes. In the hor-
izontal dimension, although evidence suggests that the
left–right confusion effect is due to the verbal labeling
process, one cannot say that the salience asymmetry comes
only from the verbal labeling process. Overall, because
asymmetry in the vertical dimension arises from percep-
tual and biological bias, it is an invariant property of the
categorical spatial and verbal codes. However, because
asymmetry in the horizontal dimension may arise from
handedness, it is a variable property of the spatial and
verbal codes.

Basically, the salient-features-coding hypothesis and
the dual-strategy hypothesis use the same mechanism to
explain the up-right/down-left advantage, with the ex-
ception that the latter restricts salience asymmetry to
verbal codes. However, results obtained from experi-
ments, in which the effect of labeling was separated from
that of encoding, show that asymmetry is a property of
both spatial and verbal codes (Olson & Laxar, 1973, 1974;
Sholl & Egeth, 1981). It should be noted that Adam et al.
(1998, Experiment 2) failed to demonstrate the depen-
dence of the up-right /down-left advantage on verbal
codes with the response-mode manipulation, which was
intended to encourage subjects to use verbal or spatial
codes.

Referential Spatial Codes
According to coding views, spatial information about

stimulus and response locations is coded automatically.
Response selection is slower when the S–R spatial codes
do not correspond than when they do, in studies of both
SRC proper and the Simon effect (Wallace, 1971). In or-
thogonal SRC experiments, response selection is faster
when two salient polar referents are mapped to each
other than when they are not (Weeks & Proctor, 1990).
A categorical spatial code specifies a spatial relation be-
tween a target object and referent object(s) or location(s).
For this reason, a stimulus can be coded spatially with
respect to several referent points, such as the focus of at-
tention, body midline, and other objects, and of all these
spatial codes can affect the S–R translation processes
(see, e.g., Lamberts et al., 1992; Roswarski & Proctor,
1996). Carlson-Radvansky and Irwin (1993) distin-
guished three kinds of frames by assigning spatial codes
that differed in terms of referent point: viewer-, object-,
and environment-centered frames.

Viewer-Centered Frames
Viewer-centered frames are based on the perceiver’s

perspectives and include retinocentric, head-centric, and
body-centric frames. In the retinocentric frame, the point
of fixation—that is, the region of the visual field that
stimulates the fovea—plays a role as a reference point.
Within this frame, a stimulus projected into the left
hemifield is coded as left, and a stimulus projected into
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the right hemifield is coded as right. Spatial codes that
occur in terms of a viewer-centered frame, excluding the
retinocentric frame, are called egocentric spatial codes.
The focus of attention (Umiltà & Liotti, 1987), location
of hands, hand posture, and body midline belong to the
category of egocentric frames that generate spatial codes.
Any part of the body except the eye could be a reference
point for spatial coding. For example, as indicated ear-
lier, Lippa (1996) provided evidence that the intrinsic
fingertip-to-wrist axis provides a reference frame when the
orientationsof the stimulus and response sets are orthog-
onal. Egocentric spatial codes are availableat early stages
of visual processing (Pouget, Fisher, & Sejnowski, 1999).
The results from spatial choice–reaction tasks, including
the Simon effect, SRC proper, and orthogonalSRC, sug-
gest that the spatial codes eliciting the mapping effects
are not formed in terms of the retinocentric frame. When
the two possible stimulus locations were in one of two
hemifields, mean RT was affected by irrelevant spatial
information of an imperative stimulus (Umiltà & Liotti,
1987). That is, a Simon effect was obtained with respect
to relative location, suggesting that the retinocentric
frame is unimportant for the spatial mapping effect.

Umiltà and his colleagues stressed the importance of
the spatial codes that are formed in terms of egocentric
frames, especially the focus of attention. They assumed
that the location on which attention focuses is a refer-
ence point for assigning spatial codes in experimental
situations that yield the Simon effect (Nicoletti & Umiltà,
1989, 1994; Rubichi, Nicoletti, Iani, & Umiltà, 1997;
Umiltà & Liotti, 1987). According to Stoffer (1991), the
spatial code for irrelevant stimulus location is formed
because of a covert shift of attention toward the stimulus
position. If a stimulus is presented to the left or right side
of the point on which attention is centered, a left or right
spatial code is formed for the stimulus because the
covert shift of attention is followed by the overt eye
movement requiring spatial code. However, when stim-
ulus displays are designed to require attentional zooming
onto the stimulus, no spatial code is formed. Stoffer
showed that the Simon effect did not occur when two
possible stimulus locations are surrounded by a large
rectangular precue. He interpreted this result as indicat-
ing that spatial codes were formed only when a lateral-
ized attentional shift was required to refocus onto an im-
perative stimulus.

Object-Centered Frames
Spatial codes seem to be formed in terms of the stim-

ulus’s own intrinsic axis, too. This kind of reference
frame is called an object-centered frame. If the stimulus
is an object having its own intrinsic axis, the intrinsic
axis provides a strong cue for assigning the stimulus into
a spatial code. Bächtold, Baumüller, and Brugger (1998)
showed that spatial codes were formed in the represen-
tation space by using ruler and clock images when the
stimulus contained no spatial information. In their ex-
periment, subjects were asked to imagine a 12-unit ruler

or clock face and decide whether the number presented
in the center of the screen with the ruler or the clock face
was less than or greater than 6. The stimulus was a sin-
gle number that ranged from 1 to 11, excluding 6. In one
condition, subjects were instructed to respond to a num-
ber less than 6 with a left keypress and to a number
greater than 6 with a right keypress; this mapping rule
was reversed in the other condition. The results demon-
strated that, when the context stimulus was a ruler, re-
sponses to a number less than 6 were faster with the left
response key than with the right response key, whereas
responses to larger numbers were faster with the right re-
sponse key than with the left response key. However,
when the context stimulus was a clock face, the response
pattern was reversed. According to Bächtold et al., spa-
tial codes were formed in terms of a representation space
constructed by the context stimulus. In the ruler context,
each number was aligned linearly in mental representa-
tion space. The numbers less than 6 were represented to
the left of the number 6, and the other numbers were rep-
resented to the right of it. However, in the clock-face
context, the numbers less than 6 were represented spa-
tially at the right side, whereas the other numbers were
represented at the left side. That is, the spatial codes are
formed in reference to the representation of the context
object.

Hommel and Lippa (1995) and Proctor and Pick (1999)
showed that when stimuli were presented with respect to
a face background, stimulus locations were coded in
terms of an object-centeredframe. In Hommel and Lippa’s
Experiment 1, subjects made left or right keypresses to
stimuli in up or down locations that were presented in the
context of a picture of Marilyn Monroe’s face, tilted 90º
to the left or to the right, so that the stimulus locations
were the left and right eyes. Across the up-right/down-
left and up-left /down-right mappings, mean RT was
7 msec shorter when the locations of the eye and the re-
sponse key corresponded then when they did not. In
Hommel and Lippa’s Experiment 2, the eye–response key
location-correspondence effect was also found when the
context face was tilted 45º, the size of the effect de-
creasing as the degree of tilt was reduced. Proctor and
Pick replicated Hommel and Lippa’s results, obtaining a
17-msec effect of correspondence between eye and re-
sponse key location in the context of Marilyn Monroe’s
face and smaller effects of the same type in the context
of line drawings of faces. These results imply that the
spatial codes can be formed in terms of an object’s in-
trinsic axis.

However, spatial codes for stimulus location were
formed not only in terms of the context face, but also in
terms of other frames. In Hommel and Lippa’s (1995)
Experiment 1, the mapping variable, which contained
the up-right/down-left and the up-left /down-right map-
ping conditions, did not reach statistical significance,
but the 28-msec advantage for the up-right /down-left
mapping was larger than the 7-msec eye–response key
correspondence effect. Furthermore, when subjects were
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not allowed to move or tilt their heads by using a chin/
forehead rest, a 42-msec up-right/down-left advantage
was found (Proctor & Pick, 1999, Experiment 1B). Other
experiments using a face context showed a tendency for
the up-right /down-left advantage to occur, although it
was not statistically significant in all cases. These results
indicate that information for the stimulus locations is
computed not only in terms of the object-centered frame,
but also in terms of other frames automatically, such as
egocentric and environmental frames.

Environment-Centered Frames
Spatial stimulus information can be processed in ref-

erence to an environment-centered frame. According to
Carlson-Radvanskyand Irwin (1993), “In an environment-
centered frame, objects are represented with respect to
salient features of the environment, such as gravity or
prominent visual landmarks” (p. 224). For spatial SRC
effects, coding of stimuli in terms of their locations rel-
ative to alternative stimuli and other displayed objects
plays a crucial role. Lamberts et al. (1992) and Roswarski
and Proctor (1996) manipulated the hemispace, the vi-
sual hemifield within the hemispace, and relative posi-
tion within the hemifield independently, and showed that
the Simon and spatial SRC effects occurred on the basis
of all three frames. These results demonstrate that stimu-
lus location is coded spatially with respect to the differ-
ent reference frames. That is, the spatial codes in terms
of the environmental frames, as well as those in terms of
the other frames, can elicit the spatial mapping effect.

According to Hommel (1993), a spatial code is formed
with respect to a referent object or frame, like a fixation
point. In his Experiment 1, as in Stoffer’s (1991) exper-
iment, a large rectangle surrounding both possible stim-
ulus locations was presented as a precue for 500 msec.
Then, a red or green rectangle appeared as a target stim-
ulus for 150 msec in one of two possible locations inside
the precue frame. However, unlike in Stoffer’s experi-
ment, a noninformative reference stimulus, which was a
gray rectangle, appeared between the two possible stim-
ulus locations. Even though the lateralized attentional
shift was not needed, a Simon effect was found in this
experiment. Hommel (1993) concluded that spatial cod-
ing does not depend on the attentional shift or on other
attentional operations. As Lamberts et al.’s (1992) ex-
periments showed, spatial codes can be formed in terms
of different reference points automatically.

Spatial codes for up and down are usually formed with
reference to gravity (Carlson-Radvansky & Irwin, 1993;
Garnham, 1989). In Carlson-Radvansky and Irwin’s Ex-
periment 1, four kinds of pictures were presented to sub-
jects. The orientationof a reference object was normal in
two conditions and was not normal, with the orientation
of the reference object rotated to the right or left by 90º,
in the other two conditions. The target object was ego-
centrically and environmentally above the object in one
of the two normal conditions and was environmentally
to the left or right of the reference object in the other nor-

mal condition. When the orientation of the reference ob-
ject was not normal, a target object was located egocen-
trically and environmentally above the reference object
in one conditionand intrinsically above the reference ob-
ject in the other condition. When subjects were asked to
rate a sentence of the form, “The target object is above
the reference object,” the rating for the spatial term
“above” in the reference of the egocentric/environment-
centered frame was higher than it was in the reference of
the object-centered frame. However, when pictures were
presented to the subjects as they lay on their sides, so that
the head was aligned with the top of the reference object
depicted with abnormal orientation or with the bottom of
the object in Experiment 4, subjectsused the environment/
object-centeredframe more than the egocentric frame to as-
sign a spatial term “above.” Carlson-Radvansky and Irwin
interpreted these results as indicating that the egocentric/
environment-centered frame advantage obtained from
Experiment 1 is a result of the environment-centered
frame. In general, in a normal situation, the environment-
centered frame seems to be dominant.

However, there was no evidence indicating that one
frame of reference was always used for spatial coding in
Carlson-Radvansky and Irwin’s (1993) study, in agree-
ment with other studies. Actually, in most situations, these
frames for spatial assignment are confounded with each
other, and all can be used for assignment. In spatial SRC
experiments, all spatial codes activated by using any of
the frames seem to cause mapping effects. Làdavas and
Moscovitch (1984) showed that spatial codes for the
stimulus and response locations could be formed both in
the environment-centered and in the eye-centered frames
of reference. However, although the spatial relation be-
tween anatomic hand and stimulus locationcan affect per-
formance in spatial choice-reaction tasks (Klapp, Greim,
Mendicino, & Koenig, 1979; Làdavas & Moscovitch,
1984), the effects of response location indicate the im-
portance of the environment-centered frame for assigning
spatial codes for left–right or above–below, as well as other
spatial codes such as “connected with” or “between.”

As was mentioned earlier, coding hypotheses assume
that response locations are computed as spatial codes
(see, e.g., Brebner et al., 1972; Wallace, 1971). The SRC
and Simon effects are caused by the correspondence or
noncorrespondence between stimulus and response spa-
tial codes for response location, not response effector,
such as hand. When both hands were placed on the same
side of the body midline, an SRC effect occurred re-
gardless of the position of the two hands relative to body
midline (Nicoletti,Anzola, Luppino,Rizzolatti,& Umiltà,
1982). These results show that spatial codes for response
location are formed in terms of the environment-centered
frame, not an egocentric frame such as body midline. On
the basis of parsimony of processing, it can be assumed
that the spatial codes for response locations are formed
by the same mechanism as those for stimulus locations
(see Hommel, 1997). The fact that spatial codes for re-
sponse locations are formed even though subjects do not
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specifically attend to the response locations in most ex-
perimental situations also shows the importance of the
environment-centered frame.

The importance of referential spatial coding has been
shown for orthogonal SRC, too. In Weeks et al.’s (1995)
Experiment 2, the direction of orthogonal SRC was de-
termined by the response switch location relative to an
inactive response switch, even though the location of the
active response switch was always at body midline. If the
spatial codes for the response switch were formed with
respect to an egocentric frame, the effect of the inactive
response switch location on the orthogonal-mapping ef-
fect should have been absent. According to the salient-
features-coding hypothesis, in the orthogonal SRC ex-
periments, the spatial code for the response switch is
important for determining the size or direction of the
compatibility, because the location of the response
switch increases the salience of the spatial code. This
spatial code for the response switch seems to be formed
in the environment-centered frame of reference.

Summary
Many spatial codes defined by the spatial relation be-

tween two or more objects are invariant even when their
positions in terms of the egocentric or object-centered
frames are changed, and seem to be used exclusively for
understanding spatial information. Spatial codes for left,
right, above, and below, like other spatial codes, also
seem to be formed in terms of the environment-centered
frame. However, the body midline, hand, or focus of at-
tention can also play a role as a reference point, like other
reference objects, to assign left–right or above–below
spatial codes to stimulus locations. The experiments in
which the up-right /down-left advantage was reversed
when responses were made at the left side of body mid-
line (e.g., Weeks et al., 1995, Experiment 1) show the
flexibility of referential coding. When the salient refer-
ence object is absent, the body midline or focus of at-
tention seems to provide a reference for spatial coding.
However, it is unclear whether the spatial codes formed
on the basis of different referents are available simulta-
neously with their relative impact determined by the task
context, or whether the codes have a rank order, with a
lower ranked spatial code formed only if a higher ranked
spatial code is not available (see, e.g., Heister, Schroeder-
Heister, & Ehrenstein, 1990).

Mental Rotation and Alignment of
Stimulus and Response Sets

Unlike the salient-features-coding and dual-strategy
hypotheses, Lippa and Adam’s (2001) end-state comfort
hypothesis suggests that the orthogonal SRC effect with
unimanual keypresses is due to a rotational preference in
spatial transformation processes that bring the imaged
response set into alignment with the stimulus set. For ex-
ample, when a stimulus set is arrayed vertically and a re-
sponse set horizontally, the imaged response set is men-
tally rotated to the vertical dimension of the stimulus set

to code the responses in parallel to the stimuli. Mental
rotation has been studied widely since the initial work of
Shepard and colleagues (e.g., Cooper & Shepard, 1975).
The mental rotation process is based on mental images
and consists of image-generation and -transformation
processes. Unlike categorical representations, which
consist of explicit symbols, the mental image contains
visual analogue information. According to Kosslyn
(1994), mental images are generated in the visual buffer,
like other visual percepts. That is, visual perception and
mental imagery share a common underlying mechanism,
and mental images are formed with information from ei-
ther visual perception or memory. To generate mental
images from memory, the stored representations of an
object’s parts have to be combined with each other. Two
kinds of spatial information, categorical spatial codes
and coordinate spatial representations, are required to do
so (Kosslyn, Maljkovic, Hamilton, Horwitz, & Thomp-
son, 1995). To transform a mental image, transformation
processes are needed. Kosslyn proposed two types of
transformation, motion encoded and motion added. The
motion-encodedtransformation is the creation of a moving
image as it activates a stored motion relation extracted
during perception. The motion-added transformation in-
volves the creation of image motion by alteration of the
representation of an object’s spatial properties and the
imagery-mapping function.

Lippa and Adam (2001) assumed that the rotationof the
response set is performed once when the subject’s hands
are placed into position for the task, with the direction of
the rotation being automatically, and not strategically, de-
termined by the constraints of real movement. They state,

The coding of stimulus and response dimensions is
fully determined by the relative posture of the hand.
Once the hand is placed in a certain position relative
to the response device and the body, there is only one
interpretation of the setting, irrespective of whether
it yields spatial correspondence or not. (p. 172)

As evidence for this view, Lippa and Adam cited the
mental rotation studies of Sekiyama (1982) and Parsons
(1987b), described below.

Sekiyama (1982) had subjects indicate whether a dis-
played line drawing was of a left hand or a right hand, by
pressing a left or right response key. The hand could ap-
pear in any of eight orientations in 45º steps in the pic-
ture plane. RT was an increasing function of the amount
of angular departure from upright, but the functions were
asymmetric and mirror opposite for the left and right
hands. When the stimulus was the right hand, mean RT
was longest at 135º in the clockwise direction, but when
it was the left hand, mean RT was longest at 225º. Seki-
yama interpreted these results as suggesting that subjects
form an initial hypothesis as to whether the presented
hand is left or right and then rotate the mental represen-
tation of their own hand into congruence with the stim-
ulus before responding. He attributed the asymmetry to
mental rotation’s being more efficient when it was in the
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preferred direction for actual movement of the hand than
when it was not.

Parsons (1987b) replicated Sekiyama’s (1982) results
and showed that the decision time was longer when a
stimulus hand was rotated inward than when it was ro-
tated outward from the upright. This tendency was also
found when subjects were asked to imagine moving the
left or right hand to the orientation of the stimulus with-
out left–right decision (Experiment 4). The left–right
judgment time was closely correlated with the real
movement time obtained from an experiment in which
subjects were required to move their hand into the orien-
tation depicted by the stimulus (Parsons, 1994, Experi-
ment 1). Parsons (1994) concluded that subjects imagine
moving their hand from its posture during the task to the
orientationof the stimulus hand to compare the two, rather
than imagine moving the stimulus hand to the orienta-
tion of their hand, because imagining moving their own
hand is more familiar and easier than imagining moving
the stimulus hand (see also Cooper & Shepard, 1975;
Parsons, 1987a; Sekiyama, 1982).

According to Parsons (1987b), the spatial transforma-
tion in mental rotation is affected by kinematic proper-
ties of the real movement in some way. He suggested
three plausible explanations for the effect of kinematic
properties on the imagined spatial transformation. First,
the rate of transformation may be slower when the ori-
entation of the stimulus hand (and other body parts) is
uncomfortable. The second possible explanation is that
the initiation time to imagined spatial transformation
may be longer for stimuli with awkward orientations.
The third explanation is that imagined paths for awkward
orientations may be longer. Parsons (1987b) concluded
that the evidence supported the third explanation, with
much of the effect of kinematic properties on the trans-
formation process due to differences in lengths of the
paths to move the imagined hand to the stimulus orien-
tation. That is, when the orientation of the stimulus hand
is not awkward or is within the limit of real movement,
efficient paths to stimulus orientation can be used to
transform the orientation of the hand in mental simula-
tion. But when it is awkward or not within the limit,
longer, inefficient paths are imagined.

It could be argued on the basis of neurophysiological
evidence (see, e.g., Decety, 1996) that motor imagery is
distinct from visual imagery and, consequently, that the
studies above are not relevant to the transformations of
the response sets hypothesized by Lippa and Adam
(2001). However, Wohlschläger and Wohlschläger (1998)
and Wexler, Kosslyn, and Berthoz (1998) obtained evi-
dence that the processes involved in visual mental rota-
tion overlap with those involved in manual rotation. In
both studies, subjects were presented stimuli composed
of rectangular parts, and they had to judge whether a fig-
ure was identical to a comparison figure except for rota-
tion. When a manual rotation task had to be performed
concurrently with the mental rotation task, a correspon-
dence effect was obtained so that mental rotation was fa-

cilitated when it corresponded in direction to that of the
manual rotation and was inhibited when it was in the op-
posite direction. Moreover, Wexler et al. found positive
correlations between the speeds of rotation, as well as
between the angles. The results of these two studies
imply that motor processes are used even when abstract
objects are mentally rotated.

However, there are several weak points in Lippa and
Adam’s (2001) end-state comfort hypothesis. First, all of
the studies cited above, which suggest a role of motoric
processes in mental rotation, were ones in which the
tasks explicitly or implicitly required rotation of one ob-
ject for comparison with another. This is not the case in
the typical orthogonal SRC experiment, in which each
of the two stimulus positions is assigned to a unique re-
sponse. Second, in those studies, the evidence lies in
mental rotation functions for which the time to respond
on a particular trial is an increasing function of angular
disparity. For orthogonalSRC, however, Lippa and Adam
assume that the rotation occurs only once, when the hand
is placed in position. The third weak point, which is re-
lated to the second, is that evidence indicates that men-
tal rotation is strategic. For example, in comparing mental
rotationwith motion perception,Wohlschläger and Wohl-
schläger (1998) state, “Whereas motion perception is a
rather automatic process, mental rotation is strategic” (p.
398). They go on to say that mental rotation “does not
occur automatically” and “can be started and stopped
voluntarily” (p. 398). In contrast, Lippa and Adam as-
sumed that the rotation process in orthogonal SRC tasks
is automatic. In sum, the process that is presumed by the
end-state comfort hypothesis bears little resemblance to
that evident in studies of mental rotation.

Although the results from the experiments requiring
left–right body part judgments show the effect of real
movement constraints on mental rotation (Cooper &
Shepard, 1975; Parsons, 1987b, 1994; Sekiyama, 1982),
they do not imply that the direction of mental rotation is
automatically determined by the movement constraints.
Parsons (1987b) concluded that the difference in time
between awkward and nonawkward orientations of stim-
uli for left–right judgments is due to the difference in the
length of the imagined paths, rather than to an inability
to mentally rotate in the awkward direction. Thus, even
though his and other results have indicated that the con-
straints of the real movement influence mental rotation
performance, they provide evidence that subjects can
mentally rotate an object in either direction and no evi-
dence that the direction of the mental rotation is auto-
matically determined by the constraints.

Although Lippa and Adam (2001) assumed that the
mental rotation of the hand was performed only once per
trial block, one might hypothesize that the rotation oc-
curs on each individual trial. In this case, the mapping ef-
fect obtained in the unimanual orthogonal SRC experi-
ments would be attributed to the difference, between
inward and outward orientations, in the time taken to ro-
tate the imagined response set to the stimulus orienta-



68 CHO AND PROCTOR

tion. However, this hypothesis does not seem plausible,
either, because mental rotation is a complicated, slow
process (Kosslyn, 1994). Usually, mean RT obtained
from the left–right judgment experiments, or from exper-
iments in which subjects were asked to imagine moving
their hand without judgment, ranged from approximately
800 to 2,500 msec, including about 100–200 msec for
rotating the imagined hand 90º (Cooper & Shepard,
1975; Parsons, 1987b, 1994; Sekiyama, 1982). The mean
RTs obtained from experiments requiring mental rota-
tion are much longer than those obtained by Lippa and
Adam (2001), which were similar to those for aimed-
movement responses when the S–R arrangement was
parallel (see, e.g., Wang & Proctor, 1996, Experiment 3),
and hence would not involve rotation. Thus, there is little
evidence to suggest mental rotation on a trial-to-trial basis
in the orthogonal SRC studies.

Summary
Evidence indicates that there are two types of spatial

representations: a coordinate representation that speci-
fies metric spatial relations and a categorical code that
specifies the relations among objects. The categorical
spatial codes are distinct from the verbal codes, and both
types of codes show coding asymmetry. For the vertical
dimension, up is more salient than down, and for the hor-
izontal dimension, right is more salient than left, at least
for right-handedpersons. Thus, categorical spatial codes
and verbal codes have the property of asymmetric cod-
ing assumed by the salient-features-coding hypothesis.
The dual-strategy hypothesis, therefore, is incorrect in
assuming that coding asymmetry is restricted to verbal
codes, but is correct in the assumption that there is a type
of spatial code on which responding can be based that is
not asymmetric.

Spatial coding occurs on the basis of multiple frames
of reference. Asymmetric coding along orthogonal di-
mensions occurs with respect to the various frames. If a
frame of reference allows for the orthogonal stimuli and
responses to be coded along parallel dimensions, refer-
ential coding of the type specified by Lippa (1996) oc-
curs. Thus, the SRC effect that is observed in the mean
RT data will be a weighted sum of the contributions of
the compatibilities of the individual frames of reference.
Moreover, the studies of mental rotation of limbs do not
support the assumption of the end-state comfort hypoth-
esis that the posture and position of the response hand
automaticallydetermine the direction of mental rotation.
The results from the various studies of spatial represen-
tation are in close agreement with the coding properties
specified by the salient-features-coding and referential-
coding hypotheses. They are in less agreement with the
coding properties specified by the dual-strategy hypoth-
esis, which is the primary alternative for explaining the
up-right/down-left advantage, and the end-state comfort
hypothesis, which is the primary alternative for explain-
ing the orthogonal SRC effects that vary as a function of
anatomical factors.

CONCLUSION

Two types of orthogonal SRC effects are often ob-
tained (Lippa & Adam, 2001). When stimuli vary along
the vertical dimension and responses along the horizon-
tal dimension, an advantage for the up-right /down-left
mapping is found with various response modes. Also,
with manual responses, the orthogonalSRC effect varies
as a function of the eccentricity of the response appara-
tus, hand used for responding, and hand posture. Two
categories of explanations have been proposed for these
orthogonal SRC effects: those that attribute the effects
solely to properties of cognitive coding, and those that
attribute them to properties of the motor system.

Up-Right/Down-Left Mapping Advantage
Only coding accounts offer explanationsof the overall

up-right/down-left advantage.Two coding accounts have
been developed to explain this advantage: the salient-
features-coding hypothesis and the dual-strategy hy-
pothesis. Both hypotheses attribute the up-right/down-
left advantage to asymmetric coding of the stimuli and
responses. They assume that response selection is faster
when the more salient stimulus is mapped to the more
salient response (and the less salient stimulus to the less
salient response) than when the more salient stimulus is
mapped to the less salient response (and vice versa).
Thus, the only viable explanations of the up-right/down-
left advantage that have been proposed to date attribute
it to asymmetric coding.

The difference between the two coding accounts is that
the dual-strategy hypothesis limits the asymmetric cod-
ing to verbal codes, whereas the salient-features-coding
hypothesis does not. The evidence within the orthogonal
SRC literature indicates that the up-right/down-left ad-
vantage occurs in a range of situations that extends well
beyond those in which the dual-strategyhypothesiswould
predict an effect. Moreover, the evidence from the rele-
vant literature on spatial and verbal coding indicates that
asymmetric coding applies to categorical spatial codes
as well as to verbal codes. Consequently, the most viable
explanation of the up-right/down-left advantage is the
salient-features-coding hypothesis.

Orthogonal SRC Effects
That Vary With Responding Hand
or Position of the Response Device

Both cognitive and motor-system accounts have been
proposed for the type of orthogonalSRC effect that varies
as a function of anatomical factors. Two coding accounts
have been provided. The salient-features-coding hypoth-
esis attributes the effects to coding asymmetry, as for the
up-right/down-left advantage, the central idea being that
variables that emphasize left or right increase the relative
salience of the response correspondingto the emphasized
location. The second coding account—the referential-
coding hypothesis—attributes the effects to coding of
the response dimension in parallel to that of the stimulus
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dimension on the basis of a frame of reference provided
by the responding hand. The motor-system accounts, in
contrast, attribute the effects to the state of the motor
system. These accounts include the movement-preference
hypothesis and the ecological hypothesis, as well as the
end-state comfort hypothesis, which is a hybrid coding/
motor-system account that derives its unique predictions
from the motor system.

The most adequate account that attributes this type of
orthogonal SRC effect to motor-system properties is the
end-state comfort hypothesis. According to this hypoth-
esis, the responses are mentally rotated into alignment
with the orientation of the stimuli, with the direction of
the mental rotation determined by constraints of real
movement. This proposal is based on studies that show
the rotation process to be affected by the constraints of
real movement when a drawing of a body part is pre-
sented as a stimulus and subjects are asked to decide
whether the stimulus is a left or a right body part (Cooper
& Shepard, 1975;Parsons, 1987a, 1987b,1994;Sekiyama,
1982). However, whereas the results of those studies il-
lustrate voluntary rotation on a trial-to-trial basis, the
end-state comfort hypothesis proposes that the direction
of rotation is automaticallydetermined by the constraints
of the real movement, and that this rotation occurs only
once for a set of trials when the hands are positioned to
perform the task. Finally, the end-state comfort hypothesis
cannot account for the effects due to location of the re-
sponse switch relative to the position of a referent switch
(Proctor & Cho, in press; Weeks et al., 1995).

The latter effects provide support for the salient-
features-coding hypothesis, in that, when the response
switch is coded as left, the salience of the left response
is increased. The hypothesis can explain the additive ef-
fects of hand posture with those of response position, the
hand apparently providing a frame of reference of its
own relative to which the responses are coded. The
salient-features-coding hypothesis is the only one that
predicts that response eccentricity and relative position
of the response apparatus will affect orthogonal SRC
with bimanual keypress responses in a manner similar to
unimanual movement responses, as we have found
(Proctor & Cho, in press). Also, this hypothesisprovides
a straightforward interpretation of the effects of initiat-
ing the trials with a left or right action, and why these ef-
fects are also found with verbal stimuli and vocal re-
sponses, whereas the end-state comfort hypothesis does
not.

Although the majority of results obtained for the sec-
ond type of orthogonalSRC effect are in agreement with
the salient-features-coding hypothesis and often run
counter to predictions of the hypotheses that emphasize
the motor system, there are some findings that are diffi-
cult to explain in terms of coding asymmetry. In partic-
ular, Lippa’s (1996) demonstrations that the positioning
of the responding hand affects orthogonal SRC do not
seem to be explainable in terms of asymmetric coding.
Specifically, several of her experiments show effects pre-

dicted on the assumption that, when possible, the hand is
used as a frame of reference to align the response di-
mension with the stimulus dimension. These results are
in agreement with the finding that a face can similarly
provide a frame of reference with respect to which the
stimulus alternativesare coded in parallel to the responses
(see, e.g., Hommel & Lippa, 1995). Thus, the evidence
suggests that, as the referential-coding hypothesis im-
plies, orthogonal SRC effects reflect coding along par-
allel dimensions for situations in which frames of refer-
ence allow such coding to occur.

Orthogonal Choice Tasks With
Three or More Alternatives

Relatively few studies have been conducted that ex-
amine performance of choice-reaction tasks with three or
more alternativeswhen the stimulus and response sets are
orthogonal.These studies provide little evidence that cod-
ing asymmetry plays a major role and suggest that frame
alignment is the critical factor in enabling coding along
parallel dimensions, as is specified by the referential-
coding hypothesis. For a row of four stimulus locations
mapped to a row of four response locations, precuing two
of four locations in advance of the imperative stimulus
typicallyyields a pattern of differential benefits in which
precuing the two inner or two outer locations is most ben-
eficial (Reeve & Proctor, 1984). This pattern of differen-
tial precuing benefits with respect to the row of response
locationsoccurs when the four stimulus locations are ori-
ented vertically (Proctor, Reeve, Weeks, Campbell, &
Dornier, 1997), the primary effect of the orthogonal ori-
entationbeing only to slow RT overall. Moreover, changes
in the pattern of differential precuing benefits that occur
with practice show transfer across changes in the orien-
tation of the stimulus set (Proctor et al., 1997). These and
other results suggest that the task is performed similarly
with orthogonal arrays and with parallel arrays, except
for an additional frame alignment transformation of the
type proposed by the referential-coding hypothesis. In
agreement with this implication, neither Biel and Cars-
well (1993) nor Lu and Proctor (1998) found a preference
for a top-to-bottomor bottom-to-top ordered mapping of
the stimuli to a left-to-right response-key order for five-
and four-choice tasks, respectively.

Andre et al. (1991) reported results from three-choice
tasks in which the stimuli were oriented vertically and
the responses horizontally, or vice versa. In their tasks,
responses were made with three fingers on a single hand,
and the hand used for responding was varied. For both
vertical stimuli mapped to horizontal responses and hori-
zontal stimuli mapped to vertical responses, the mapping
preference varied as a function of hand. With vertical
stimuli and horizontal responses, the up-right/down-left
mapping produced faster RTs than did the up-left /down-
right mapping for the left hand, and this relation was re-
versed for the right hand. With horizontal stimuli and ver-
tical responses, the left-up/right-down mapping yielded
faster RTs than did the left-down/right-up mapping for
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the left hand, and this relation also was reversed for the
right hand. Although the description of methods in
Andre et al.’s study does not specify exactly how subjects
positioned their hands, the entire set of results seems to
be consistent with what would be expected if subjects
were using the f inger-to-wrist axis of the responding
hand as a frame of reference for parallel coding, as the
referential-coding hypothesis implies. Moreover, the re-
sults obtained for the vertical stimulus orientationappear
to be opposite to the prediction of the end-state comfort
hypothesis, because it is easier to turn the hands inward,
which should lead to a preference for the up-left /down-
right mapping with the left hand and for the up-right/
down-left mapping with the right hand.

Reconciling Accounts of the
Two Types of Orthogonal SRC Effects

Motor-system accounts in general, and the end-state
comfort hypothesis in particular, are applicableonly to the
second type of orthogonal SRC effects—those that vary
as a function of anatomical factors. These accounts have
no mechanism for explaining the overall up-right/down-
left advantage obtained with a variety of response modes.
Consequently, acceptance of a motor-system account
necessarily entails that this second type of orthogonal
SRC effects will be explained in a different manner than
the overall up-right /down-left advantage is (Lippa &
Adam, 2001). Of the coding accounts, the referential-
coding hypothesis and the dual-strategy hypothesis are
also restricted in the types of orthogonal SRC effects
they can explain. The referential-coding hypothesis is
applicable only to the type of effects explained by the
motor-system accounts, whereas the dual-strategy hy-
pothesis is applicable only to the up-right/down-left ad-
vantage. One solution to this problem, which is the one
proposed by Adam et al. (1998) and Lippa and Adam
(2001), is to conclude that the two types of orthogonal
SRC effects are fundamentally different phenomena that
require different theoretical accounts.

A second solution to the problem is to try to develop
a single account that encompasses both types of orthog-
onal SRC effects within a single framework. Given that
the up-right/down-left advantage simply is not amenable
to a motor-system account, this second solution neces-
sarily implies that both types of effects are a conse-
quence of cognitive coding. Another implication of this
view is that coding asymmetry of the type specified by the
salient-features-coding hypothesis must play a central
role in the explanation because such asymmetry is
strongly implied by the up-right/down-left advantage.
An account of salient-features coding, coupled with ref-
erential coding of the type proposed by Lippa (1996),
seems capable of explaining the broad range of findings
regarding orthogonal SRC. In other words, the evidence
suggests that the effects are due to the way in which the
orthogonal stimulus and response sets are coded. The
two alternatives for each tend to be coded asymmetri-
cally, with response selection benefiting from corre-
spondence of the asymmetry relations for the stimuli and

their assigned responses. In addition, when a frame of
reference allows one dimension to be coded in parallel to
the other, response selection benefits from a correspon-
dence of the parallel code mappings.

The research on categorical spatial codes suggests that
they can be formed in terms of different types of refer-
ence frames, including retinocentric, ego-centered, and
object-centered frames. Several results suggest that the
observed orthogonalSRC effect in any specific situation
reflects the additive effects of multiple spatial codes. For
example, although placing an inactive response appara-
tus to the left or right of a centered active response ap-
paratus influences orthogonal SRC in the manner pre-
dicted on the basis of relative location coding, the effect
is smaller in magnitude than that produced by varying
the eccentricity of the response apparatus. A likely rea-
son for this is that, when the response apparatus is placed
to the right of the subject, it is coded as “right” relative
to several frames of reference. In contrast, when the re-
sponse apparatus is centered at midline and another one
is located to the left, the only referent with respect to
which the response apparatus is coded as “right” is the
inactive apparatus. As another example, the independent
effects of hand posture and response eccentricity imply
that the coding of the response alternatives relative to the
hand is distinct from the coding of the alternatives rela-
tive to the response apparatus (Cho & Proctor, 2002). As
a final example, in studies providing evidence for coding
of the stimulus set in parallel to the response set when an
appropriate face reference is provided, an overall up-
right/down-left advantage suggestive of a continued in-
fluence of asymmetric coding still tends to be evident
(Hommel & Lippa, 1995; Proctor & Pick, 1999).

In sum, our conclusion is that, at present, the best
course of action for future research is to pursue devel-
opment of more detailed explanations of both types of
orthogonalSRC effects within a single framework. There
are two reasons for this conclusion. First, the evidence
clearly indicates that the coding asymmetry producing
the overall up-right/down-left advantage is not restricted
to verbal codes. Second, the results obtainedfor the typeof
orthogonalSRC effect that varies with hand and response
position are in closer agreement with the predictions of
codingaccounts than with those of motor-system accounts.
Orthogonal SRC effects are close relatives of parallel
SRC effects, reflecting that response selection benefits
from almost any type of correspondence between stim-
uli and their assigned responses. This benefit can be in
terms of relative salience, as well as in terms of relative
location along parallel dimensions. The current evidence
suggests that motoric factors such as end-state comfort
play at most a minor role in the orthogonal SRC effects.
However, as is implied by Heister et al.’s (1990) hierar-
chical model of SRC, it is possible that responses may be
coded in terms of motoric features for situations in which
those features are particularly salient or spatial coding is
not easily applicable.

Although orthogonal SRC effects are often small and
less robust across a variety of experimental contexts than
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their parallel counterparts are, they provide fundamental
insights into the nature of response selection. As recently
as 22 years ago, the expectation was that neither of the
two mappings should be more compatible than the other
when stimuli and responses varied along orthogonal di-
mensions. Bauer and Miller’s (1982) demonstrations of
orthogonal SRC effects posed a challenge for accounts
developed to explain spatial SRC that attribute it to spa-
tial coding in response selection. Their conclusion was
that coding accounts were not up to the task of explain-
ing the orthogonalSRC effects. However, subsequent re-
search has shown that the orthogonal SRC effects can be
explained in terms of coding on the basis of salient fea-
tures of the stimulus and response sets, as well as coding
of the nominally orthogonal sets along parallel dimen-
sions through the use of external objects as frames of ref-
erence. Salient-features coding is a factor in a variety of
other SRC tasks, and coding with respect to aligned ref-
erence frames converts the orthogonal task environment
into a typical, parallel, spatial SRC task environment.
Thus, rather than being inexplicable in terms of coding
accounts of response selection, the orthogonal SRC ef-
fects instead illustrate the pervasiveness of feature-based
spatial coding in response selection.
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NOTES

1. The emphasis of this account is on maintaining structural corre-
spondence between the asymmetric coding of the stimulus set and the
asymmetric coding of the response set. One might propose that the more
“salient” members of the stimulus and response sets are identified faster
than the less salient members, leading to a prediction that within the up-
right/down-left mapping, performance would be better with the up-right
S–R pairing than with the down-left S–R pairing. Such a result is not
typically observed, which suggests that what we are calling the more
salient member of the respective sets does not “pop out” faster than the
less salient member. Rather, there is a response-selection benefit for
both members of the stimulus and response sets when the salience struc-
ture of the stimulus set is mapped directly to that of the response set.

2. Ehrenstein, Schroeder-Heister, and Heister (1989) also demon-
strated an effect of hand posture for a task that required pressing the index
or middle finger of a single hand oriented orthogonallywith respect to left
and right stimulus locations. Their study was an orthogonal variation of
the Simon task for which stimulus location was irrelevant. Because our
concern in the present article is with the mapping of relevant location in-
formation to responses, we will not discuss their study in detail.
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