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## PREFACE

The development of optimization techniques for solving complex decision problems under uncertainty is currently a major topic of research in the System and Decision Sciences Area at IIASA, and in the Adaptation and Optimization group in particular. This paper deals with a new approach to optimization under uncertainty which tackles the problems caused by incomplete information about the probabilistic behavior of random variables. In contrast to the usual approach, which is to assume that probability distributions are known, the authors consider the more common case which arises when the information available is sufficient only to single out a set of possible distributions. The resulting optimization algorithms can be used in reliability analysis, mathematical statistics and many other fields.
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## ABSTRACT

The main purpose of this paper is to discuss numerical optimization procedures, based on duality theory, for problems in which the distribution function is only partially known. The dual problem is formulated as a minimaxtype problem in which the "inner" problem of maximization is not concave. Numerical procedures that avoid the difficulties associated with solving the "inner" problem are proposed.

Yu. Ermoliev, A. Gaivoronski and C. Nedeva

## 1. INTRODUCTIOR

A conventional stochastic programming problem may be formulated with some generality as minimization of the function

$$
\begin{equation*}
T(x)=E_{y} v(x, y)=\int v(x, y) \mathrm{d} H(y) \tag{1}
\end{equation*}
$$

subject to

$$
\begin{equation*}
x \in X \subset R^{n} \tag{2}
\end{equation*}
$$

where $y \in Y \subset R^{m}$ is a vector of random parameters, $H(y)$ is a given distribution function and $v(x, \cdot)$ is a random function possessing all the properties necessary for expression (1) to be meaningful [1].

In practice, we often do not have full information on $H(y)$; we sometimes only have some of its characteristics, in particular bounds for the mean value or other moments. Such information can often be written in terms of constraints

$$
\begin{gather*}
Q^{k}(H)=E_{y} q^{k}(y)=\int_{Y} q^{k}(y) \mathrm{d} H(y) \leq 0, k=\overline{1, l}  \tag{3}\\
\int_{Y} \mathrm{~d} H(y)=1, \tag{4}
\end{gather*}
$$

where the $q^{k}(y), k=\overline{1, l}$, are known functions. We could, for example, have the following constraints on joint moments:

$$
\begin{equation*}
c_{\tau_{1}, \tau_{2}, \ldots, \tau_{m}} \leq E y_{1}^{\tau_{1}} \ldots y_{m}^{\tau_{m}} \leq C_{\tau_{1}, \tau_{2, \ldots,} \tau_{m}}, \tag{5}
\end{equation*}
$$

where $C_{\tau_{1}, \tau_{2, \ldots,}, \tau_{m}}, C_{\tau_{1}, \tau_{2}, \ldots, \tau_{m}}$ are given constants.
Consider the following problem: find a vector $x$ which minimizes

$$
\begin{equation*}
T(x)=\max _{H \in K} \int v(x, y) \mathrm{d} H(y) \tag{6}
\end{equation*}
$$

subject to constraints (2), where $K$ is the set of functions $H$ satisfying constraints (3) and (4).

Special cases of this problem have been studied in [2], [3]. Under certain assumptions concerning the family $K$ and the function $u(\cdot)$, the solution of the "inner" problem has a simple analytical form and hence (6) is reduced to a conventional nonlinear programming problem. The main purpose of this paper is to discuss numerical methods for the solution of problem (6) in the more general case. Sections 2, 3, and 4 deal with the reduction of this problern to minimax-type problems without randomized strategies and describe numerical methods based on some of the same ideas as generalized linear programming. A quite general method for solving the resulting minimax-type problems, in which the inner problem of maximization is not concave, is considered in Section 5.

## 2. OPTIMIZATION WITH RESPECT TO DISIRIBUTION FUNCTIONS

The possible methods of minimizing $T(x)$ depend on solution procedures for the following "inner" maximization problem: find a distribution function $H$ that maximizes

$$
\begin{equation*}
Q^{0}(H)=E q^{0}(y)=\int q^{0}(y) \mathrm{d} H(y) \tag{7}
\end{equation*}
$$

subject to

$$
\begin{gather*}
Q^{k}(H)=E q^{k}(y)=\int q^{k}(y) \mathrm{d} H(y) \leq 0, k=\overline{1, l}  \tag{B}\\
\int_{Y} \mathrm{~d} H(y)=1, \tag{9}
\end{gather*}
$$

where $q^{v}, v=\overline{0, l}$, are given functions $R^{m} \rightarrow R^{1}$. This is a generalization of the known moments problem (see, for instance, [4-6]). It can also be regarded as a generalization of the nonlinear programming problem

$$
\max \left\{q^{0}(y): q^{k}(y) \leq 0, y \in Y, k=\overline{1, l}\right\}
$$

to an optimization problem involving randomized strategies [7-9].
It appears possible to solve problem (7)-(9) by means of a modification of the revised simplex method [8,10]. This modification is based on Krein's "geometrical approach" to the theory of moments [1,5,6]. Consider the set

$$
Z=\left\{z: z=\left(q^{0}(y), q^{1}(y), \ldots, q^{i}(y)\right), y \in Y\right\}
$$

and suppose that $Z$ is compact. This will be true, for instance, if $Y$ is compact and functions $q^{v}, v=\overline{0, l}$, are continuous. Consider also the convex hull of $Z$ :

$$
\operatorname{co} Z=\left\{z: z=\sum_{t=1}^{N} p_{t} z^{t}, z^{t} \in Z, \sum_{t=1}^{N} p_{t}=1, p_{t} \geq 0, t=\overline{1, N}\right\}
$$

where $N$ is an arbitrary finite number. Then general results from convex analysis lead to

$$
\begin{equation*}
\operatorname{co} Z=\left\{Q=\left(Q^{0}(H), Q^{1}(H), \ldots, Q^{l}(H) \mid H \geq 0, \int_{Y} \mathrm{~d} H=1\right\}\right. \tag{10}
\end{equation*}
$$

Therefore problem (7)-(9) is equivalent to meximizing $z_{0}$ subject to

$$
z=\left(z_{0}, z_{1}, \ldots, z_{l}\right) \in \operatorname{coz}, z_{k} \leq 0, k=\overline{1, l}
$$

According to the Caratheodory theorem, each point on the boundary of $\operatorname{coz}$ can be represented as a convex combination of at most $l+1$ points from $Z$ :

$$
\operatorname{co} Z=\left\{z: z_{v}=\sum_{j=1}^{i+1} q^{v}\left(y^{j}\right) p_{j}, v=\overline{0, l}, p_{j} \geq 0, \sum_{j=1}^{l+1} p_{j}=1, y^{j} \in Y\right\}
$$

Thus problem (7)-(9) is equivalent to the following generalized linear programming problem [11]: find points $y^{j} \in Y, j=\overline{1, t}, t \leq l+1$ and real numbers $p_{j}, j=\overline{1, t}$, such that

$$
\begin{equation*}
\sum_{j=1}^{t} q^{0}\left(y^{j}\right) p_{j}=\max \tag{11}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \sum_{j=1}^{t} q^{k}\left(y^{j}\right) p_{j} \leqslant 0, k=\overline{1, l},  \tag{12}\\
& \sum_{j=1}^{t} p_{j}=1, p_{j} \geq 0, j=\overline{1, t} \tag{13}
\end{align*}
$$

Consider arbitrary points $\bar{y}^{j}, j=\overline{1, l+1}$ (setting $t=l+1$ ), and for the fixed set $\left\{\bar{y}^{1}, \bar{y}^{2}, \ldots, \bar{y}^{l+1}\right\}$ find a solution $\bar{p}=\left(\bar{p}_{1}, \bar{p}_{2} \ldots, \bar{p}_{l+1}\right)$ of problem (11)-(13) with respect to $p$. Assume that $\bar{p}$ exists and that ( $\bar{u}_{1}, \bar{u}_{2}, \ldots, \bar{u}_{l+1}$ ) are the corresponding dual variables, i.e., solve the problem

$$
\begin{equation*}
\min u_{l+1} \tag{14}
\end{equation*}
$$

subject to

$$
\begin{gather*}
q^{0}\left(\bar{y}^{j}\right)-\sum_{k=1}^{l} u_{k} q^{k}\left(\bar{y}^{j}\right)-u_{l+1} \leq 0, j=\overline{1, l+1}  \tag{15}\\
u_{k} \geq 0, k=\overline{1, l} . \tag{16}
\end{gather*}
$$

Now let $y$ be an arbitrary point of $Y$. Consider the following augmented
problem of maximization with respect to ( $\left.p_{1}, p_{2} \ldots, p_{l+1}, p\right)$ : maximize

$$
\begin{equation*}
\sum_{j=1}^{l+1} q^{0}\left(\bar{y}^{j}\right) p_{j}+q^{0}(y)_{p} \tag{17}
\end{equation*}
$$

subject to

$$
\begin{gather*}
\sum_{j=1}^{l+1} q^{k}\left(\bar{y}^{j}\right) p_{j}+q^{k}(y) p \leq 0, k=\overline{1, l}  \tag{18}\\
\sum_{j=1}^{l+1} p_{j}+p=1 \tag{19}
\end{gather*}
$$

It is clear that if there exists a point $y^{*}$ such that

$$
q^{0}\left(y^{*}\right)-\sum_{k=1}^{l} \bar{u}_{k} q^{k}\left(y^{*}\right)-\bar{u}_{l+1}>0
$$

then the solution $\bar{p}$ could be improved by dropping one of the columns ( $\left.q^{0}\left(\bar{y}^{j}\right), q^{1}\left(\bar{y}^{j}\right), \ldots, q^{l}\left(\bar{y}^{j}\right), 1\right), j=\bar{i}, l+1$, from the basis and replacing it by the column $\left(q^{0}\left(y^{*}\right), q^{1}\left(y^{*}\right), \ldots, q^{l}\left(y^{*}\right), 1\right), j=\overline{1, l+1}$, following the revised simplex method. Point $y^{*}$ could be defined as

$$
\begin{equation*}
y^{*}=\arg \max _{y \in Y}\left[q^{0}(y)-\sum_{k=1}^{l} \bar{u}_{k} q^{k}(y)\right] \tag{20}
\end{equation*}
$$

Then a new solution $p^{*}$ of (11)-(13) with fixed $y=y^{*}$ can be determined in the same way as $\bar{p}$, together with the dual variables $u^{*}$. This method gives us a conceptual framework for solving not only (6) but also some more general classes of problems.

$$
\text { If } y(x)=\left(y^{1}(x), y^{2}(x), \ldots, y^{l+1}(x)\right), p(x)=\left(p_{1}(x), p_{2}(x), \ldots, p_{l+1}(x)\right) \text { is a }
$$ solution of the inner optimization problem for fixed $x$, then the function (6) may be nondifferentiable with subgradient

$$
T_{x}(x)=\sum_{j=1}^{l+1} v_{x}\left(x, y^{j}(x)\right) p_{j}(x)
$$

where $v_{x}$ is a subgradient of function $v(, y)$. Nondifferentiable optimization techniques could therefore be used to minimize $T(x)$. The main difficulty of such an approach would be to obtain a solution of (20) and exact values of $y(x), p(x)$ at each current point $x^{s}$ for iterations $s=0,1, \ldots$ This last difficulty can sometimes be avoided by dealing with approximate solutions rather than precise values $y(x), p(x)$, and using $\varepsilon$-subgradient methods (see [12],[13]). Generalized linear programming methods which do not require exact solutions of subproblem (20) are studied in Section 4.

## 3. DUALITTY RELATIONS

The duality relations for problem (7)-(9) enable us to find a more general approach to the solution of problem (6). Consider the following problem:

$$
\begin{equation*}
\min _{u \in U^{+}} \max _{y \in Y^{\prime}}\left[q^{0}(y)-\sum_{k=1}^{l} u_{k} q^{k}(y)\right] \tag{21}
\end{equation*}
$$

where

$$
U^{+}=\left\{u: u=\left(u_{1}, u_{2}, \ldots, u_{l}\right), u_{i} \geq 0, i=\overline{1, m}\right\}
$$

This problem can be regarded as dual to (7)-(9) or (11)-(13), but to explain this we must introduce some more definitions.

In what follows we shall use the same letter, say $H$, for both the distribution function and the underlying probabilistic measure, where this will not cause confusion. We shall denote by $Y^{+}(H)$ the collection of all subsets of $Y$ which have positive measure $H$, and by dom $H$ the support set of distribution H, i.e.,

$$
\operatorname{dom} H=\bigcap_{A \in Y^{+}(H)} A
$$

Set

$$
\psi(u)=\max _{y \in Y}\left[q^{0}(y)-\sum_{k=1}^{l} u_{k} q^{k}(y)\right]
$$

$$
\begin{gathered}
U^{*}=\left\{u^{*}: u^{*} \in U^{+}, \psi\left(u^{*}\right)=\min _{u \in U^{+}} \psi(u)\right\} \\
Y(u)=\left\{y: y \in Y, \psi(u)=q^{0}(y)-\sum_{k=1}^{l} u_{k} q^{k}(y)\right\}
\end{gathered}
$$

Then the following generalization of the results given in [14] holds.

Theorem 1. Assume that

1. $Y$ is compact and $q^{v}(y), v=\overline{0, l}$, are continuous.
2. int $\operatorname{co} Z \neq \phi$

Then

1. Solutions to both problem (7)-(9) and problem (21) exist, and the optimal values of the objective functions of both problems are equal.
2. For any solution $H^{*}$ of problem (7)-(9) there exists a $u^{*} \in U^{*}$ such that

$$
\operatorname{dom} H^{*} \leq Y\left(u^{*}\right)
$$

In other words, the duality gap vanishes in nonlinear programs with randomized strategies. A proof of this theorem can be derived from general duality results $[12,15]$ and the theory of moments [5]. The proof given below is close to the ideas expressed in [12] and illustrates certain connections with results from conventional nonlinear programming.

Proof. From (10), problem (7)-(9) is equivalent to

$$
\begin{equation*}
\max \left\{z_{0}: z=\left(z_{1}, z_{2}, \ldots, z_{i}\right) \in \operatorname{co} Z, z_{k} \leq 0, k=\overline{1, l}\right\} \tag{22}
\end{equation*}
$$

where $Z=\left\{z: z=\left(q^{0}(y), q^{1}(y), \ldots, q^{l}(y)\right), y \in Y\right\}$. From assumption 1 of Theorem 1, $\operatorname{co} Z$ is a convex compact set and therefore a solution $z^{*}=\left(z_{0}^{*}, z_{1}^{*}, \ldots, z_{i}^{*}\right)$ to problem (22) exists. Let $L(u, z)$ be a Lagrange function for (22):

$$
L(u, z)=z_{0}-\sum_{k=1}^{l} u_{k} z_{k}
$$

From assumption 2,

$$
z_{0}^{*}=\max _{z \in \operatorname{co} Z} \min _{u \in U^{+}} L(u, z)=\min _{u \in U^{+}} \max _{z \in \operatorname{co} Z} L(u, z)
$$

According to (10), there exists for any $z \in \operatorname{co} Z$ a distribution $H$ such that

$$
z_{v}=\int_{Y} q^{v}(y) \mathrm{d} H(y), \int_{Y} \mathrm{~d} H(y)=1, v=\overline{0}, l
$$

We therefore have

$$
L(u, z)=\bar{L}(u, H)=\int_{Y}\left[q^{0}(y)-\sum_{k=1}^{l} u_{k} q^{k}(y)\right] \mathrm{d} H(y)
$$

and

$$
\max _{z \in \operatorname{co} Z} L(u, z)=\max \left\{\bar{L}(u, H) \mid H \geq 0, \int_{Y} \mathrm{~d} H(y)=1\right\}
$$

Obviously

$$
\begin{gathered}
\max \left\{\int_{Y}\left[q^{0}(y)-\sum_{k=1}^{l} u_{k} q^{k}(y)\right] \mathrm{d} H(y) \mid H \geq 0, \int_{Y} \mathrm{~d} H(y)=1\right\} \\
=\max _{y \in Y}\left[q^{0}(y)-\sum_{k=1}^{l} u_{k} q^{k}(y)\right]
\end{gathered}
$$

which proves the first part of the theorem.
Under the assumptions of the theorem we know that for any solution $\left(z_{0}^{*}, \ldots, z_{i}^{*}\right)$ there exists a $u \in U^{*}$ such that

$$
z_{0}^{*}=\max _{z \in \operatorname{co} Z} L\left(u^{*}, z\right)
$$

Thus, for any optimal distribution $H^{*}$ we have

$$
\begin{aligned}
\int_{Y} q^{0}(y) \mathrm{d} H^{*}(y)=\max \left\{\int_{Y}\right. & {\left.\left[q^{0}(y)-\sum_{k=1}^{l} u_{k}^{*} q^{k}(y)\right] \mathrm{d} H(y) \mid H \geq 0, \int_{Y} \mathrm{~d} H(y)=1\right\}=} \\
& \max _{y \in Y}\left[q^{0}(y)-\sum_{k=1}^{l} u_{k}^{*} q^{k}(y)\right]
\end{aligned}
$$

which proves the second part of the theorem.

Remark 1. From the duality theorem above w have

$$
\max _{H \in K} \int v(x, y) \mathrm{d} H(y)=\min _{u \in \mathbb{V}^{+}} \max _{y \in Y}\left[v(x, y)-\sum_{k=1}^{m} u_{k} q^{k}(y)\right]
$$

for each fixed $x \in X$, where $v(x, \cdot)$ is a contil guous function. Problem (6) can then be reduced to a minimax-type problem as follows: minimize the function

$$
\gamma(x, u)=\max _{y \in Y}\left[v(x, y)-\sum_{k=1}^{m} u_{k} q^{k}(y)\right]
$$

with respect to $x \in X, u \geq 0$.

Remark 2. Theorem 1 can be used to charac terize optimal distributions for a variety of nonlinear optimization problems with distribution functions. The approach is, first, to state necessary optimal ity conditions through linearization and then to apply Theorem 1. This is illus itrated in the following example.

Consider the optimization problem

$$
\begin{gather*}
\max g^{0}(H)  \tag{7a}\\
g^{i}(H) \leq 0, i=\overline{1, m}  \tag{8a}\\
\int_{Y} \mathrm{~d} H(y)=1 \tag{9a}
\end{gather*}
$$

where $g^{i}(H), i=\overline{1, m}$, are nonlinear functionals depending on distribution functions $H$ with support set $Y$.

Theorem 1a. Assume that the following staten nents are true:

1. Set $Y$ is a compact subset of Euclidean spar:e $R^{n}$.
2. For any distributions $H_{1}=H_{2}$ such that dorn $H_{1} \subseteq Y_{1}$, dom $H_{2} \subseteq Y_{2}$ we have

$$
g^{i}\left(H_{1}+\alpha\left(H_{2}-H_{1}\right)\right)=g^{i}\left(H_{1}\right)+\alpha \int_{Y} q^{i}\left(y, \Delta H_{1}\right) \mathrm{d}\left(H_{2}-H_{1}\right)+\varepsilon\left(\alpha, H_{1}, H_{2}\right)
$$

where $i=\overline{1, m}, \alpha \in[0,1]$ and $\frac{\varepsilon\left(\alpha, H_{1}, H_{2}\right)}{\alpha} \rightarrow()$ as $\alpha \rightarrow 0$.
3. Functions $q^{i}(y, H)$ are continuous in $y$ for every $H$ such that dom $H \leq Y$; for any $H_{1}, H_{2}$ such that dom $H_{1} \subseteq Y$, dom $H_{2} \subseteq Y$ we have

$$
\left|q^{i}\left(y, H_{1}\right)-q^{i}\left(y, H_{2}\right)\right| \leq\left|\int_{Y} \lambda_{i}\left(y, H_{1}, H_{2}\right) \mathrm{d}\left(H_{1}-H_{2}\right)\right|,
$$

where $\left|\lambda_{i}\left(y, H_{1}, H_{2}\right)\right| \leq K<\infty$ for some $K$ which does not depend on $H_{1}, H_{2}$.
4. Functions $g^{i}(H), i=\overline{1, m}$, are convex, i.e.,

$$
\begin{gathered}
g^{i}\left(\alpha_{1} H_{1}+\alpha_{2} H_{2}\right) \leq \alpha_{1} g\left(H_{1}\right)+\alpha_{2} g\left(H_{2}\right) \\
\alpha_{1} \geq 0, \alpha_{2} \geq 0, \alpha_{1}+\alpha_{2}=1
\end{gathered}
$$

5. There exists an $\bar{H}$ such that dom $\bar{H} \subseteq Y$ and $g^{i}(\bar{H})<0$ for $i=\overline{1, m}$

Then:

1. A solution of problem (7a)-(9a) exists.
2. For any such solution $H^{*}$ we have

$$
\int_{Y} q^{0}\left(y, H^{*}\right) \mathrm{d} H^{*}=\min _{u \in V^{+}} \varphi\left(u, H^{*}\right),
$$

where

$$
\varphi\left(u, H^{*}\right)=\max _{y \in Y}\left[q^{0}\left(y, H^{*}\right)-\sum_{i=1}^{m} u_{i} q^{i}\left(y, H^{*}\right)\right]
$$

3. If $H^{*}$ is a solution of (7a)-(9a) then for some $u^{*}$ we have dom $H^{*} \subseteq Y^{*}\left(u^{*}, H^{*}\right)$, where

$$
\begin{gathered}
\varphi\left(u^{*}, H^{*}\right)=\min _{u \in U^{+}} \varphi\left(u, H^{*}\right) \\
Y^{*}(u, H)=\left\{y: y \in Y, \varphi(u, H)=q^{0}(y, H)-\sum_{i=1}^{m} u_{i} q^{i}(y, H)\right\}
\end{gathered}
$$

Thus, the main assumptions of this theorem are the existence, continuity (in some sense) and boundedness of the directional derivatives of functions $g^{i}(H)$.

The following theorem is analogous to known results in linear programming and provides a useful stopping rule for methods of the type described in Section 2 (see also Section 4).

Theorem 2. (Optimality condition) Let the assumptions of Theorem 1 hold and let $\bar{p}$ be a solution of problem (11)-(13) for fixed
$\bar{y}=\left(\bar{y}^{1}, \bar{y}^{2}, \ldots, \bar{y}^{t}\right), \bar{y} \in R^{t \times m}$. Then the pair $\bar{y}, \bar{p}$ is an optimal solution of problem (11)-(13) if and only if for given $\bar{y}$ there exists a solution $\left(\bar{u}_{1}, \bar{u}_{2}, \ldots, \bar{u}_{l+1}\right)$ of problem (14)-(16) such that

$$
q^{0}(y)-\sum_{k=1}^{l} \bar{u}_{k} q^{k}(y)-\bar{u}_{l+1} \leq 0 \text { for all } y \in Y
$$

Proof

1. Suppose that $\bar{y}, \bar{p}$ is an optimal solution of problem (11)-(13), that $\left(u_{1}^{*}, u_{2}^{*}, \ldots, u_{l+1}^{*}\right)$ is a solution of problem (14)-(16) for given $\bar{y}$, and that

$$
\bar{u}_{l+1}=\min _{u \in U^{+}} \max _{y \in Y}\left[q^{0}(y)-\sum_{k=1}^{l} u_{k} q^{k}(y)\right]=\max _{y \in Y}\left[q^{0}(y)-\sum_{k=1}^{l} \bar{u}_{k} q^{k}(y)\right]
$$

We shall show that $\bar{u}_{1}, \bar{u}_{2}, \ldots, \bar{u}_{l+1}$ is a solution of problem (14)-(16). Consider the two functions:

$$
\begin{aligned}
& \psi(u)=\max _{y \in Y}\left[q^{0}(y)-\sum_{k=1}^{l} u_{k} q^{k}(y)\right] \\
& \psi_{1}(u)=\max _{1 \leq j \leq t}\left[q^{0}\left(\bar{y}^{j}\right)-\sum_{k=1}^{l} u_{k} q^{k}(\bar{y})\right]
\end{aligned}
$$

According to Theorem 1

$$
\sum_{j=1}^{t} q^{0}\left(\bar{y}^{j}\right) \bar{p}_{j}=\min _{u \in U^{+}} \psi(u)
$$

Since problem (11)-(13) is dual to problem (14)-(16) for given $\bar{y}$, then

$$
\sum_{j=1}^{t} q^{0}\left(\bar{y}^{j}\right) \bar{p}_{j}=\min _{u \in V^{+}} \psi_{1}(u)
$$

Therefore

$$
\begin{equation*}
\psi(\bar{u})=\min _{u \in D^{+}} \psi(u)=\min _{u \in D^{+}} \psi_{1}(u)=\psi_{1}\left(u^{*}\right)=u_{l+1}^{*} \tag{23}
\end{equation*}
$$

where

$$
u^{*}=\left(u_{1}^{*}, u_{2}^{*}, \ldots, u_{l}^{*}\right)
$$

Since $\bar{y}^{j} \in Y, j=\overline{1, t}$, then $\psi_{1}(u) \leq \psi(u)$ for $u \in U^{+}$. In particular, $\psi_{1}(\bar{u}) \leq \psi(\bar{u})$. But (23) implies

$$
\psi_{1}(\bar{u}) \geq \min _{u \in V^{+}} \psi_{1}(u)=\psi(\bar{u})
$$

and this gives $\psi_{1}(\bar{u})=\psi(\bar{u})=\psi_{1}\left(u^{*}\right)$. Hence $\left(\bar{u}_{1}, \bar{u}_{2}, \ldots, \bar{u}_{l+1}\right)$ is a solution of problem (14)-(16).
2. Suppose now that for given $\bar{y}$ there exists a solution $\left(\bar{u}_{1}, \bar{u}_{2}, \ldots, \bar{u}_{l+1}\right)$ of problem (14)-(16) such that

$$
q^{0}(y)-\sum_{k=1}^{l} \bar{u}_{k} q^{k}(y)-\bar{u}_{l+1} \leq 0, y \in Y
$$

From the duality between problems (11)-(13) and (14)-(16) we have

$$
\sum_{j=1}^{t} q^{0}\left(\bar{y}^{j}\right) \bar{p}_{j} \geq \psi(\bar{u})
$$

where $\bar{p}=\left(\bar{p}_{1}, \bar{p}_{2}, \ldots, \bar{p}_{t}\right)$ is a solution of problem $(11)-(13)$ for given $\bar{y}$. On the other hand, the duality between problems (21) and (11)-(13) leads to the inequality

$$
\sum_{j=1}^{t} q^{0}\left(y^{j}\right) p_{j} \leq \psi(\bar{u})
$$

for any $\left\{y^{1}, y^{2}, \ldots, y^{t}\right\}, p$ satisfying (12)-(13). In other words,

$$
\sum_{j=1}^{t} q^{0}\left(\bar{y}^{j}\right) \bar{p}_{j} \geq \sum_{j=1}^{t} q^{0}\left(y^{j}\right) p_{j}
$$

and this completes the proof.

The next theorem provides a means of deriving a solution to the initial problem (7)-(9) from a solution of problem (21), and is complementary to Theorem 1.

Theorem 3. Assume that the assumptions of Theorem 1 are satisfied and that $\psi(\bar{u})=\min \left\{\psi(u) \mid u \in U^{+}\right\}$, Let $\bar{y}=\left(\bar{y}^{1}, \bar{y}^{2}, \ldots, \bar{y}^{t}\right)$, where $\bar{y} \in R^{t \times m}$ and $\bar{y}^{i} \in Y(\bar{u})$, and let $\bar{p}$ be a solution of problem (11)-(13) for given $\bar{y}$. Suppose also that there is a solution $p^{*}$ to the inequalities (12)-(13) for $y^{j}=\bar{y}^{j}$ such that

$$
\begin{align*}
& \sum_{j=1}^{t} q^{k}\left(\bar{y}^{j}\right) p_{j} \leq 0, k \in I_{0}  \tag{24}\\
& \sum_{j=1}^{t} q^{k}\left(\bar{y}^{j}\right) p_{j}^{*}=0, k \in I_{+} \tag{25}
\end{align*}
$$

where $I_{+}=\left\{k \mid \bar{u}_{k}>0\right\}, I_{0}=\left\{k \mid \bar{u}_{k}=0\right\}$,

Then the pair $\bar{y}, \bar{p}$ is an optimal solution of problem (11)-(13).

Proof. The vectors

$$
q\left(\bar{y}^{j}\right)=\left(-q^{1}\left(\bar{y}^{j}\right),-q^{2}\left(\bar{y}^{j}\right), \ldots,-q^{l}\left(\bar{y}^{j}\right)\right), j=\overline{1, t}
$$

are subgradients of the convex function

$$
\psi_{1}(u)=\max _{1 \leq j \leq t}\left[q^{0}\left(\bar{y}^{j}\right)-\sum_{k=1}^{l} u_{k} q^{k}\left(\bar{y}^{j}\right)\right]
$$

at a point $\bar{u}$. Therefore condition (25) is necessary and sufficient for point $\bar{u}$ to be an optimal solution, i.e., so that

$$
\psi_{1}(\bar{u})=\min \left\{\psi_{1}(u) \mid u \in U^{+}\right\}
$$

Then, from (24).

$$
\begin{equation*}
\min \left\{\psi_{1}(u) \mid u \in U^{+}\right\}=\psi(\bar{u})=\min \left\{\psi(u) \mid u \in U^{+}\right\} \tag{26}
\end{equation*}
$$

The minimization of $\psi_{1}(u), u \in U^{+}$, is equivalent to problem (14)-(16). Hence $\bar{u}=\left(\bar{u}_{1}, \bar{u}_{2}, \ldots, \bar{u}_{l}\right)$ together with $\bar{u}_{l+1}=\psi_{1}(\bar{u})$ give a solution of problem (14)-(16). Since problem (14)-(16) is dual to problem (11)-(13), then problem (11)-(13) has a solution, say $\bar{p}=\left(\bar{p}_{1}, \bar{p}_{2} \ldots, \bar{p}_{t}\right)$, and

$$
\bar{u}_{l+1}=\sum_{j=1}^{t} q^{0}\left(\bar{y}^{j}\right) \bar{p}_{j}
$$

This together with (26) yields

$$
\sum_{j=1}^{t} q^{0}\left(\bar{y}^{j}\right) \bar{p}_{j}=\min \left\{\psi(u) \mid u \in U^{+}\right\}
$$

and this completes the proof.

## 4. ALGORITHMS

Theorems 2 and 3 justify a dual approach to problem (7)-(9) which may involve simultaneous approximation of both primal and dual variables subject to (24)-(25). In this section we consider several versions of generalized-linear-programming-based method discussed briefly in Section 2. In all cases the current estimate of optimal solution satisfies (24)-(25) at each iteration. The convergence of such algorithms has been investigated in a number of papers [16], [11], under the assumption that the initial column entries for all previous iterations of subproblem (24) and the exact solutions at each iteration are stored in the memory. There are various ways of avoiding this expansion of the memory, mainly through selective deletion of these columns [17-19]. The aim of this section is to discuss a way of avoiding not only the expansion of the memory, but also the need to have a precise solution of (20). The last is important in connection with initial problem (6), as mentioned in Section 2.

## Description of Algorithm 1

Fix points $y^{0,1}, y^{0,2}, \ldots, y^{0, l+1}$ and solve problem (11)-(13) with respect to $p$ for $y^{j}=y^{0, j}, j=\overline{1, l+1}$. Suppose that a solution $p^{0}=\left(p_{1}^{0}, p_{2}^{0}, \ldots, p_{l+1}^{0}\right)$ to this problem exists. Let $u^{0}=\left(u_{1}^{0}, u_{2}^{0}, \ldots, u_{l+1}^{0}\right)$ be a solution of the dual problem (14)-(16) with respect to $u$. The vector $u^{0}$ satisfies the following constraints for $y \in\left\{y^{0,1}, y^{0,2}, \ldots, y^{0, l+1}\right\}$ :

$$
\begin{equation*}
q^{0}(y)-\sum_{k=1}^{l} u_{k}^{0} q^{k}(y)-u_{l+1} \leq 0, u_{k}^{0} \geq 0 \tag{27}
\end{equation*}
$$

If $u^{0}$ satisfies condition (27) for all $y \in Y$, then the pair $\left\{y^{0,1}, y^{0,2}, \ldots, y^{0, l+1}\right\}, p^{0}$ is a solution of the original problem (11)-(13). If this is not the case, consider a new point $y^{0}$ such that

$$
\Delta\left(y^{0}, u^{0}\right)=q^{0}\left(y^{0}\right)-\sum_{k=1}^{l} u_{k}^{0} q^{k}\left(y^{0}\right)-u_{l+1}^{0}>0
$$

and

$$
q^{0}\left(y^{0}\right)-\sum_{k=1}^{l} u_{k}^{0} q^{k}\left(y^{0}\right) \geq \max _{y \in Y}\left[q^{0}(y)-\sum_{k=1}^{l} u_{k}^{0} q^{k}(y)\right]-\varepsilon_{0}
$$

for some $\varepsilon_{0}>0$.
Denote by $p^{1}=\left(p_{1}^{1}, p_{2}^{1}, \ldots, p_{l+1}^{1}\right)$ a solution of the augmented problem (17)-(19) with respect to $p$ for fixed $\bar{y}^{j}=y^{0, j}, y=y^{0}$. We shall use $y^{1,1}, y^{1,2}, \ldots, y^{1, l+1}$ to denote those points $y^{0,1}, \ldots, y^{0, l+1}, y^{0}$ that correspond to the basic variables of solution $p^{1}$.

Thus, the first step of the algorithm is terminated and we pass to the next step: determination of $u^{1}, y^{1}$, etc. In general, after the $s$-th iteration we have points $y^{s, 1}, y^{s, 2}, \ldots, y^{s, l+1}$, a solution $p^{s}=\left(p_{1}^{s}, p_{2}^{s}, \ldots, p_{l+1}^{s}\right)$ and the corresponding solution $u^{s}=\left(u_{1}^{s}, u_{2}^{s}, \ldots, u_{l+1}^{s}\right)$ to the dual problem (14)-(16). For an $\varepsilon_{s}>0$, find $y^{s}$ such that

$$
\Delta\left(y^{s}, u^{s}\right)=q^{0}\left(y^{s}\right)-\sum_{k=1}^{l} u_{k}^{s} q^{k}\left(y^{s}\right)-u_{l+1}^{s}>0
$$

and

$$
q^{0}\left(y^{s}\right)-\sum_{k=1}^{l} u_{k}^{s} q^{k}\left(y^{s}\right) \geq \max _{y \in Y}\left[q^{0}(y)-\sum_{k=1}^{l} u_{k}^{s} q^{k}(y)\right]-\varepsilon_{s}
$$

If we do not obtain $\Delta\left(y^{s}, u^{s}\right)>0$ for decreasing values of $\varepsilon_{s}$ we arrive at an optimal solution; otherwise we have to solve the augmented problem (17)-(19) for $\bar{y}^{j}=y^{s, j}, y=y^{s}$.

Denote by $y^{s+1,1}, y^{s+1,2}, \ldots, y^{s+1, l+1}$ those points from $\left\{y^{s, 1}, y^{s, 2}, \ldots, y^{s, l+1}\right\} \cup y^{0}$ that correspond to the basic variables of the solution $p^{s+1}$. The pair $\left\{y^{s+1,1}, y^{s+1,2}, \ldots, y^{s+1, l+1}\right\}, p^{s+1}$ is the new approximate solution to the original problem, and so if $\Delta\left(y^{s}, u^{s}\right) \leq 0$, then (according to Theorem 2 ) the pair $\left\{y^{s, 1}, y^{s, 2}, \ldots, y^{s, l+1}\right\}, p^{s}$ is the desired solution. Define

$$
I_{s}^{0}=\left\{k: u_{k}^{s}=0\right\}, I_{s}^{1}=\left\{k: u_{k}^{s}>0\right\}
$$

and

$$
\begin{gathered}
A_{s}=\left\{e: e=\left(e_{1}, e_{2}, \ldots, e_{l}\right),||e||=1, e_{k} \geq 0 \text { for } k \in I_{s}^{0}\right. \text { and } \\
\text { arbitrary } \left.e_{k} \text { for } k \in I_{s}^{1}\right\} .
\end{gathered}
$$

$A_{s}$ is actually a set of feasible directions for set $U^{+}$at point $u^{s}$. Let

$$
\gamma_{s}=\max _{\varepsilon \in A_{z}} \min _{j: p_{j}^{j}>0} \sum_{k=1}^{l} q^{k}\left(y^{s, j}\right) e_{k}
$$

Note that $\gamma_{s}$ is always less than zero because

$$
\cos \left\{\left(q^{1}\left(y^{s, j}\right), q^{2}\left(y^{s, j}\right), \ldots, q^{l}\left(y^{s, j}\right)\right), \forall j: p_{j}^{s}>0\right\}
$$

is a set of subgradients of the function

$$
\max _{j: p j>0}\left\{q^{0}\left(y^{s, j}\right)-\sum_{k=1}^{l} u_{k} q^{k}\left(y^{s, j}\right)\right\}
$$

at point $u^{s}$, and this function has a minimum at $u^{s}$.
In order to prove that this method is convergent we require, broadly speaking, that $\gamma_{s}<0$ and tends to zero only as we approach the optimal solution.

Consider the functions

$$
\psi^{s}(u)=\max _{1 \leq j \leq l+1}\left[q^{0}\left(y^{s, j}\right)-\sum_{k=1}^{l} u_{k} q^{k}\left(y^{s, j}\right)\right]
$$

Theorem 4. Let the conditions of Theorem 1 be satisfied, and the following additional conditions hold:

1. There exists a nondecreasing function $\tau(t), t \in[0, \infty), \tau(0)=0, \tau(t)>0$ for $t>0$, and

$$
\begin{equation*}
\gamma_{s} \leq-\tau\left(\psi\left(u^{s}\right)-\psi^{s}\left(u^{s}\right)\right) \tag{28}
\end{equation*}
$$

2. $\varepsilon_{s}>0, \varepsilon_{s} \rightarrow 0$ for $s \rightarrow \infty$.

Then any convergent subsequence of sequence $\left\{y^{s, 1}, y^{s, 2}, \ldots, y^{s, l+1}\right\}, p^{s}$ converges to a solution of problem (7)-(9).

## Proof

1. First let us prove that the sequence $\left\{u^{s}\right\}$ is bounded. Suppose, arguing by contradiction, that there exists a subsequence $\left\{u^{s_{r}}\right\}$ such that $\left\|u^{s_{r}}\right\| \rightarrow \infty$ as $\boldsymbol{r} \rightarrow \infty$. Assumption 2 of Theorem 1 implies that $\psi\left(\boldsymbol{u}^{\boldsymbol{s}_{r}}\right) \rightarrow \infty$ and therefore that $\psi\left(u^{s_{r}}\right)-\psi^{s_{r}}\left(u^{s_{r}}\right) \rightarrow \infty$, since $\psi^{s_{r}}\left(u^{s_{r}}\right) \leq \min _{u \in U^{+}} \psi(u)$. Hence, there exist $\overline{\boldsymbol{r}}$ and $\delta>0$ such that for $r>\bar{r}$,

$$
\gamma_{s_{r}} \leq-\delta
$$

Now let us fix an arbitrary point $\bar{u} \in U^{+}$and estimate $\psi(\bar{u})$. We obtain

$$
\psi(\bar{u}) \geq \psi^{s_{r}}(\bar{u}) \geq \psi^{s_{r}}\left(u^{s_{r}}\right)+\sup _{g \in G^{a_{r}}}\left(g, \bar{u}-u^{s_{r}}\right)
$$

where $G^{s_{r}}$ is a set of subgradients of function $\psi^{s_{r}}$ at point $u^{s_{r}}$. The definition of $\psi^{s}$ implies that

$$
G_{s_{r}} 2 \cos \left\{-q^{1}\left(y^{s_{r}, i}\right),-q^{2}\left(y^{s_{r}, i}\right), \ldots,-q^{l}\left(y^{s_{r}, i}\right), \forall i: p_{i}^{s_{r}}>0\right\}=\widetilde{G}_{s_{r}}
$$

and therefore (28) leads to

$$
\begin{aligned}
& \psi(\bar{u}) \geq \psi^{s_{r}}\left(u^{s_{r}}\right)+\sup _{g \in \mathbb{G}_{s_{r}}}\left(g, \bar{u}-u^{s_{r}}\right) \geq \\
& \geq \psi^{s_{r}}\left(u^{s_{r}}\right)+\left|\left|\bar{u}-u^{s_{r}}\right|\right| \min _{\varepsilon \in A_{s_{r}}} \max _{i: P_{1}^{s}>0}\left(-\sum_{k=1}^{l} e_{k} q^{k}\left(y^{s_{r}, i}\right)\right) \\
& =\psi^{s_{r}}\left(u^{s_{r}}\right)-\left|\left|\bar{u}-u^{s_{r}}\right|\right| \max _{e \in A_{s_{r}}} \min _{i: p_{i}^{s_{r}}>0} \sum_{k=1}^{l} e_{k} q^{k}\left(y^{s_{r}, i}\right) \\
& \geq \psi^{s_{r}}\left(u^{s_{r}}\right)+\delta| | \bar{u}-u^{s_{r}}| | .
\end{aligned}
$$

This last inequality yields $\psi(\bar{u})=\infty$ if $\left|\mid u^{s_{r}} \| \rightarrow \infty\right.$, and therefore sequence $\left\{u^{5}\right\}$ is bounded.
2. We shall now estimate the evolution of the quantity $w_{s}=\psi^{s}\left(u^{s}\right)$, where

$$
u^{s}=\arg \min _{u \in U^{+}} \psi^{s}(u)
$$

Using the same argument as in part 1 of the proof we obtain:

$$
\begin{aligned}
w_{s+1} & =\psi^{s+1}\left(u^{s+1}\right)=\psi^{s}\left(u^{s+1}\right) \\
& \geq \psi^{s}\left(u^{s}\right)+\sup _{g \in G_{s}}\left(g, u^{s+1}-u^{s}\right) \\
& \geq \psi^{s}\left(u^{s}\right)+\left|\left|u^{s+1}-u^{s}\right|\right| \min _{\varepsilon \in A_{z}} \max _{i: p_{i}^{\prime}>0}\left(-\sum_{k=1}^{l} e_{k} q^{k}\left(y^{s, i}\right)\right) \\
& =\psi^{s}\left(u^{s}\right)-\left|\left|u^{s+1}-u^{s}\right|\right| \max _{\varepsilon \in A_{s}} \min _{i: p_{i}^{s>0}} \sum_{k=1}^{l} e_{k} q^{k}\left(y^{s, i}\right) \\
& \geq \psi^{s}\left(u^{s}\right)+\tau\left(\psi\left(u^{s}\right)-\psi^{s}\left(u^{s}\right)\right)| | u^{s+1}-u^{s}| |
\end{aligned}
$$

Sequence $\left\{u^{s}\right\}_{s=0}^{\infty}$ is bounded and so $\psi\left(u^{s}\right)=\sup _{y \in Y}\left(q^{0}(y)-\sum_{i=1}^{i} u_{i}^{s} q^{i}(y)\right)$ must also be bounded; thus $\psi^{s}\left(u^{s}\right)$ is bounded since $\psi^{s}\left(u^{s}\right) \leq \psi\left(u^{s}\right)$. This together with the previous inequality immediately gives

$$
\begin{equation*}
\min \left\{\psi\left(u^{s}\right)-\psi^{s}\left(u^{s}\right),\left|\left|u^{s+1}-u^{s}\right|\right|\right\} \rightarrow 0 \tag{29}
\end{equation*}
$$

Now consider any convergent subsequence $\left\{u^{s_{r}}\right\}$ of sequence $\left\{u^{s}\right\}$. We can assume from (29) that either $\left|\left|u^{s_{r}}-u^{s_{r}+1}\right|\right| \rightarrow 0$ or $\psi\left(u^{s_{r}}\right)-\psi^{s_{r}}\left(u^{s_{r}}\right) \rightarrow 0$. In the latter case we get $\psi^{s_{r}}\left(u^{s_{r}}\right) \rightarrow \min _{u \in U^{+}} \psi(u)=\psi^{*}$ because $\psi\left(u^{s_{r}}\right) \geq \psi^{*}$ and $\psi^{s_{r}}\left(u^{s_{r}}\right) \leq \psi^{*}$. In the case $\left|\mid u^{s_{r}}-u^{s_{r}+1} \| \rightarrow 0\right.$ we get the following:

$$
\begin{aligned}
\psi\left(u^{s_{r}}\right)-\psi^{s_{r}}\left(u^{s_{r}}\right)= & \psi\left(u^{s_{r}}\right)-\psi^{s_{r}+1}\left(u^{s_{r}}\right)+\psi^{s_{r}+1}\left(u^{s_{r}}\right) \\
& -\psi^{s_{r}+1}\left(u^{s_{r}+1}\right)+\psi^{s_{r}+1}\left(u^{s_{r}+1}\right)-\psi^{s_{r}+1}\left(u^{s_{r}}\right) \\
\leq & \varepsilon_{s_{r}}+\left\|u^{s_{r}}-u^{s_{r}+1}| | \sup _{g \in G_{s_{r}+1}}\right\| g \|
\end{aligned}
$$

so that once again $\psi\left(u^{s_{r}}\right)-\psi^{s_{r}}\left(u^{s_{r}}\right) \rightarrow 0$ and we obtain $\psi^{s_{r}}\left(u^{s_{r}}\right) \rightarrow \min _{u \in U^{+}} \psi(u)$. However, according to Theorem $1 \min _{u \in V^{+}} \psi(u)$ is the optimal solution of the initial problem; $\min _{u \in V^{+}} \psi^{s}(u)$ is the optimal solution of problem (11)-(13). Therefore the solution of (11)-(13) tends to the solution of the initial problem, and any convergent subsequence of sequence $\left\{y^{s, 1}, y^{s, 2} \ldots, y^{s, l+1}\right\}, p^{s}$, where $s=0,1, \ldots$ converges to the optimal solution of the initial problem.

This method can be viewed as the dual of a cutting-plane method applied to problem (7)-(9) [12,16,20]. It drops all points $y^{5, i}$ which do not correspond to basic variables. Theorem 4 shows that in some (rare) cases this method does not converge; however, this is not surprising because in certain cases the simplex method does not converge either. It may be possible to modify the algorithm in different ways to ensure convergence.

If we keep all previous points $y^{0,1}, y^{0,2}, \ldots, y^{0, l+1}, y^{0}, y^{1}, \ldots$ and solve problem (14)-(16) with an increasing number of corresponding columns, then the method appears to be a form of Kelley's method for minimizing function $\psi(u)$,
which converges under the assumptions of Theorem 1. However, it is impossible to allow the set of points to increase ad infinitum in practical computations.

In the following modification of the algorithm presented above some nonbasic columns are dropped when an additional inequality is satisfied.

## Description of Algorithm 2

1. We first choose a sequence of positive real numbers $\left\{\mu_{s}\right\}_{s=0}^{\infty}$, take $r_{0}=0$ and select initial points $\left\{y^{0,1}, y^{0,2}, \ldots, y^{0, l+1}\right\}$ such that problem (11)-(13) has a solution with respect to $p$ for $y^{j}=y^{0, j}, j=\overline{1, l+1}$. Let $p^{0}$ be a solution of this problem and $u^{0}$ be the corresponding dual variables. We then have to find $y^{0}$ such that

$$
q^{0}\left(y^{0}\right)-\sum_{k=1}^{l} u_{k}^{0} q^{k}\left(y^{0}\right) \geq \psi\left(u^{0}\right)-\varepsilon_{0}
$$

where $\varepsilon_{0}$ is a positive number. If for any $\varepsilon_{0}$ and the corresponding $y^{0}$ we have

$$
\Delta\left(y^{0}, u^{0}\right)=q^{0}\left(y^{0}\right)-\sum_{k=1}^{l} u_{k}^{0} q^{k}\left(y^{0}\right)-u_{l+1}^{0} \leq 0,
$$

then the pair $\left\{y^{0,1}, y^{0,2}, \ldots, y^{0, l+1}\right\}, p^{0}$ is an optimal solution of problem (7)-(9). Otherwise it is necessary to select $\varepsilon_{0}, y^{0}$ such that $\Delta\left(y^{0}, u^{0}\right)>0$ and take $\Delta_{0}=\Delta\left(y^{0}, u^{0}\right)$.

Suppose that after the $s$-th iteration we have points $y^{s, j}, j=\overline{1, l_{s}}$, a solution $p^{s}=\left(p_{1}^{s}, p_{2}^{s}, \ldots, p_{l_{s}}^{s}\right)$ of problem (11)-(13) for $y^{j}=y^{s, j}, j=\overline{1, l_{s}}, t=l_{s}$, a corresponding solution $u^{s}=\left(u_{1}^{s}, u_{2}^{s}, \ldots, u_{l+1}^{s}\right)$ of the dual problem (14)-(16), a positive integer number $r_{s}$ and a positive number $\Delta_{s}$.
2. Find an approximate solution $y_{s}$ such that

$$
\left(q^{0}\left(y^{s}\right)-\sum_{k=1}^{l} u_{k}^{s} q^{k}(y)\right)>\psi\left(u^{s}\right)-\varepsilon_{s}
$$

and

$$
q^{0}\left(y^{s}\right)-\sum_{k=1}^{l} u_{k}^{s} q^{k}\left(y^{s}\right)=\Delta\left(y^{s}, u^{s}\right)>0
$$

If this is not possible then we have arrived at a solution. Otherwise consider the following two cases:
(a) $\Delta\left(y^{s}, u^{s}\right) \leq\left(1-\mu_{r_{s}}\right) \Delta_{s}$

In this case take $\Delta_{s+1}=\Delta\left(y^{s}, u^{s}\right), l_{s+1}=l+1, r_{s+1}=r_{s}+1$ and denote by $y^{s+1,1}, y^{s+1,2}, \ldots, y^{s+1, l+1}$ those points from $\left\{y^{s, 1}, y^{s, 2}, \ldots, y^{s, l+1}\right\} \cup y^{s}$ that correspond to the basic variables of the solution $p^{s+1}$.
(b) $\Delta\left(y^{s}, u^{s}\right)>\left(1-\mu_{r_{s}}\right) \Delta_{s}$

In this case take
$\Delta_{s+1}=\Delta_{s}, l_{s+1}=l_{s}+1, r_{s+1}=r_{s}, \quad y^{s+1, j}=y^{s, j}, j=\overline{1, l_{s}}, \quad y^{s+1, l_{s+1}}=y^{s}$

Find a solution of problem (11)-(13) for $t=l_{s+1}, y^{j}=y^{s+1, j}, j=\overline{1, l_{s+1}}$ and the corresponding dual variables $u^{s+1}$, and proceed to the next iteration.

Theorem 5. Suppose that the conditions of Theorem 1 are satisfied and the follouning additional conditions hold:

1. $\varepsilon_{s}>0, \varepsilon_{s} \rightarrow 0, \sum_{s=0}^{\infty} \mu_{s}=\infty, \mu_{s} \geq 0$
2. $\varepsilon_{s} / \mu_{s} \rightarrow 0$

Then $\sum_{i=1}^{l_{s}} p_{i}^{s} q_{0}\left(y^{s, i}\right)=u_{s}$ tends to the optimal value of problem (7)-(9).

## Proof

1. Suppose that the inequality $\Delta\left(y^{s}, u^{s}\right) \leq\left(1-\mu_{T_{s}}\right) \Delta_{s}$ is satisfied only a finite number of times. This implies the existence of a number $s_{0}$ such that for $s \geq s_{0}$ the method turns into Kelley's cutting-plane algorithm for minimization of the convex function $\psi(u)$, where the values of $\psi(u)$ are calculated with an error that tends to zero. From assumption 2 of Theorem 1, $\psi(u)$ has a bounded set of minimum points and the initial approximating function $\psi^{\text {sof }}(u)$ has a minimum. Thus such a method would converge to the minimum of function $\psi(u)$ and $\Delta\left(y^{s}, u^{s}\right) \leq \psi\left(u^{s}\right)-\psi^{s}\left(u^{s}\right) \rightarrow 0$, which contradicts the assumption that for $s \geq s_{0}$ the inequality $\Delta\left(y^{s}, u^{s}\right) \leq\left(1-\mu_{r_{s}}\right) \Delta_{s}$ is not satisfied.
2. There exists a subsequence $s_{k}$ such that

$$
\Delta\left(y^{s_{k}, u^{s_{k}}}\right) \leq\left(1-\mu_{k}\right) \Delta_{s_{k}}=\left(1-\mu_{k}\right) \Delta\left(y^{s_{k-1}, u^{s_{k-1}}}\right)
$$

From the definition of the algorithm we have

$$
\psi\left(u^{s_{k}}\right)-\psi^{s_{k}}\left(u^{s_{k}}\right)-\varepsilon_{s_{k}} \leq \Delta\left(y^{s_{k}}, u^{s_{k}}\right) \leq \psi\left(u^{s_{k}}\right)-\psi^{s_{k}}\left(u^{s_{k}}\right)
$$

and therefore

$$
\psi\left(u^{s_{k}}\right)-\psi^{s_{k}}\left(u^{s_{k}}\right)-\varepsilon_{s_{k}} \leq\left(1-\mu_{k}\right)\left(\psi\left(u^{s_{k-1}}\right)-\psi^{s_{k-1}}\left(u^{s_{k-1}}\right)\right)
$$

Making the substitution $\psi\left(u^{s}\right)-\psi^{s}\left(u^{s}\right)=w^{s}$ we obtain

$$
w^{s_{k}} \leq\left(1-\mu_{k}\right) w^{s_{k-1}}+\varepsilon_{s_{k}}
$$

This inequality together with the assumption $\varepsilon_{s_{k}} / \mu_{k} \rightarrow 0$ gives $w^{s_{k}} \rightarrow 0$ and therefore $\psi^{s_{k}}\left(u^{s_{k}}\right) \rightarrow \min _{u \in U^{+}} \psi(u)$ because $\psi^{s_{k}}\left(u^{s_{k}}\right) \leq \psi(u) \forall u \in U^{+}$. But for any $s$ we have $\psi^{s+1}\left(u^{s+1}\right) \geq \psi^{s}\left(u^{s}\right)$, which together with $\psi^{s_{k}}\left(u^{s_{k}}\right) \rightarrow \min _{u \in U^{+}} \psi(u)$ leads to $\psi^{s}\left(u^{s}\right), \min _{u \in U^{+}} \psi(u)$. However, $\psi^{s}\left(u^{s}\right)=\sum_{i=1}^{l_{s}} p_{i}^{s} q^{0}\left(y^{s, i}\right)$ and $\min _{u \in V^{+}} \psi(u)$ is an optimal value of problem $(7)-(9)$ due to Theorem 1. This completes the proof.

Various ways of dropping the cuts in cutting-plane methods have been suggested in $[11,20]$. The following method, which keeps only $l+1$ points at each iteration, was put forward in [20].

Instead of problem (14)-(16), solve the following problem at each iteration:

$$
\begin{gathered}
\min \left(u_{l+1}+\varepsilon\left\|u^{s}-u\right\|^{2}\right) \\
q^{0}\left(\bar{y}^{j}\right)-\sum_{k=1}^{l} q^{k}\left(\bar{y}^{j}\right) u_{k}=u_{l+1} \leq 0 \quad, j=\overline{1, l+1} \\
u_{k} \geq 0,
\end{gathered}
$$

where $u^{s}=\arg \min _{u \in \mathrm{U}^{+}} \psi^{s}(u)$. That this modified version converges can be proved in a similar way to Theorem 5 .

## 5. STOCHASTIC PROCEDURE

By a corollary of Theorem 1, problem (6) is reduced to a minimax problem with a nonconcave inner problem of maximization and a convex final problem of minimization. A vast amount of work has been done on minimax problems but virtually all of the existing numerical methods fail if the inner problem is nonconcave. To overcome this difficulty we adopt an approach based on stochastic optimization techniques.

Consider the fairly general minimax problem

$$
\begin{equation*}
\min _{x \in X} \max _{y \in Y} f(x, y) \tag{30}
\end{equation*}
$$

where $f(x, y)$ is a continuous function of $(x, y)$ and a convex function of $x$ for each $y \in Y, X \subset R^{n}, Y \subset R^{m}$. Although

$$
\begin{equation*}
F(x)=\max _{y \in Y} f(x, y) \tag{31}
\end{equation*}
$$

is a convex function, to compute a subgradient

$$
\begin{gather*}
F_{x}(x)=\left.f_{x}(x, y)\right|_{y=y(x)} \\
y(x)=\arg \max _{y \in Y} f(x, y)  \tag{32}\\
f_{x}(x, y) \in \partial_{x} f(x, y)=\{g \mid f(z, y)-f(x, y) \geq\langle g, z-x\rangle, \forall z \in X\}
\end{gather*}
$$

requires a solution $y(x)$ of nonconcave problem (32). In order to avoid the difficulties involved in computing $y(x)$ one could try to approximate $Y$ by an $\varepsilon$ set $Y_{\varepsilon}$ and consider

$$
y^{\varepsilon}(x)=\arg \max _{y \in Y_{t}} f(x, y)
$$

instead of $y(x)$. But, in general, this would require a set $Y_{c}$ containing a very large number of elements. An alternative is to use the following ideas. Consider a sequence of sets $Y_{s}, s=0,1, \ldots$ and the sequence of functions

$$
F^{s}(x)=\max _{y \in Y_{S}} f(x, y)
$$

It can be proved (see, for instance, [21]) that, under certain assumptions concerning the behavior of sequence $F^{s}$, the sequence of points generated by the rule

$$
\begin{gathered}
x^{s+1}=x^{s}-\rho_{s} F_{x}^{s}\left(x^{s}\right), s=0,1, \ldots \\
F_{x}^{s}\left(x^{s}\right) \in \partial F^{s}\left(x^{s}\right)=\left\{g \mid F^{s}(x)-F^{s}\left(x^{s}\right) \geq\left\langle g, x-x^{s}\right\rangle, \forall x\right\}
\end{gathered}
$$

(where the step size $\rho_{s}$ satisfies assumptions such as $\rho_{s} \geq 0$, $\rho_{s} \rightarrow 0, \sum_{s=0}^{\infty} \rho_{s}=\infty$ ) tends, in some sense, to follow the time-path of optimal solutions: for $s \rightarrow \infty$

$$
\lim \left[F^{s}\left(x^{s}\right)-\min F^{s}(x)\right]=0
$$

We will show below how $Y_{s}$ (which depends on $x^{5}$ ) can be chosen so that we
obtain the convergence

$$
\min F^{S}(x) \rightarrow \min F(x)
$$

where $Y_{s}$ contains only a finite number $N_{s} \geq 2$ of random elements.
The principal peculiarity of procedure (33) is its nonmonotonicity. Even for differentiable functions $F^{s}(x)$, there is no guarantee that $x^{s+1}$ will belong to the domain

$$
\left\{x \mid F^{d}(x)<F^{t}\left(x^{s}\right)\right\}, t \geq s+1
$$

of smaller values of functions $F^{s+1}, F^{s+2}, \ldots$ (see Figure 1).


Figure 1

Various devices can be used to prevent the sequence $\left\{x^{s}\right\}_{s=0}^{\infty}$ from leaving the feasible set $X$.

The procedure adopted here is the following (see [22]).

We start by choosing initial points $x^{0}, y^{0}$, a probabilistic measure $P$ on set $Y$ and an integer $N_{0} \geq 1$. Suppose that after the $s$-th iteration we have arrived
at points $x^{s}, y^{s}$. The next approximations $x^{s+1}, y^{s+1}$ are then constructed in the following way. Choose $N_{s} \geq 1$ points

$$
y^{s, 1} \cdot y^{s, 2} \ldots . y^{s, N_{s}}
$$

according to measure $P$, and determine the set

$$
Y_{s}=\left\{y^{s, 1}, y^{s, 2}, \ldots, y^{s, N_{s}}\right\} \cup y^{s, 0}
$$

where $y^{s, 0}=y^{s}$. Take

$$
y^{s+1}=\arg \max _{y \in Y_{s}} f\left(x^{s}, y\right)
$$

and compute

$$
x^{s+1}=\pi\left[x^{s}-\rho_{s} f_{x}\left(x^{s}, y^{s+1}\right)\right], s=0,1, \ldots
$$

where $\rho_{s}$ is the step size and $\pi$ is the result of a projection operation on $X$.
Before studying the convergence of this algorithm, we should first clarify the notation used:
$P(A)$ is a probabilistic measure of $\operatorname{set} A 2 Y$,
$X^{*}=\arg \min _{x \in X} F(x)$,
$Y_{\varepsilon}^{*}(x)=\{y \mid y \in Y, f(x, y) \geqslant F(x)-\varepsilon\}, \varepsilon>0$,
$p(\varepsilon, x)=P\left\{Y_{\varepsilon}^{*}(x)\right\}$.
$\gamma(\varepsilon)=\inf _{x \in X} p(\varepsilon, x)$.
$\tau(k, \varepsilon)=\max \left\{\tau \mid \sum_{s=k-\tau}^{k-1} \rho_{s} \leq \varepsilon, \tau \leq k\right\}$.
i.e., $\tau(k, \varepsilon)$ is the largest number of steps preceding step $k$ for which the sum of step sizes does not exceed $\varepsilon$.

Theoreme. Assome thet

1. $X$ is a convex compact set in $R^{n}$ and $Y$ is a compact set in $R^{m}$
2. $f(x, y)$ is continuous function of $(x, y)$ and a convex function of $x$ for any $y \in Y$.

$$
\sup _{x \in X}^{y \in Y}| | f_{x}(x, y)| |=C<\infty
$$

3. Measure $P$ is such that $\gamma(\varepsilon)>0$ for $\varepsilon>0$.
4. $p_{s} \rightarrow+0, \sum_{s=0}^{\infty} p_{s}=\infty$.

Then for $s \rightarrow \infty$

$$
E \min _{x \in X^{*}}| | x^{s}-z| | \rightarrow 0
$$

If, in addition, there exists an $\varepsilon_{0}>0$ such that for all $\varepsilon \leq \varepsilon_{0}$ and each $0<q<1$

$$
\begin{equation*}
\sum_{s=0}^{\infty} q^{T(s, c)}<\infty \tag{34}
\end{equation*}
$$

then, as $s \rightarrow \infty$,

$$
\min \left\{\left|\left|x^{s}-z\right|\right| \mid z \in X^{*}\right\} \rightarrow 0
$$

with probability 1.

Proof

1. First of all let us prove that

$$
F\left(x^{s}\right)-f\left(x^{s}, y^{s}\right) \rightarrow 0
$$

in the mean. To simplify the notation we shall assume that $N_{s}=N \geq 1$.
According to the algorithm

$$
f\left(x^{s}, y^{s+1}\right) \geq f\left(x^{s}, y^{s, v}\right), v=\overline{0, N}
$$

and therefore

$$
f\left(x^{s+1}, y^{s+1}\right)-f\left(x^{s+1}, y^{s, v}\right) \geq\left[f\left(x^{s+1}, y^{s+1}\right)-f\left(x^{s}, y^{s+1}\right)\right]
$$

$$
+\left[f\left(x^{s}, y^{s, v}\right)-f\left(x^{s+1}, y^{s, v}\right)\right] .
$$

Since there is a constant $K$ such that

$$
\left|f\left(x^{s+1}, y\right)-f\left(x^{s}, y\right)\right| \leq K| | x^{s+1}-x^{s}| | \leq K^{2} \rho_{s} .
$$

then

$$
f\left(x^{s+1}, y^{s+1}\right) \geq f\left(x^{s+1}, y^{s, v}\right)-2 K^{2} \rho_{s}
$$

We also have

$$
f\left(x^{s+1}, y^{s+2}\right) \geq f\left(x^{s+1}, y^{s+1, v}\right), v=\overline{0, N} .
$$

or, in particular, for $v=0$

$$
f\left(x^{s+1}, y^{s+2}\right) \geq f\left(x^{s+1}, y^{s+1}\right)
$$

Therefore

$$
f\left(x^{s+1}, y^{s+2}\right) \geq f\left(x^{s+1}, y^{k, v}\right)-2 K^{2} \rho_{s}, k=s, s+1, v=\overline{0, N},
$$

and in the same way

$$
f\left(x^{s+2}, y^{s+2}\right) \geq f\left(x^{s+2}, y^{k, v}\right)-2 K^{2}\left(\rho_{s}+\rho_{s+1}\right), k=s, s+1, v=\overline{0, N}
$$

etc.
Continuing this chain of inequalities, we arrive at the following conclusion:

$$
\begin{gathered}
f\left(x^{s}, y^{s}\right) \geq f\left(x^{s}, y^{k, v}\right)-2 K^{2} \sum_{l=s-\tau(s, \varepsilon)}^{s-1} p_{l} \\
k=\overline{s-\tau(s, \varepsilon), s-1}, v=\overline{0, N} .
\end{gathered}
$$

Thus, if

$$
Y_{s, \varepsilon}=\left\{y^{k, v}, v=\overline{0, N}, k=\overline{s-\tau(s, \varepsilon), s-1}\right\}
$$

then

$$
f\left(x^{s}, y^{s}\right) \geq \max _{y \in Y_{s, \tau}} f\left(x^{s}, y\right)-2 K^{2} \varepsilon
$$

It is easy to see from this that

$$
\begin{gathered}
P\left\{F\left(x^{s}\right)-f\left(x^{s}, y^{s}\right)>\left(1+2 K^{2}\right) \varepsilon\right\} \leq \\
P\left\{F\left(x^{s}\right)-\max _{y \in Y_{s, \tau}} f\left(x^{s}, y\right)>\varepsilon\right\} \leq[1-\gamma(\varepsilon)]^{N \tau(s, \varepsilon)}
\end{gathered}
$$

Since $\rho_{s} \rightarrow 0$, then $\tau(s, \varepsilon) \rightarrow \infty$ as $s \rightarrow \infty$. Hence

$$
[1-\gamma(\varepsilon)]^{N \tau(s, \varepsilon)} \rightarrow 0
$$

as $s \rightarrow \infty$, and this proves the mean convergence of $F\left(x^{s}\right)-f\left(x^{s}, y^{s}\right)$ to 0 .
2. We shall now show that, under assumption (34), $F\left(x^{s}\right)-f\left(x^{s}, y^{s}\right) \rightarrow 0$ with probability 1. It is sufficient to verify that

$$
P\left\{\sup _{k \geq s}\left[F\left(x^{k}\right)-f\left(x^{k}, y^{k}\right)\right]>\left(1+2 K^{2}\right) \varepsilon\right\} \rightarrow 0
$$

We have

$$
\begin{gathered}
P\left\{\sup _{k \geq s}\left[F\left(x^{k}\right)-f\left(x^{k}, y^{k}\right)\right]>\left(1+2 K^{2}\right) \varepsilon\right\} \leq \\
P\left\{\sup _{k \geq s}\left[F\left(x^{k}\right)-\max _{y \in Y_{k, \tau}} f\left(x^{k}, y\right)\right]>\varepsilon\right\} \leq \\
\sum_{k=s}^{\infty} P\left\{F\left(x^{k}\right)-\max _{y \in Y_{k, T}} f\left(x^{k}, y\right)>\varepsilon\right\} \leq \sum_{k=s}^{\infty}[1-\gamma(\varepsilon)]^{N \tau(k, \varepsilon)} \rightarrow 0,
\end{gathered}
$$

since from assumption (34) the series

$$
\sum_{k=s}^{\infty}[1-\gamma(\varepsilon)]^{N \tau(k, \varepsilon)} \rightarrow 0
$$

as s $\rightarrow \infty$.
3. Let us now prove that $E w\left(x^{s}\right) \rightarrow 0$ as $s \rightarrow \infty$, where

$$
w(x)=\min _{x \in X^{*}}\|x-z\|^{2}
$$

We have

Taking the mathematical expectation of both sides of this inequality leads to

$$
\begin{equation*}
E w\left(x^{s+1}\right) \leq E w\left(x^{s}\right)-2 \rho_{s} E\left[F\left(x^{v}\right)-\min _{x \in X} F(x)\right]+2 \rho_{s} \beta_{s}+K^{2} \rho_{s}^{2} \tag{35}
\end{equation*}
$$

where $\beta_{s} \rightarrow 0$ as $s \rightarrow \infty$ since it has already been proved that

$$
E\left[F\left(x^{s}\right)-f\left(x^{s}, y^{s}\right)\right] \rightarrow 0 \text { for } s \rightarrow \infty
$$

Now let us suppose, contrary to our original assumption, that

$$
E w\left(x^{s}\right)>\alpha>0, s \geq s_{0}
$$

It is easy to see that in this case we also have

$$
E\left[F\left(x^{5}\right)-\min _{x \in X} F(x)\right]>\delta>0
$$

where $\delta=\delta(\alpha)$ is a constant which depends on $\alpha$. Then for sufficiently large $s \geq s_{1}$

$$
\begin{equation*}
E w\left(x^{s+1}\right) \leq E w\left(x^{s}\right)-2 \rho_{s}\left[\delta-2 \beta_{s}-K^{2} \rho_{s}\right] \leq E w\left(x^{s}\right)-\delta \rho_{s} \tag{36}
\end{equation*}
$$

since $\rho_{s} \rightarrow 0, \beta_{s} \rightarrow 0$ and therefore we can suppose that

$$
\delta-2 \beta_{s}-K^{2} \rho_{s}>\delta / 2, s \geq s_{1}
$$

Summing the inequality (36) from $s_{1}$ to $k, k \rightarrow \infty$, we obtain from assumption (4) a contradiction to the non-negativeness of $E w\left(x^{5}\right)$. Hence, a subsequence $\left(x^{s_{k}}\right)$ exists such that

$$
E \omega\left(x^{s_{k}}\right) \rightarrow 0
$$

as $k \rightarrow \infty$. Therefore for a given $\alpha>0$ a number $k(\alpha)$ exists such that

$$
E w\left(x^{s_{k}}\right)<\alpha
$$

where $s_{k}>s_{k(\alpha)}$. Let $r$ be such that $s_{k} \leq r \leq s_{k+1}$ and $E w\left(x^{\top}\right)>\alpha$. Take $l$ such that

$$
l=\min _{s_{k}<i \leq r}\left\{i: E w\left(x^{j}\right)>\alpha \text { for } i \leq j \leq r\right\}
$$

Since $\rho_{s} \rightarrow 0$ and $\beta_{s} \rightarrow 0$, we may assume that $2 \beta_{s}+K^{2} \rho_{s}<\delta(\alpha)$ for $s>s_{k(\alpha)}$. This and (36) together imply that $E w\left(x^{T}\right) \leq E w\left(x^{l}\right)$. Now from (35) and the definition of $l$ we get

$$
E w\left(x^{l}\right) \leq E w\left(x^{l-1}\right)+2 p_{l} \beta_{l}+K^{2} \rho_{l}^{2} \leq \alpha+2 \rho_{l} \beta_{l}+K^{2} \rho_{l}^{2}
$$

Thus $E w\left(x^{s}\right) \rightarrow 0$, because $\alpha$ was chosen arbitrarily and $\rho_{l} \rightarrow 0$.
4. It can be proved that $w\left(x^{s}\right)$ converges to 0 with probability 1 in the same way that we have already proved mean convergence. We have the inequality

$$
w\left(x^{s+1}\right) \leq w\left(x^{s}\right)-2 \rho_{s}\left[F\left(x^{s}\right)-\min _{x \in X} F(x)\right]+2 \rho_{s} \gamma_{s}+K^{2} \rho_{s}^{2}
$$

where $\gamma_{s} \rightarrow 0$ with probability 1 because it has already been shown that under assumption (34)

$$
F\left(x^{s}\right)-f\left(x^{s}, y^{s}\right) \rightarrow 0 \text { as } s \rightarrow \infty
$$

with probability 1. If we now assume that

$$
w\left(x^{s}\right)>\alpha, s \geq s_{0}
$$

for some element of probabilistic space we will also have

$$
F\left(x^{s}\right)-\min _{x \in X} F(x)>\delta>0
$$

etc.

We shall now give a special case in which condition (34) is satisfied.

Example. Assume that $\rho_{s}=a / s^{b}, a>0,0<b \leq 1$. Then Raab's test for series convergence shows that condition (34) is satisfied.
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