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Abstract

The automatic detection of lung nodules attached to
other pulmonary structures is a useful yet challenging task
in lung CAD systems. In this paper, we propose a strat-
ified statistical learning approach to recognize whether a
candidate nodule detected in CT images connects to any
of three other major lung anatomies, namely vessel, fissure
and lung wall, or is solitary with background parenchyma.
First, we develop a fully automated voxel-by-voxel label-
ing/segmentation method of nodule, vessel, fissure, lung
wall and parenchyma given a 3D lung image, via a uni-
fied feature set and classifier under conditional random
field. Second, the generated Class Probability Response
Maps (PRM) by voxel-level classifiers, are used to form the
so-called pairwise Probability Co-occurrence Maps (PCM)
which encode the spatial contextual correlations of the can-
didate nodule, in relation to other anatomical landmarks.
Based on PCMs, higher level classifiers are trained to rec-
ognize whether the nodule touches other pulmonary struc-
tures, as a multi-label problem. We also present a new iter-
ative fissure structure enhancement filter with superior per-
formance.

For experimental validation, we create an annotated
database of 784 subvolumes with nodules of various sizes,
shapes, densities and contextual anatomies, and from 239
patients. High accuracy of multi-class voxel labeling is
achieved 89.3% ∼ 91.2%. The Area under ROC Curve
(AUC) of vessel, fissure and lung wall connectivity classifi-
cation reaches 0.8676, 0.8692 and 0.9275, respectively.

1. Introduction

Lung cancer is the number one cause of cancer death in
US, and the early detection and diagnosis of cancer-relevant
pulmonary nodules is vitally important. A pulmonary nod-
ule is a small, often round lesion in the lungs as shown in
Fig. 4. Recent studies reveal that the location of nodules,
i.e., purely intra-parenchymal (solitary), pleura-based (lung
wall attached), juxtavascular (vessel attached) or fissure at-
tached, provides information that can help distinguish be-

nign versus malignant lesions. For instance, vessel-feeding
pulmonary nodules seem more likely to be lung cancers
than solitary ones [22], while fissure attached or pleural-
based nodules are typically benign, with volume-doubling
period greater than 400 days [24]. Examples of nodules at-
tached to the three pulmonary structures are shown in Fig.6.
Despite its obvious clinical importance, automatic classifi-
cation of solitary or various attached nodules has not been
extensively studied before, manual labeling is typical. Wei
et al. proposed a specific method of volume projection anal-
ysis to improve detection performance for nodules attached
to vessels [22], but did not discuss the cases connecting
to other pulmonary structures. In addition, this method is
based on an ellipsoidal nodule model that dose not always
hold since nodules, especially malignant ones, may be spic-
ulated, polylobulated or otherwise irregular in shape [21].

The spatial relation between lung nodule and its contex-
tual anatomies will be easily obtained if we can parse the lo-
cal anatomies correctly. It is similar to physicians’ practices
in labeling connectivity of nodules with other structures, by
identifying and segmenting/coloring the nodule and its local
contextual structures on voxel level and then determining
whether they touch each other. Automated and robust seg-
mentation of these pulmonary anatomies is highly desirable,
but it has various challenges for each specific structure. For
example, nodules are known to have a wide variety of mor-
phologies, densities and sizes; fissures appear as low con-
trast surfaces with possibly blurred and incomplete bound-
aries; vessel segmentation is complicated by the weakness
of contrast of small vessels and local ambiguities posed by
crossing and branching points. Accordingly, most previous
lung anatomy segmentation methods target only one type of
structure. For fissure segmentation, various methods have
been developed, such as fuzzy reasoning followed by graph
search [26], curve-growing modeled by a Bayesian network
[20], multi-stage supervised filters [19] and a computational
geometry based method with surface Laplacian smoothing
[13]; For vessels, Frangi, et al. proposed multiscale Hes-
sian eigenvalue based filters to enhance vessels as a prepro-
cessing step of segmentation [5]. Correlation based filters
were used to enhance blood vessels and junctions while sup-
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pressing nodules and other noise, followed by vessel tree re-
construction using fuzzy shape analysis [1]; The commonly
used methods of pulmonary nodule segmentation include
region growing [4], Gaussian intensity model fitting [12],
and statistical learning based approach [17].

In this paper, we propose a generic approach which han-
dles multiple structure (nodule, vessel, lung wall and fis-
sure) voxel-level classification using a unified feature set
and classification method. The aim at this stage is not to
provide a perfect segmentation, but to use a fast and robust
method for reasonable segmentation results that can serve
as input to a higher level classification system to learn the
spatial layout of nodule and its contextual anatomies. A
similar voxel-level classification strategy for lung anatomy
was presented in [11], but it differs from our approach in
two main aspects. First, we propose an iterative Hessian
eigenvalue based filter to enhance fissure structure with sig-
nificantly fewer spurious responses as compared with tradi-
tional fissure enhancement filter used in [11]. Second, we
use a conditional random field (CRF) model [9] incorpo-
rating gray-level, texture, shape, and edge cues to improve
the segmentation of boundary voxels, especially of nodule
boundary voxels, which is critical to the performance of
the final anatomy connectivity classification system. At the
higher level, instead of using simple n-connected compo-
nent algorithm with hard segmentation results, we present
a novel probability co-occurrence map (PCM) to measure
the spatial interaction/attachment likelihood of nodule and
other structures for connectivity classification.

Though mainly developed for medical imaging, our ap-
proach is well related to general computer vision problems.
Recently, various contextual learning models [7, 14, 16]
have been exploited to assist general object detection prob-
lems, mostly within the conditional random field (CRF)
framework [9]. Our work also uses the context for voxel
level segmentation, but focuses on more explicitly stratified
modeling and learning the spatial relations of different ob-
jects (as nodules versus anatomical background). It is an in-
tegrated task of fusing detection, segmentation and seman-
tic recognition for diagnostic quantification of lung nodules
in 3D images. This work is also relevant with the multi-
object interaction context modeling for activity recognition
[6].

In summary, our contributions are threefold. First, we
develop a fully automated voxel level parsing of multi-class
lung anatomies using a single feature set and classifier. Sec-
ond, partially inspired by [10], we present a two-level, hier-
archical probabilistic framework of effectively inferencing
3D complex, multi-label nodule connectivity in lung im-
ages. Last, a new iterative Hessian eigenvalue based filter is
proposed to enhance fissure structure. We show empirically
and analytically that the new filter can significantly reduce
spurious responses. Our experimental results are exten-
sively evaluated using a large-scale medical image database
of 784 various structured lung nodules from 239 subjects.

2. Voxel Level Classification of Lung Anatomy

At this stage, we aim to roughly segment the contextual
pulmonary structures of lung nodules. The conditional ran-
dom field (CRF) model [9, 16] is adopted that incorporates
unified local gray-level, texture, shape and edge informa-
tion to learn the conditional distribution of each voxel over
class labeling. The conditional probability of class label c

given a volume x is defined below:

logP (c|x,θ) =
∑

i

ψ(ci,x;θψ) +
∑

(i,j)∈Nǫ

φ(ci, cj ,x;θφ)

− logZ(x,θ) (1)

where i, j are indices of voxels in given volume, Nǫ de-
notes the set of edges in 6-connected grid structure, θ =
{θψ,θφ} are the model parameters, Z(θ,x) is the normal-
ization function independent of label c. The unary poten-
tial ψ(ci,x;θψ) usually indicates individual label prefer-
ence based on observed voxels and is defined as

ψ(ci,x;θψ) = logP (ci|x, i) (2)

P (ci|x, i) is the normalized distribution output from a clas-
sifier given local gray-level, texture and shape features of
voxel i. These features and the classifier are detailed in
Section 2.1 and 2.2, respectively. The pairwise potential
φ(ci, cj ,x;θφ) encourages spatial coherence by penalizing
label discontinuities between neighboring voxels with sim-
ilar gray-levels. Here it takes the form of a Potts Model:

φ(ci, cj ,x;θφ) = −αe−||xi−xj ||
2/β · δ(ci − cj) (3)

where α is the contrast parameter weighting unary and pair-
wise potentials, β denotes the normalization parameter de-
pendent on volume x and class label ci, cj . The δ(.) is Dirac
delta function. The use of intensity contrast based pairwise
potential Eq.(3) is motivated by the observation that voxels
within a single pulmonary structure of interest usually show
similar intensities in lung CT images. For example, nodule
intensities can vary greatly across population according to
the nodule type (solid or ground glass), but they usually do
not change much within one nodule.

Given the conditional random model and its learned pa-
rameters, the optimal labeling c

∗ can be found by maximiz-
ing Eq.(1) via graph-cut algorithm [3, 2].

2.1. Lower Level Feature Set

The features selected for detection of pulmonary struc-
tures can be categorized into three subsets.

Texture. We selected the texture features earlier used
for ground glass nodule detection [27, 17] and parenchyma
texture analysis [25]. These features consist of the well
known gray-level co-occurrence matrix (GLCM) based fea-
tures searching for gray-level pairs in 26 directions [25],
intensity and rotation invariant local binary patterns (LBP)
[27] and 3D Harr wavelets [17] capturing the local spatial
and frequency information.



Gray-Level. In CT scans, radiation attenuation varies
with body tissues of different atomic weight and density.
Therefore the intensity can be a good indicator of which
pulmonary structure the voxel comes from. The features in
this subset comprise the original intensity value, and inten-
sity statistics features including the minimum, maximum,
mean, standard deviation, skewness and kurtosis calculated
from a cubic subvolume of size 7 × 7 × 7 voxels.

Shape. Lung nodules, vessels and fissures show quite
different anatomical shapes which are usually modeled as
faint or light blob-like, light tubular and faint plate-like
structures, respectively. Therefore, a set of multiscale struc-
ture enhancement filters based on Hessian matrix eigenval-
ues is commonly used to differentiate the three structures
[11, 17, 5, 19]. These filters are defined by the following or
similar equations:

N(λ) = (1 − exp(−(λ2
1 + λ2

2 + λ2
3)/2γ

2))(1 − exp(

− λ2
3/2α

2|λ1λ2|))h(−λ1)h(−λ2)h(−λ3) (4)

V (λ) = (1 − exp(−(λ2
1 + λ2

2 + λ2
3)/2γ

2))(1 − exp(

− λ2
2/2α

2λ2
1))exp(−λ2

3/2β
2|λ1λ2|)h(−λ1)h(−λ2) (5)

F (λ) = (1 − exp(−(λ2
1 + λ2

2 + λ2
3)/2γ

2))exp(

− λ2
2/2β

2λ2
1)h(−λ1) (6)

where λ = {λ1, λ2, λ3} are three eigenvalues of Hessian
matrix with |λ1| ≥ |λ2| ≥ |λ3|. The thresholds α, β and γ
control the sensitivity of filters to the eigenvalue measures,
which are set as 0.5, 0.5 and 200 each. h(.) is the standard
unit step function. N(λ), V (λ) and F (λ) denote the en-
hancement filters of blob-like (nodule), tubular (vessel) and
plate-like (fissure) structures, respectively. The theoretical
basis for these filters is based on the different intensity cur-
vatures predicted for each structure.

• Lung nodules are expected to have three large negative
eigenvalues λ1 ≈ λ2 ≈ λ3 ≪ 0 indicating the in-
creased attenuation inside the nodule in any direction.

• Vessels should have two large negative eigenvalues
λ1 ≈ λ2 ≪ 0 and one small eigenvalue λ3 ≈ 0 corre-
sponding to the eigenvector in direction to the trajec-
tory of the vessel.

• Fissures have one large negative eigenvalue λ1 ≪ 0
corresponding to the eigenvector normal to the fissure
plane, and two small eigenvalues λ2 ≈ λ3 ≈ 0 corre-
sponding to the eigenvectors parallel to the plane.

Fissure Enhancement: A typical problem of structure
enhancement filter, especially the fissure enhancement fil-
ter is the spurious response rate as shown in Fig.2(b),2(f)
which possibly originates from local planar properties of
voxels. To remedy this, a two stage cascaded classification
method was presented in [19]. It used a second supervised
classifier with enhanced features extracted from the output
of the first classifier to correct the previously misclassified
voxels due to spurious responses. In this paper, we propose

a new and much simpler method which is completely un-
supervised to reduce the spurious responses. As shown in
Fig.2(b) and 2(f), despite spurious responses, the fissure is
also effectively enhanced and a more clear plate-like struc-
ture is shown in the filtered image. Accordingly, it is ex-
pected that the same plate-like structure enhancement filter
(Eq.(6)) can be applied on the filtered image to further dis-
tinguish the fissure from the background. To explain this,
we define a simplified plate-like structure model as below:

I(x, y, z) =(h(x+ wx/2) − h(x− wx/2))·
(h(y + wy/2) − h(y − wy/2)) (7)

where h(.) is the unit step function, wx and wy is the plate
width in x and y direction with assumption wx ≪ wy . The
resulting Hessian matrix eigenvalues are

λx =G′
σ(x+ wx/2) −G′

σ(x− wx/2) |y| ≤ wy/2

λy =G′
σ(y + wy/2) −G′

σ(y − wy/2) |x| ≤ wx/2

λz =0 (8)

whereG′
σ(.) is the first derivative of Gaussian function with

standard deviation σ and zero mean. Fig.1 shows the curves
of eigenvalue function λ(x) = G′

σ(x+w/2)−G′
σ(x−w/2)

with various w/σ. Two special cases of interest regarding
this function are considered: (1) when w/2 ≫ σ, λ(x)
has two lobes of opposite signs on each side of the edges
x = ±w/2. It reaches the maximum absolute value at
|x±w/2| = σ and approaches to zero for |x±w/2| ≥ 4σ;
(2) when w/2 ≈ σ, λ(x) has a central negative lobe with
width approximately equal to w, and it can be proved that

λ(x) reaches the minimum at x = 0 if w/σ ≤ 2
√

3. Hence
for plate-like structures with wx ≪ wy , we select the scale
σ ≈ wx/2 so that |λx/λy| is maximized for |x| < wx/2
and |y| < wy/2 − 4σ but drops significantly when |y| ap-
proaches to wy/2 − σ. As a result, the plate-like struc-
ture will keep plate width wx and shrink around the edges
y = ±wy/2 after applying the filter Eq.(6). If wy is not
significantly higher than wx, the whole structure will be re-
duced after applying the filter for multiple times. Fig.2(c),
2(g) and 2(d), 2(h) show the results of filtering for 3 and
6 times respectively, which clearly reduces the spurious re-
sponses.

Figure 1. Curves of λ = G′

σ
(x + w/2) − G′

σ
(x − w/2) as a

function of x/σ with different w/σ.



(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 2. Example outputs from iterative fissure enhancement filter

(a),(e) original slices; (b),(f)results of conventional filter; (c),(g)

results of iterative filter (N=3); (d),(h) results of iterative filter

(N=6). Filter scale σ is selected as 1 mm because typically the

fissures are approximately 1-3 mm thick [13].

2.2. Learning the CRF

Ideally, the model parameters in Eq.(1) is learned using
maximum a-posteriori (MAP) algorithm that maximizes
the conditional likelihood of labels given the training data.
However, this is computationally expensive because it usu-
ally requires the evaluation of marginal probabilities over
the class labels at each training pixel. Here, we adopted a
more pragmatic stepwise training method as used in [16]
which estimates the unary and pairwise potentials sepa-
rately.

A variety of supervised classifiers can be used to learn
the unary texture-intensity-shape potential parameters of
Eq.(2). In this paper, we selected two different classifiers,
the resilient subclass discriminant analysis (RSDA) [23]
as a generative classifier and the relevance vector machine
(RVM) [18, 15] as a discriminative classifier.

RSDA approximates the distribution of each class as a
mixture of Gaussians, and estimates the probability model
parameters using expectation-maximization integrated with
linear discriminant analysis. This method is naturally
phrased in a multiclass framework by calculating a poste-
riori probability of each class as follows.

P (c|xi) =

∑Nc

j=1 ρcj
g(xi;µcj

,Σcj
)

∑C
c=1

∑Nc

j=1 ρcj
g(xi;µcj

,Σcj
)

(9)

where C is the number of classes and Nc is the number of
subclasses in class c. ρcj

, µcj
and Σcj

is the prior, mean
vector and covariance matrix of subclass j in class c ob-
tained by RSDA, respectively.

RVM is a discriminative classifier using Bayesian infer-
ence to obtain sparse solutions for classification. It was
originally derived for two-class problems and can be ex-
tended to multi-class setting by training and combining a
series of n one-vs-rest binary classifiers. RVM has identi-
cal functional form to the popular support vector machine
(SVM) but offers additional benefits. These include auto-
matic estimation of regularization coefficients and proba-
bilistic predictions so that no cross-validation based post
optimization or heuristic calibration prior to combining
multiple binary classifiers is required.

P (c|xi) =
σ(y(xi, wc))

∑C
c=1 σ(y(xi, wc)))

(10)

where σ(x) = 1/(1 + e−x) is the logistic sigmoid function
and y(xi, wc) = wTc xi including the offset or y(xi, wc) =
wTc φ(xi) if a nonlinear kernel is used. wc is the weight
vector for class c learned via RVM.

For pairwise edge potential Eq.(3), the normalization pa-
rameter β was volume dependent and set to 2||xi − xj ||2
where xi denotes average pixel intensity of class i in the vol-
ume given a posteriori probabilities derived from the unary
classifier described above. The contrast parameter α was
manually tuned to minimize error on the validation data.

3. Nodule Connectivity Recognition

The hard segmentation results of lung anatomies ob-
tained above can be used directly to determine whether
the detected nodules are solitary or attached using simple
n-connected component algorithm. However, this will be
highly sensitive to the possible voxel-level segmentation er-
rors. In stead, we train a second classifier using higher
level features extracted from probability maps output by the
lower level classifier. These features exploit the spatial co-
occurrence statistics of pulmonary structures to make the
system more robust to the results of voxel-level segmenta-
tion. They are detailed in the next section.

3.1. Probability Cooccurrence Map

If two objects are connected or very close to each other,
both of their probability maps will have higher responses
in the same area where two objects overlap after one of the
maps is moved by a small offset. Based on this, we define
the probability co-occurrence map (PCM) κ as follows:

κn,m(x, y, z) =
∑

(i,j,k)∈W

Pn(i, j, k)Pm(i+x, j+y, k+z)

(11)
where Pn and Pm are the probability maps of nodule and
another class of interest obtained from the classifier Eq.(9)
or (10). W is a local window around the detected nodule,
and (x, y, z) is the offset. The probability co-occurrence
map gives a quantitative measure of the possibility that a
pair of objects co-occur in the volume with different spa-
tial offsets. Eq.(11) is essentially the correlation of two



class probability maps where the nodule probability map
Pn(x, y, z) serves as a filter with kernel roughly in the shape
and size of this nodule, which smooths the output to make
the upper level classifier more robust to the voxel-level seg-
mentation noise.

3.2. Higher Level Feature Set

As mentioned above, if the nodule is close to another
structure, the probability co-occurrence map is expected to
have higher responses for some small offset. Accordingly,
we define a set of basic features which simply sums up
all κ(x, y, z) on the spherical surfaces with different radius

r =
√

x2 + y2 + z2 from 1 to 10. This is equivalent to
measuring the correlation at discrete distances. Therefore a
total of 10 basic and rotation invariant features are gener-
ated for each of the three nodule connectivity cases.

If the nodule is attached to fissure or vessel, the prob-
ability co-occurrence map κ will have higher responses in
a plate-like or tubular area crossing the origin because κ is
essentially the correlation of two probability maps and nod-
ule is usually much smaller than fissure and vessel. Hence
we can extract enhanced features from κ exploiting these
specific structure shapes in a similar manner as the Hessian
filters used in segmentation. This can make up for the voxel-
level segmentation errors to some extent and is particularly
useful for fissure connectivity classification. Here we define
the enhanced feature similar to Eq.(6) for fissure as follows:

F =(1 − exp(−m2
κ/2γ

2))exp(−λ2
3/2β

2λ2
2)

exp(−d2/2α2r2n) (12)

where γ, β and α are the threshold parameters. mκ is the
average response of probability co-occurrence map in the
local window W , rn is the nodule size approximated as:

rn = (3/4π
∑

(x,y,z)∈W Pn(x, y, z))
1/3 (13)

λ1, λ2 and λ3 are three eigenvalues of the weighted covari-
ance matrix of all offset vectors (x, y, z) ∈ W with nor-
malized weights κn,m(x, y, z)/(mκ|W |), in descending or-
der of absolute value |λ1| ≥ |λ2| ≥ |λ3|. d is the dis-
tance between the origin to the planar surface which is de-
fined as (x̄, ȳ, z̄)T v3 where (x̄, ȳ, z̄) denotes the weighted
mean of the offset vectors, and v3 is the eigenvector cor-
responding to the smallest eigenvalue λ3. If there exists a
plate-like structure crossing the origin in the probability co-
occurrence map κ, |λ3| will be much smaller than |λ2| with
d smaller than the nodule size rn.

Because a single nodule can be attached to multiple
structures as shown in Fig.6, the nodule connectivity classi-
fication is actually a multi-label problem. Therefore, three
binary RVM classifiers are trained and tested independently
for each of the three connectivity cases on 10, 10 and 11
features respectively.

4. Experimental Results

In the experiment, we collected 784 lung CT subvolumes
from 239 subjects. These subvolumes are 83 × 83 × 83

voxels in size and each subvolume has a nodule in the cen-
ter with a variety of appearances and contextual anatomy
connectivity as shown in Fig.4. The labeled voxels of pul-
monary structures were obtained from 34 randomly selected
subvolumes of different patients by two radiologists based
on visual assessment and consensus review. The radiolo-
gists were requested to sample evenly different parts of each
structure, including major and minor lobar fissures, veins
and arteries from hilum to peripheral level, parenchyma in
the open area and close to the structures such as vessel and
lung wall, solid and ground glass opacity nodules. In to-
tal, more than 200,000 sample voxels were marked with
roughly 6%, 20%, 25%, 11% and 38% samples labeled as
nodule, vessel, lung wall, fissure and parenchyma, respec-
tively. Then a radiologist annotated the nodule connectiv-
ity of the 784 subvolumes, of which 254 cases are vessel
attached, 150 nodules are pleural-based or lung wall con-
nected, and 81 cases are fissure attached. Data were col-
lected from multiple hospitals.

(a) (b) (c) (d)

Figure 3. Example fissure segmentation results. Top row: original

slices. Middle row: segmentation results with original fissure en-

hancement filter. Bottom row: segmentation results with iterative

fissure enhancement filter.

4.1. VoxelLevel Lung Anatomy Segmentation

We first report the accuracy of voxel-level lung anatomy
segmentation by unary classifier. The “voxel painted” 34
subvolumes were randomly split into two folds as the train-
ing and testing data. First of all, we compare the per-
formance of two classifiers, RVM and RSDA, using the



Table 1. The pairwise confusion matrix of five pulmonary structure

classes without CRF model. (a) RSDA (b) RVM

(a)

GROUND TRUTH
PREDICTION (%)

N V W F P

NODULE 77.9 8.6 8.5 1.2 3.8

VESSEL 3.3 90.0 3.9 1.4 1.4

WALL 0.7 1.1 97.2 0 1.0

FISSURE 1.0 3.3 0.1 83.6 12.0

PARENCHYMA 0.5 0.6 0.6 1.4 96.9

(b)

GROUND TRUTH
PREDICTION (%)

N V W F P

NODULE 81.8 8.8 5.7 0.5 3.2

VESSEL 6.8 87.2 3.0 0.9 2.0

WALL 0.2 0.6 95.7 0.0 3.5

FISSURE 0.8 2.4 0.0 84.7 12.1

PARENCHYMA 0.1 0.4 0.4 0.5 98.6

texture, intensity and shape features as described in Sec-
tion 2.1. As shown in Table 1, the classification perfor-
mance of two classifiers is very close, reaching 90.1% and
89.3% overall recognition rate by RSDA and RVM, re-
spectively. In addition, both confusion matrices show sim-
ilar pairs of classes where misclassification is more likely
to occur. Fissures can be faint and incomplete thus they
are more easily confused with parenchyma. Vessels and
nodules are confused because vessel bifurcation or branch
points may appear locally more blob-like as nodules and
less tubular. These observations are consistent with [11] as
the state-of-the-art and our classification results are better
in fissure, nodule and parenchyma classes (by margins of
1.6% ∼ 18.9%) and comparable in vessel1. Without signif-
icant difference, we select RSDA as the classifier in all of
the following experiments.

We then validate the fissure segmentation improvement
by the iterative fissure enhancement filters in section 2.1.
As shown in the middle row of Fig.3, the classification re-
sults using the original fissure enhancement filter features
[11, 19] output many pepper-and-salt labeling noises (as
short strokes in 3D). With our enhanced features (applying
the filter iteratively for 3 and 6 times), the misclassification
errors are significantly reduced so that they can be easily
eliminated by a simple small connected component removal
algorithm, as in the bottom row of Fig.3. Moreover, the pro-
posed iterative filter is computationally efficient and it takes
about 2 seconds to complete 6 iterations of filtering on one
83× 83× 83 subvolume, implemented with Insight Toolkit
(ITK) [8] on Intel Xeon platform. Nevertheless, the seg-
mentation results break up where the fissure connects the

1We have no access to the data used in [11] and comparison is numeri-

cal only.

Table 2. The classification performance of nodule connectivity

using hard anatomy segmentation results and n-connected (n =
6, 18, 26) component algorithm. SN stands for sensitivity (%) and

SP for specificity (%).

VESSEL WALL FISSURE

SN SP SN SP SN SP

N = 6 79.1 82.9 72.7 96.9 18.5 97.6

N = 18 79.9 81.0 78.0 96.1 21.0 96.8

N = 26 80.3 81.0 79.3 95.9 23.5 96.4

Table 3. The area under ROC curve (AUC) of nodule connectivity

classification based on original probability maps and probability

maps masked by CRF segmentation results.

VESSEL WALL FISSURE

ORIGINAL 0.7793 0.9184 0.7555

MASKED 0.8676 0.9275 0.8318

Table 4. The performance of nodule connectivity classification.

SN stands for sensitivity (%) and SP for specificity (%).

VESSEL WALL FISSURE

AUC 0.8676 0.9275 0.8692

SN 82.0 93.3 83.8

SP 81.9 93.9 83.5

lung wall (Fig.3(a)), two or more fissures join (Fig.3(c)) or
the fissure is attached to other structures like nodule or ves-
sel (Fig.3(d)). This is reasonable because the assumption
of locally plate-like structure does not hold in these places.
A post-processing algorithm like fissure extension in [13]
can be applied to fill up the discontinuities, if more accurate
fissure segmentation is required.

Finally we segment the subvolumes by incorporating the
pairwise constraints from edge cues and optimizing the con-
ditional random field model via graph-cut [9, 3, 2]. The
overall classification rate increases from 90.1% to 91.2%.
While the improvement is numerically small, the contour
of the structure, especially the nodule, is more accurately
delineated which gives a considerable increase in perceived
accuracy as shown in Fig.4. It is clear that a more precise
segmentation of nodule boundaries is critical for the upper
contextual classification system to classify nodule connec-
tivity, which will be shown in the next Section.

4.2. Nodule Connectivity Classification

In this experiment, the 784 subvolumes are split into
training and testing data via ten-fold cross validation which
is repeated for 20 times and all results presented here are
the averages over 20 runs. The subvolumes from the same
patient are always kept within the same fold. We first test
the performance using simple n-connected component al-
gorithm with hard anatomy segmentation results. No train-
ing is required for this method. The experimental results in
Table 2 show that sensitivity and specificity are quite un-
balanced especially for the case of fissure connectivity, the



Figure 4. Example nodule segmentation results. Top row: original slices. Middle row: segmentation results without CRF model. Bottom

row: segmentation results with CRF model.

(a) (b) (c)

Figure 5. The ROC curves of lung nodule connectivity classification based on different probability maps. For fissure connectivity, enhanced

feature of Eq.(12) is used and compared.

sensitivity or detection rate is very low. This can be ex-
plained by the above observation that the fissure segmenta-
tion misses where it is attached to lung nodules (Fig.3(d)).
The trade-off between specificity and sensitivity can be
achieved by changing n in connected component algorithm,
but it is quite limited.

To make the upper-level system more robust to voxel-
level segmentation errors and obtain complete ROC curves,
we use the supervised classification method [15, 18] on
10 basic features extracted from soft Probability Co-
occurrence Maps as described in Section 3.2. The improve-
ment of nodule connectivity classification by introducing
CRF model with pairwise edge cues in voxel-level anatomy
segmentation is validated in Fig.5. The red ROC curves are
based on original probability maps directly derived from
unary classifier, and blue ROC curves use the probability
maps masked by the hard segmentation results from CRF
model. The area under ROC curves (AUC) increases in
all three cases, by 0.0091 for wall and especially 0.0883,
0.0763 for vessel and fissure connectivity classification re-
spectively, as given in Table 3.

Next for fissure connectivity classification, we experi-
ment with the enhanced feature as described in Section 3.2.

The comparison is given in Fig.5(c) with AUC further in-
creased from 0.8318 to 0.8692. The connectivity classifi-
cation performance of all three structures is summarized in
Table 4 with threshold values selected for balanced sensitiv-
ity and specificity as given by green dotted lines in Fig.5(a),
5(b) and 5(c). Finally, Fig.6 show examples of attached
nodules which are correctly identified by the system with
corresponding segmentation results. It clearly demonstrates
that the upper level classifier can recognize the connectivity
regardless of the missed fissure segments surrounding the
nodule as described above, where n-connected component
algorithm will fail.

5. Conclusion & Discussion

In this paper, we proposed a two level classification sys-
tem to identify the nodule contextual anatomy connectiv-
ity in CT images. The use of local feature descriptors
and single statistical classifier provides a simple and robust
voxel-level segmentation (i.e., PRM) of pulmonary struc-
tures, which can be used as the input for post-processing
algorithms to further improve the segmentation accuracy or
higher learning systems, for example, the nodule connec-



Figure 6. Examples of different nodule connectivity cases and seg-

mentation results. Top Row: vessel attached. Middle Row: fissure

attached, the second case is also wall attached. Bottom Row: lung

wall attached, the second case is also vessel attached.

tivity classification as addressed in the paper. At this level,
the iterative fissure enhancement filter and CRF model
show success in the improvement of segmentation perfor-
mance. Based on the segmentation results, a probability
co-occurrence map (PCM) was presented to provide likeli-
hood measures of two objects co-occurring in the same 3D
volume with different spatial offsets. Higher level statistics
features can be extracted from this map revealing the spatial
relations between nodule and other anatomical structures.

Ongoing work will include extension of this hierarchi-
cal framework to lung airway which can be confused with
surrounding parenchyma, especially for higher generation
airway segments, due to local appearance resemblance of
two structures, as with a thin and blurred layer of airway
wall in the between. The combination with top-down pro-
cess such as seeded region growing might be needed for bet-
ter segmentation results. In addition, it is of clinical value
to further classify those vessel attached nodules to vessel
feeding or touching sub-categories (e.g., touching the vessel
borders because of nodule growth), which demands more
accurate and specific analysis of the connectivity. Also, ac-
curate segmentation of pulmonary structures from abnormal
parenchyma, caused by diffused lung diseases such as em-
physema, is another challenging problem.
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