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Abstract—A distributed algorithm, which exploits channel state
information (CSI) at the transmitter, is presented for determining
the maximum number of independent data streams for each trans-
mitting node in a network of interfering multiple-input-multiple-
output (MIMO) links. Simulated throughputs for two simple net-
work topologies show that the algorithm yields nearly optimal
stream control. These closed-loop MIMO throughputs are com-
pared to those of open-loop MIMO, with and without optimal
stream control, and to the throughput when the links operate in
a non-interfering, TDMA fashion.

I. I NTRODUCTION

Multiple-input multiple-output (MIMO), or array-to-array,
links are well known to provide extremely high spectral effi-
ciency in rich multi-path environments through multiple spatial
channels without increasing the system bandwidth [1–3].

Traditionally, if two wireless links would cause excessive in-
terference on each other, they are assigned to different chan-
nels, e.g. they could be time-multiplexed. If the links are
both MIMO, however, the spatial filtering capabilities at the re-
ceivers and perhaps also at the transmitters enable the MIMO
links to operate co-channel with a higher network throughput
than if they operated in a TDMA fashion [8,9].

Some previous works treat joint optimization of interfering
MIMO links. For cellular systems, iterative methods were used
to optimize the uplink in [6] and the downlink in [7]. In [8] and
[9], the authors explore ways to control the relative closed-loop
capacities (i.e. transmitter has channel knowledge) of interfer-
ing MIMO links. In [8], each link iteratively maximizes the
closed-loop capacity of its whitened channel under power con-
straints that generally differ among nodes, and in [9], each link
minimizes the interference it makes on its neighbors, subject
to capacity constraints. In [10], Blum et al. show that, under
certain conditions, the open-loop (i.e. when the transmitter has
no specific channel state information) capacities of interfering
MIMO links can be increased when all transmit arrays transmit
fewer than their maximum number of streams.

In closed-loop MIMO (CL-MIMO), each stream corresponds
to a channel mode. As is well-known, the water-filling solution
for CL-MIMO does not necessarily excite all of the possible
channel modes. Therefore, one might think that when water-
filling is done iteratively for interfering MIMO links, the solu-
tion at convergence would automatically find the best number
of streams to optimize network throughput. However, this is

not always the case, as was shown in [9] and with more elabo-
ration, here. We attribute this to the fact that in the algorithms
of [8, 9], all links are trying to maximize their own capacities
at the same time; network throughput is not the cost function
being optimized.

Since global numerical optimization of all antenna weights
to optimize network throughput is computationally prohibitive,
we consider a suboptimal solution in this paper. Specifically, we
modify the power-control algorithm of [8] to include a limit on
the number of streams transmitted by each transmitting node.
First, we simulate network throughput as a function of this limit
for both open- and closed-loop MIMO links for a couple of sim-
ple topologies. Second, we propose a distributed algorithm that
automatically determines the limit, assuming a transmitter node
knows the distance to the nearest unintended receiver. Obtain-
ing this distance may be practical in some outdoor applications
of ad hoc networks because the nodes could have global posi-
tioning systems (GPS). We show through simulation for two ex-
ample topologies that stream control is very important and that
the new stream control algorithm yields nearly optimal through-
puts.

However, further improvements can be obtained by combin-
ing stream control with adaptive spatial filtering at the trans-
mitter, under the assumption that the transmit nodes have per-
fect channel state information (CSI). In particular, we show that
the throughput advantage of CL-MIMO over open-loop MIMO
(OL-MIMO), both with stream control, can be as high as 40%,
depending on network topology.

The rest of this paper is organized as follows. Section II
presents the channel model used. In Section III, we review the
MIMO water-filling solution assuming additive Gaussian noise
with fixed interference. Section IV reviews the two iterative
link adaptation algorithms and discusses the effect of stream
control. In Section V, a simple condition to limit the number
of streams is introduced, and results are presented. Section VI
concludes the paper.

II. CHANNEL MODEL

We consider MIMO links in ad hoc networks, where there
is no central control of data transmissions, and all nodes have
similar characteristics. Both ends of a link are expected to be
located in environments with similar scattering properties.



Therefore, we utilize a Rayleigh fading model, and do not
distinguish between uplink and downlink. We assume a quasi-
static environment, where the channel stays fixed for the du-
ration of an entire burst. The separation between elements of
the arrays at the transmitter and receiver are assumed to be
large enough for the fades to be independent. Each entry of
the channel is a zero-mean, iid Gaussian random variable that
has independent real and imaginary parts with equal variance.
Equivalently, the entries of the channel matrix have uniformly
distributed phase and Rayleigh magnitude.

The channel gain depends on the distance,D, between the
nodes. The mean-square value of each element of the channel
matrix is equal to1/Dn, wheren is the path-loss exponent. In
the simulations,n = 3 is used.

III. MIMO C HANNEL CAPACITY

In a flat-fading MIMO system, the channel capacity is ob-
tained by maximizing the mutual information between the
transmitted and received signal vectors, as

Cij = max
Pij

log2

∣

∣I + HijPijH′
ij

∣

∣ , (1)

where the subscriptsi andj denote the transmitting and receiv-
ing nodes,P is the transmitter signal vector correlation ma-
trix, or the power allocation matrix, normalized by the received
noise power on a single receive antenna element.H is the com-
plex channel matrix. Each elementH(a, b) of the channel ma-
trix gives the complex channel gain from antenna elementb of
the transmitter to antenna elementa of the receiver.

In OL-MIMO, no channel information is used at the transmit-
ter and each antenna element transmits a different data stream
with equal power. Specifically, settingP =(PT /M )I, gives the
best result [1, 2]. Here,PT is the total transmitted power, nor-
malized by the additive noise power; andM is the number of
transmit antennas.

In CL-MIMO, channel-dependent matrix transformations in
both the transmitter and receiver decompose the matrix chan-
nel into a collection of uncoupled parallel channels or “channel
modes.” The output of each transmit antenna is a linear combi-
nation of the signals associated with independent data streams.

Let the singular-value decomposition ofHij be denoted as
Hij = UijSijV′

ij and the eigenvalue decomposition ofPij as

Pij = DijΣijD′
ij . Furthermore, letα(k)

ij andλ(k)
ij , k = 1, ...K

be the non-zero eigenvalues ofPij andHijH′
ij , respectively.

With the choice ofDij = Vij , the expression for the capacity
becomes

Cij = max
α(k)

ij

K
∑

k=1

log2

(

1 + λ(k)
ij α(k)

ij

)

. (2)

With a total transmitted power ofPT , the classical water-filling
solution

α(k)
ij =

[

µij −
1

λ(k)
ij

]+

, (3)

maximizes the sum in (2) where[·]+ indicates that only non-
negative values are acceptable, andµij is chosen so that
K
∑

k=1
α(k)

ij = PT .

The water-filling approach can be modified to accommodate
fixed interference at the receiver of a link (represented by a co-
variance matrix,R) by “whitening the channel matrix” first.
Applying a spatial whitening transform to the channel yields

˜H= [I + R]−1/2 H, (4)

which reduces the capacity relation to the simple form in (1),
with a substitution ofH → ˜H [11].

IV. D ISTRIBUTED OPTIMIZATION OF INTERFERINGL INK

PARAMETERS

In a network with multiple interfering links, the interference
correlation matrix seen by each receiver array varies with the
transmitter correlation matrices of the interfering nodes. The
whitened channel matrix,˜H, for a given link is a function of
the interference,R. The transmission strategy, in turn, is de-
pendent on the whitened channel matrix. As a result, a change
in the power allocation matrix of one link induces a change in
the optimum power allocation matrix of the other co-channel
links. Therefore, the optimum transmission strategies and the
capacities of interfering co-channel links are mutually depen-
dent, and cannot be calculated directly.

Two distributed iterative methods that jointly optimize inter-
fering link parameters were introduced earlier [8, 9]. With to-
tal transmit powers or target capacities as control parameters,
these methods allow us to manage each link’s capacity. At each
iteration, every transmitter-receiver pair optimizes its link ca-
pacity for the measured interference at the receiver, and its re-
spective given total transmitted power. With the first method
[8], each link’s transmission strategy is determined according
to the water-filling solution given in (3) for the current spa-
tially whitened channel. With the second [9], the links try to
obtain a target capacity,CT , while the transmitters minimize
the interference caused. The total transmit power of each link
is distributed among the channel modes as

α(k) =
[

µ
ak + ν

− 1
˜λ(k)

]+

, (5)

whereµ andν are constants chosen such that the target capacity
and maximum transmit power constraints are satisfied, andak
is the projected channel mode gain along the interference path
[9].

Both methods are distributed; each link determines its own
transmission strategy based on the channel conditions. The
cost functions considered are not based on the total network
throughput, but on the capacities of the individual links. Al-
though these iterative methods allow multiple co-channel CL-
MIMO links to operate simultaneously, they do not maximize
the total network throughput.
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Fig. 1. A simple network with 4 nodes forming two interfering links.

The key to achieving a large capacity for a single MIMO link
is to partition a single high signal-to-noise ratio (SNR) channel
into many lower SNR sub-channels. In OL-MIMO links parti-
tioning is over the transmit antennas, and in CL-MIMO links,
it is over channel modes. However, when multiple interfer-
ing links are considered, partitioning into sub-channels creates
more uncorrelated interference streams. For independent flat-
Rayleigh fading wireless systems, the data streams can be re-
solved effectively if the number of data and interference streams
is less than or equal to the number of receive antennas [10,12].
As a result, limiting the number of streams transmitted; thus
reducing interference diversity, may yield better performance
[10]. This means it might not be the best approach to utilize all
channel modes in CL-MIMO links, and all transmit antennas in
OL-MIMO links. On the other hand, increasing the number of
receive antennas is always expected to give better results.

Both capacity allocation algorithms can be extended to limit
the number of channel modes used at each link based on the
number of transmitting nodes in the neighborhood. In the next
section we analyze the network throughput and propose an al-
gorithm to limit the number of streams for each MIMO link.

V. THROUGHPUTIMPROVEMENT AND STREAM CONTROL

Allowing multiple MIMO links to transmit data simultane-
ously improves spectral efficiency over TDMA. For a set of co-
channel links, the total network throughput, or the sum of the
capacities of the links, depends on the strength of the interfer-
ence, and, in turn, on the proximity of the links.

We shall consider the example topology of Figure 1, assum-
ing the noise-normalized total transmit power of each link is set
to 20dB, and each node is assumed to have 4 antennas. Figure 2
shows the throughput improvement of several spatial multiplex-
ing schemes with respect to TDMA for the two-link network
of Figure 1 asR/D is varied. The capacities of the interfering
links are calculated using the power-controlled iterative method
described in Section IV. The percentage improvement is calcu-
lated as

T − TTDMA

TTDMA
× 100%,

whereT is the throughput with co-channel links, andTTDMA

is the average single-link capacity.
To get the curves with stream control, all possible combina-

tions of numbers of streams at each link are tried and the combi-
nation with the highest throughput is selected. All schemes give
similar results for low-power interference. On the other hand, at
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Fig. 2. Throughput improvement with respect to TDMA.

high interference-to-noise ratio (INR), or whenR/D is small,
CL-MIMO schemes give higher improvements, and the effect
of control on the number of transmitted streams is significant.

The fact that the two CL methods differ significantly in the
range of approximately0.5 < R/D < 3 led us to examine the
statistics on the number of streams. Figures 3(a) and (b) show
histograms of the number of streams used by linkl12 between
nodes 1 and 2 over 100 channel trials. 20 different values of
R/D are taken on the logarithmic scale from 0.1 to 250. The
links use excessive number of streams without stream control in
the middle region. For example, whenR/D = 1.786, l12 used
3 streams in 80 channel trials with no stream control, while with
optimal stream control it used 3 streams in only 26 trials, and 2
streams in 68 trials. WhenR � D, the interference is strong
enough that water-filling naturally blocks some of the channel
modes. On the other hand, whenR � D, all dimensions can
be used despite the incoming interference.

A. Stream Control Algorithm

To build a criterion to control the number of streams for the
two link network in Figure 1, we first rewrite the link capacity
in (2) as

Cij =
K

∑

k=1

log2

[

µijλ
(k)
ij

]+
. (6)

We look at a special case where all spatial dimensions are filled
with data and interference streams, yet node 3 tries to increase
its number of streams fromL to L + 1. For instance, assuming
that each node has 4 antenna elements, each link could be trans-
mitting 2 streams, and node 3 could try to add a third stream.
We shall assume that the additional interference stream is spa-
tially aligned with thekth channel mode ofl12. With the addi-
tional interference stream directly degrading thekth mode, the
change in the channel mode gain would be

˜λ(k)
12 →

˜λ(k)
12

1 + r32
, (7)
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(a) No stream control.
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(b) Optimal stream control.

Fig. 3. Histograms of the number of streams of one the two links with different
CL-MIMO configurations for differentR/D values. 20 values ofR/D are
selected on logarithmic scale from 0.1 to 250.

wherer32 is the noise-normalized power of the stream at node
2. In this case, transmit power would be reallocated to the
modes ofl12. The contribution of thekth mode to the capac-
ity would decrease, while the capacity due to the other modes
would increase. Hence, the reduction in the capacity ofl12
would be bounded by

∆C12 ≤ log2





µ12˜λ
(k)
12

µ′12
λ̃(k)

12
1+r32



 < log2 (1 + r32) . (8)

Here,µ12 andµ′12 are the topwater levelsfound by (3) before
and after the extra interference stream is excited, respectively,
andµ12 < µ′12.

With the additional stream, the increase in the capacity of the
link between nodes 3 and 4 is

∆C34 =
L+1
∑

k=1

log2

[

µ(L+1)
34

˜λ(k)
34

]

−
L

∑

k=1

log2

[

µ(L)
34

˜λ(k)
34

]

= log2











[

µ(L+1)
34

]L+1

[

µ(L)
34

]L
˜λL+1

34











, (9)

whereµ(L)
34 and µ(L+1)

34 are the top levels withL and L + 1
modes, respectively.

To assure gain in total throughput we need∆C34 > ∆C12.
Requiring the upper bound given on the right side of (8) to be
less than the term on the second line of (9), we get the following
condition that assures a positive change in the total network
throughput:

α(L+1)
34 gi <

[

µ(L+1)
34

µ(L)
34

]L
(

1 + α(L+1)
34

˜λ(L+1)
34

)

− 1. (10)

In this relation, r32 has been replaced byα(L+1)
34 gi, where

α(L+1)
34 is the power allocated to the channel mode by node 3,

andgi is the corresponding channel gain along the interference
path from node 3 to 2. Note thatα(L+1)

34
˜λ(L+1)

34 is the SNR of

the additional stream at node 4, andα(L+1)
34 gi is the INR caused

by this stream at node 2.
The largest valuegi can take is largest mode gain,λmax

32 , of
the the channel between nodes 3 and 2. AssumingM andN are
the numbers of antenna elements at nodes 2 and 3, respectively,
an upper bound onλmax

32 is given in [13] as

λmax
32 <

(
√

M +
√

N)2

Rn . (11)

Replacinggi in (10) with the upper bound given in (11) and
solving for the interference path length, we get

Rn >
α(L+1)

34 (
√

M +
√

N)2
[

µ(L+1)
34

]L+1

[

µ(L)
34

]L
˜λ(L+1)

34 − 1
. (12)

A more relaxed, yet simpler constraint is obtained by omit-
ting the “1”s corresponding to noise power in (10). Then, (10)
reduces to

gi <

[

µ(L+1)
34

µ(L)
34

]L

˜λ(L+1)
34 , (13)

and (12) reduces to

Rn >

[

µ(L)
34

µ(L+1)
34

]L
(√

M +
√

N
)2 1

˜λ(L+1)
34

. (14)

With largePT , the power ratio approaches

µ(L)
34

µ(L+1)
34

→ L + 1
L

, (15)

which further simplifies the relation.
Figure 4(a) shows the throughput improvement over TDMA

achieved by limiting the number of streams according to the



0.1 1  10  100 

20

30

40

50

60

70

80

90

R/D

%
T

hr
ou

gh
pu

t I
m

pr
ov

em
en

t

CL, optimal stream control
CL, no stream control
CL with Eqn (12)
CL with Eqn (14)

(a) Throughput improvement with respect to TDMA.

1
2
3
4

0

20

40

60

80

100

Number of 
Streams

C
ou

nt

0.
15

1

R/D

0.
34

4

0.
78

4

1.
78

6

4.
07

0

9.
27

3

21
.1

30

25
0.

00
0

48
.1

49

10
9.

71
4

(b) Histograms of the number of streams of one the two links for
differentR/D values with stream control algorithm of (12).

Fig. 4. Performance of the distributed stream control algorithm.

criteria in (12) and (14). With 4 antenna elements at each node,
each link is assigned 2 streams initially. Each link checks to
see if the condition in (12) is true to get one more stream. Fig-
ure 4(b) shows the histograms of the number of streams of one
of the links at different values ofR/D. The algorithm allows
no stream increase forR/D < 3, and the throughput drop due
to excessive streams is eliminated.

To test the stream control algorithm with multiple interfering
links, we consider the symmetric 3-link network of Figure 5.
Each node has 3 antenna elements. Each link initially is as-
signed one stream, and can increase its number of streams if
the distance to the closest interfered node satisfies the condition
in (12).

Figure 6 shows the throughput improvement relations as
R/D is varied. We observe that stream control is necessary
for all values ofR/D < 3, since at least one of the interfering
transmitters is in the critical distance range. Next, we see that
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Fig. 5. 3-link network.
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Fig. 6. Throughput improvement of the 3-link network, 3 antennas.

the combination of stream control and spatial filtering at the
transmitter gives about 40% higher throughput than either one
by itself. Finally, we observe that the stream control algorithm
using either (12) or (14) gives nearly optimal performance.

Figure 7 shows the throughput improvements for the 3-link
network with 4 antenna elements at each node. One of the
links is initially assigned 2 streams, and the other two are as-
signed one stream. The throughputs with stream control ac-
cording to (12) and (14) are close to that with optimal stream
control. For smallR/D, there is a small difference, since the
initial choice of which link gets two streams is not optimal.

VI. CONCLUSION

Distributed link adaptation methods of [8, 9] cannot find the
best number of streams to optimize network throughput, since
network throughput is not the cost function being optimized.
We have introduced a constraint to limit the number of streams
transmitted by each transmitting node in a distributed way.
We have shown through simulation for two example topolo-
gies that the stream control algorithm yields throughputs very
close to those obtained with optimal stream control. The ex-
tra throughput achieved when stream control is combined with
adaptive spatial filtering at the transmitter suggests that closed-
loop schemes may be desirable in applications with slowly
varying CSI.
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