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Abstract— A method for street tracking is proposed. The
method consists of two steps. First, a “blob image” of possible
street candidates is created. Then, the street segments from that
blob image are extracted. Two feature extraction approaches
based on mathematical morphology are applied as preprocessing
for the street tracking. One method is based on using differential
morphological profiles but the other uses morphological opening
and closing operators with a rotating structuring element (SE).
The method is tested on an AIRSAR image from Los Angeles with
and without noise filtering. The obtained results are measured
using two indexes; correctness and completeness. Of the two
methods used in the feature extraction, the SE rotation appears
to give better results. Noise filtering does not have a major effect
in street tracking for the AIRSAR image.

I. INTRODUCTION

Classification of high-resolution remote sensing images

from urban areas has been addressed in [1] and [2] using two

main steps:

- feature extraction based on the construction of a differential

morphological profile (DMP) which characterizes each pixel

both in terms of intensity and in terms of local geometry and

- classification based on a neural network (eventually after

selection of the most significant features).

In this paper, a further evolution of [1] and [2] is presented

and applied in neural network classification of an AIRSAR

image of Los Angeles, California shown in Fig. 1. For the

feature extraction step, two methods are used. One applies

openings and closings with linear structuring elements

under varying angles and the other creates Differential

Morphological Profiles as described in [1]. The effect of

using speckle filtering prior to the construction of the

morphological profiles is also investigated, as is the effect

of Alternating Sequential Filters, a family of morphological

filters.

The maps obtained from the classification of the different

morphological profiles are used for street tracking. The

street extraction is done in two steps. The first one is

aimed at discarding the blobs that do not possess the usual

characteristics of the roads such as elongation. This is made

by a routine that tries and associate each blob present in the

filtered image to a “street prototype” database [3]. If the shape

of the blob under test is too different from the ones found in

the database, it will be removed from the image. It is possible

to remove even only a part of the entire blob that shows too

peculiar features. The second step is a skeletonization step

reducing the selected blobs to linear segments.

To evaluate the quality of the extracted street network,

two quantitative indexes are computed, the correctness and

completeness indexes [4]. Both of them require the knowledge

of the true network and provide a means to understand to

what extent the extracted network is similar to the reference

one. In particular, completeness represents the fraction of

ground truth length extracted while correctness is the fraction

of segments’ length belonging to actual roads.

II. FEATURE EXTRACTION

This section describes two different methods used for fea-

ture extraction which - although they are referred to as such -

they are actually classification methods themselves. They both

rely on neural networks and differ only in the way the input

vectors are constructed. On one hand they are created using

Differential Morphological Profiles [1] (DMPs) and on the

other using morphological openings and closings with linear

structuring elements under various angles.

Fig. 1. AIRSAR image of Los Angeles, California.
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A. Openings and Closings Under Various Angles

Let

θk = k
π

15
k = 0, . . . , 14 (1)

define 15 equally spaced angles between 0 and π and Sθk

be a linear structuring element (SE) of an arbitrary, but

static, length that forms an angle θk with the vertical axis.

Define ΓI

θk
(x) and ΦI

θk
(x) as the morphological openings and

closings [5], respectively, of the image I using the SEs Sθk

at pixel x. The feature vector used for the neural network

classification is made up of the terms

1.BTH(I)
2.maxk

[

ΓI

θk
(x)

]

3.maxk

[

ΦI

θk
(x)

]

4.maxk

[

ΓI

θk
(x)

]

− mink

[

ΓI

θk
(x)

]

5.maxk

[

ΦI

θk
(x)

]

− mink

[

ΦI

θk
(x)

]

where BTH(I) is the black top-hat of I which is defined

as the arithmetic difference between the closing of I and the

image itself [5], BTH(I) = φ(I) − I . The SE rotation for

Fig. 2. Neural network classification results of the unfiltered image.

Fig. 3. Neural network classification results of the Frost filtered image.

k = 1, . . . , 15 is shown in Fig. 4. There we see the openings

of the AIRSAR image with a linear SE of the length of 30
pixels under 15 different angles. When the SE is more or less

aligned to a street, that particular image structure is highlighted

and others inhibited. Figs. 2 and 3 show the results of the

neural network classification when applied to the SAR image

unfiltered and after being filtered with a Frost filter [6] to

reduce speckle noise. The image was also prefiltered using an

Alternating Sequential Filter (ASF) [5]. If γi is an opening of

Fig. 4. Openings of the AIRSAR image with a linear SE under varying
angles.

size i and φi is the dual closing, then

Mi = γiφi . . . γ2φ2γ1φ1 (2)

and

Ni = φiγi . . . φ2γ2φ1γ1 (3)

are both ASFs of size i [5]. The black regions of the images

in Figs. 2 and 3 are pixels that have been classified as streets.

These are merely tentative classifications, though. A street

extraction algorithm is applied to the binary images obtained

here, and is described in Section III.

B. DMPs

Applying openings and closings on an image I using

circular SEs with increasing size, we can form the vector

Π(I) = [φn(I), . . . , φ1(I), I, γ1(I), γn(I)] . (4)

The DMP is simply the difference vector of Π(I) [1]. It is

not essential to use the difference vector but, of course, it is

one dimension smaller than Π(I). The way pixels react to the

openings and closings reflects the spatial characteristics of the

image structures to which they belong. DMPs are described

in detail in [1].

III. STREET EXTRACTION

This step aims at simplifying the previously classified

image where street candidates are depicted as black blobs

of different shapes in a white surrounding. After discarding

uninteresting blobs, the method is able to check if the

remaining ones have all the characteristics of streets or part

of them. The overall procedure is divided into three separate

steps. The first one detects the parts of the image where

the road candidates may be present. The algorithm divides

the image into several sub-windows containing both pixels

classified as belonging to a road and/or to the background.

The initial window size is arbitrary. The second step tests

every sub-area counting the number of black pixels in them.
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If the ratio of black to white pixels is higher than a specified

threshold the windows will be enlarged with the intent of

reducing this percentage. If this is not possible, the sub-area

is discarded. The position of the sub-windows can also be

altered in order to get the best symmetrical position of the

blob. The third step aims at discarding part of the image

under test assuming that a street is a curvilinear border

between two blobs with indefinite shapes and in order to

do this we have to determine the number of blobs in the

sub-window. This is done by performing a double diagonal

scan of the sub-area counting the number of black to white

pixel changes (road to background or vice-versa). If the test is

passed additional checks are performed to even further reduce

the number of street candidates. These check the filling ratio,

edge parallelism and finally adjust the window in both width

and position within the image to “optimally” check the inside

blob. The last step is represented by a tracking procedure

with the aim of connecting parts of the same blob. After

identifying all possible blobs, each of them is compared to

a set of 16 basic prototypes (which cover all possible road

directions). This discards blobs that do not show a close

similarity with the aforementioned prototypes by looking at

their edges and commuting the number of pixels in the blob

“outside” the prototype. This number is inversely related to

the probability that the tested blob represents a linear element

in the image (which we assume is a part of a road). The final

blobs maintain a record of information:

- Quality: the error function value;

- Direction: the mean direction of the pixels belonging to the

identified road;

- Thickness: the difference of the two minimum positions;

- Length: determined by the dimension of the image square

portion.

IV. EXPERIMENTAL RESULTS

The proposed procedure was applied to an AIRSAR image

of Los Angeles, California applying the line detector on the

pre-computed images like the ones described in Section II. The

original image was taken on August 5, 1994, from the height

of 11,000 m, and has a spatial resolution of 5 meters/pixel.

Examples of couples of pre-computed images and extracted

images are shown in Figs. 5 and 6. The left columns show the

results of the feature extraction algorithm of Section II and

the right show the results of the street extraction algorithm

of Section III. For the assessment of the street extraction we

use two different indexes: a) the completeness that represents

the fraction of the length of the extracted data and b) the

correctness is the fraction of segment length belonging to

actual roads. Table I shows these indexes for several images

while the reference data are depicted in Fig. 7. The expressions

8−2 and 8−4 in Table I indicate how the DMP was created.

Here, 8 is the number of openings and closings applied and 2
and 4 are the SE size increments. “ASF7 (γ)” means that the

size of the ASF was 7 and that it begins with an opening, i.e.

TABLE I

CORRECTNESS AND COMPLETENESS INDEXES. THE TABLES SHOW THE

RESULTS FOR THE SE ROTATION METHOD (UPPER) AND THE DMP

METHOD (LOWER).

SE rotation

Image ASF7 (φ) ASF7 (γ) Frost Unf.

Corr. 0.61 0.60 0.67 0.68

Compl. 0.66 0.68 0.73 0.72

DMP

Image Frost 8-4 Unf. 8-2 Unf. 8-4

Corr. 0.68 0.72 0.62

Compl. 0.66 0.59 0.80

the filter in (3) was used. Likewise, “ASF7 (φ)” means that

the filter in (2) was used.

Fig. 5. Results of feature extraction (left) and street tracking (right) using
ASF (top and middle) and Frost filters (bottom). SE rotation was used in all
these cases.

The correctness and completeness are both ratios so they

will take values between 0 and 1 where higher values translate

to more accurate results. In Table I, it is interesting to note

that the noise filtering does not have a substantial effect on the

index values. In fact, in the case of the SE rotation method

the results are worse when ASFs are used - relative to the

unfiltered case. But visually - looking at Fig. 5 - the most

satisfying result seems to be the case where the Frost speckle

filter was applied to the image prior to classification. After
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Fig. 6. Outcome of feature extraction (left) and street tracking (right), Frost
filtered (top) and unfiltered (middle and bottom). DMPs were used in all these
cases. The DMP parameters are 8− 4 (top and bottom) and 8− 2 (middle).

Fig. 7. The reference data.

all, the Frost filter is designed to preserve edges [6]. As a

result, the output of the feature extraction stage contains fewer

irrelevant, non street-shaped blobs, as can be seen in Fig. 5.

The SE rotation combined with the Frost filter also does a

better job than the DMP method, judging from Fig. 6. The

blob image from the SE rotation method is cleaner and more

structured, as are the extracted street segments. It is rather

difficult to percieve any structure at all from the image in the

bottom row of Fig. 6. Of course, the strength of the SE rotation

lies in the fact that using a linear SE, we can highlight long

and narrow image structures, which streets certainly are, while

the DMP method uses circular SEs [1].

V. CONCLUSION

A method of extracting the street network from a high-

resolution AIRSAR image of urban areas was proposed.

The method consists of two steps, a feature extraction step

relying on mathematical morphology and a street tracking

step that analyzes the binary image constructed by the feature

extraction. Of the two methods used in the feature extraction

step, the SE rotation appears to give better results which are

in turn made even better by pre-applying the Frost filter to

the original image. Future exploration and development of the

method might include permitting the SE element length to vary

in some way. While the image used in this paper contains only

straight street segments, that is generally not the case. An

implementation of the SE rotation with variable SE lengths

might be better equipped to deal with sharp turns.
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