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Abstract: Metal-organic frameworks offer a convenient means for capturing, transporting, and 

releasing small molecules. Rational design of such systems requires an in-depth understanding of the 

underlying non-covalent interactions, and the ability to easily and rapidly pre-screen candidate 

architectures in silico. In this work, we devised a recipe for computing the strength and analysing the 

nature of the host-guest interactions in MOFs. Using experimentally characterised complexes of 

calcium-adipate framework with 4,4’-bipyridine and 1,2-bis(4-pyridyl)ethane guests as test systems, 

we have assessed a range of density functional theory methods, energy decomposition schemes, and 

non-covalent interactions indicators across realistic periodic and finite supramolecular cluster scales. 

We find that appropriately constructed clusters readily reproduce the key interactions occurring in 

periodic models at a fraction of the computational cost and with an added benefit of diverse density 

partitioning schemes. Host-guest interaction energies can be reliably computed with dispersion-

corrected density functional theory methods; however, decoding their precise nature demands insights 

from energy decomposition schemes and quantum-chemical tools beyond local bonding indices (e.g., 

the quantum theory of atoms in molecules), such as the non-covalent interactions index and the 

density overlap regions indicator. 
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Introduction 

Increasingly complex molecular structures have been developed to satisfy the ever-growing 

demand for highly efficient, multi-functional, and environmentally conscious materials. Among 

these, metal-organic frameworks (MOFs)1,2 are attracting growing attention due to their highly 

tuneable composition, topologies, and physico-chemical properties. MOFs are porous crystalline 

hybrid inorganic-organic compounds that consist of regularly connected nodes and linkers, have high 

internal surface areas and low densities, and, most importantly for practical purposes, are able to 

absorb small guest molecules. The associated physi- and chemisorption via host-guest interactions 

depend on the nature of the guest molecule, pore size and volume, surface area, solvent, etc. 

Numerous applications of MOFs hosting small molecules include gas storage and separation,3,4 drug 

delivery,5 (photo-)catalysis,6,7 and biological imaging.8-10 

Synthesis and characterisation of existing systems, as well as design and pre-screening of new 

and improved candidates require coordinated efforts from experiment and simulation. The myriad 

permutations of nodes and linkers into MOFs with distinct topologies, able to encapsulate molecular 

guests at varying loadings, require theory to rationally guide practice. Among the most commonly 

employed techniques to model the host-guest interactions in MOFs are grand-canonical Monte-Carlo 

(GCMC) and molecular dynamics (MD) simulations. The former are particularly well-suited for 

weakly interacting systems, such as gases in storage and catalysis applications,11-14 but are also widely 

used to model the loading capacity of drug-delivering MOFs;15-17 the latter are often employed to 

simulate diffusion of guests inside the pores.16,18 These studies demonstrate not only the utility of 

GCMC and MD simulations to capture the structural features of MOFs, but also the necessity to 

include quantum-chemical effects at the ab initio or density functional theory (DFT) level in order to 

explicitly examine the host-guest interactions. 

However, modelling the intake of small molecules within MOFs using DFT and post-Hartree-

Fock (post-HF) methods faces several challenges. First, MOFs are periodic systems that typically 

feature ‘computationally expensive’ large unit cells with several metal atoms. Second, reliable 

experimental structures of the host-guest complexes that can serve as a starting point in subsequent 

geometry relaxation are rarely available. In such cases, a guess for the starting geometry can be 

generated using, for example, electrostatic complementarity.19 Third, MOFs alone and, in particular, 

their complexes with small molecules are often disordered and rather dynamic. Consequently, most 

examples applying DFT and post-HF methods to MOFs focus on the uptake of very small compounds 

(e.g., gases and volatiles).20-29 Periodic DFT studies on MOFs with larger guest molecules are 

somewhat less common.19,30,31 
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As an alternative to periodic approaches, the so-called ‘cluster’ computations focus on a finite-

size model of the host-guest complex containing the interaction regions between the molecule and 

the MOF. Such a drastic decrease in the system size and conformational space opens the doors to 

more accurate computations of complex geometries and interaction energies.32-34 Moreover, it 

provides access to a broad range of sophisticated in silico techniques for quantifying, conceptualising, 

and visualising non-covalent interactions,35 which, nonetheless, remain underutilised in MOF 

studies.36 These quantum-chemical tools employ schemes for partitioning the multidimensional 

wavefunction and the total electron density into localised regions, as well as for decomposing the 

total interaction energy into physically meaningful components. Nowadays, these approaches are 

commonplace in studies on chemical stability and reactivity,37-41 catalysis,42-44 biomolecular 

interactions,45,46 molecular crystals,47-49 and organic electronics.50-52 

Due to the aforementioned scarcity of accurate host-guest complex geometries, a profound 

theoretical understanding of the microscopic building blocks and their interactions is crucial for the 

rational design of new MOFs with desired absorption properties. In this study, we probe the 

applicability and validity of diverse quantum-chemical tools for analysing and visualising the strength 

and physical nature of the non-covalent interactions in the MOF host-guest complexes across periodic 

and finite-size scales. 

 

Methodology 

Studied systems 

A MOF composed of nodes with calcium and oxygen atoms and adipate linkers was selected due 

to the availability of accurately determined structures of its host-guest complexes.53 Two host-guest 

complexes were considered: system 1 (CCDC name: PARHAS), containing 4,4’-bipyridine, and 

system 2 (CCDC name: PARHEW), containing 1,2-bis(4-pyridyl)ethane. Both systems crystallise in 

the monoclinic P21/c space group, but 2 has a slightly larger volume of 1934.94 Å3 compared to 

1752.46 Å3 for 1. This is a consequence of the sizes of the guest molecules used as templates during 

synthesis. The framework is connected by adipate linkers in the a and b directions and by calcium 

and oxygen atoms in the c direction. The templating guest molecules reside in channels along the c 

direction. Each guest forms two distinct (not symmetry-related) hydrogen bonds with the host 

framework, in which the pyridinic nitrogen of the guest molecule is the hydrogen acceptor and the 

water molecule coordinated to the calcium of the framework is the hydrogen donor (Figure 1). 

 

 



 4 

Computational methods  

Constrained optimisation of the water molecules involved in the hydrogen bonds was performed 

to address the inaccurate assignment of the hydrogen atom positions in standard X-ray diffraction 

experiments (see ESI for further discussion). Geometry optimisations were performed at the B3LYP-

D354/pob-TZVP_rev255 level of theory in a periodic setting with the shrinking factor set to 6 using 

Crystal17.56 Interaction energies for the studied host-guest complexes in so-obtained geometries were 

computed using periodic DFT with several functionals, namely B3LYP-D3, PBE0-D3, PBE-D3, LC-

wPBE-D3, M06-D3, and M06-2X-D3: 

∆𝐸 = 𝐸!" − [𝐸! + 𝐸"]        (Eq. 1), 

where Ehg is the energy of the relaxed host-guest complex, and Eh and Eg are energies of the isolated 

host and guest molecules in their crystal geometries, respectively.‡ Finally, the topology of the 

electron density in periodic computations was analysed in the framework of Bader’s Quantum Theory 

of Atoms in Molecules (QTAIM)57 using TOPOND58 as implemented in Crystal17.56 

 

Figure 1. Crystal packing of systems 1 (4,4’-bipyridine guest) and 2 (1,2-bis(4-pyridyl)ethane guest), view in 

c direction. Inlet: the chosen cluster models for each complex.  

Finite models of the host-guest complexes, denoted here as ‘cluster’ models, were constructed 

from experimental geometries of 1 and 2 with the partially optimised positions of the coordinated 

water molecules. For each system, cluster models containing one guest molecule, hydrogen-bonded 

to the metal nodes of the MOF and the subsequent framework fragments of two sizes, a and b, were 

considered (Figure 1). Terminal carboxylate groups of the adipates and unsaturated oxygen atoms of 

the metal node were hydrogenated for electric neutrality. Only the positions of these added hydrogen 
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atoms were optimised, while the rest of the cluster was kept in the geometry from the periodic 

computations. Host-guest interaction energies (Eq. 2) in these clusters were computed using the same 

density functionals as in periodic computations in conjunction with a cc-pVTZ basis set and corrected 

for basis set superposition error (BSSE) using counterpoise correction:59 

∆𝐸 = 𝐸!" − (𝐸! + 𝐸") + 𝐸#$$%       (Eq. 2), 

where Ehg is the electronic energy of the supramolecular cluster, Eh and Eg are electronic energies of 

the truncated host and guest molecule in their cluster geometries, and EBSSE is the counterpoise 

correction. These computations were performed using Gaussian16.60 

Features of the electron density in the studied cluster models were analysed by means of 

QTAIM57 (at the B3LYP/cc-pVTZ level of theory using AIMAII61), the non-covalent interactions 

(NCI62) index (at the B3LYP/cc-pVTZ level, of theory using NCIplot63), and the density overlap 

regions indicator (DORI,64 at the B3LYP-D3/TZVP level of theory using ADF65). Furthermore, the 

total interaction energies in these complexes were analysed using two energy decomposition schemes: 

the energy decomposition analysis of Bickelhaupt and Baerends (BB-EDA,66 B3LYP-D3/TZVP 

level, using ADF65) and the symmetry-adapted perturbation theory (SAPT,67 SAPT0/cc-pVTZ‡ level, 

using Psi468). 

 

Results and Discussion 

Periodic model 

Interaction energy. Interaction energies, computed as per Eq. 1 at a periodic DFT level with 

several functionals including the D3 dispersion correction,54 are given in Figure 2 and Table S1 of 

the ESI. MOF complex 2 is predicted to have stronger host-guest interactions relative to 1 with all 

considered methods; the gap between systems 1 and 2 is largest with LC-wPBE-D3. 

Electron density features. The topology of the electron density in the studied MOF complexes 

was analysed using QTAIM.57 Since the primary host-guest interactions in systems 1 and 2 are 

through hydrogen bonds, the properties of their bond critical points (BCPs) were examined (Table 

1). Trends in these properties are in line with the hydrogen bond lengths: shorter contacts in system 

2 are associated with higher density 𝜌#&' and Laplacian ∇(𝜌#&', as well as more negative energy 

density 𝐻#&', relative to 1. 
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Figure 2. Host-guest interaction energies in periodic (Eq. 1; shown are interaction energies per guest molecule, 

i.e. ∆E/4, as there are 4 guest molecules per unit cell) and cluster (Eq. 2) models of the studied systems, 

computed using a range of density functionals. 

 

Table 1. QTAIM analysis of the hydrogen bonds in the studied host-guest complexes.  

System  Bond length 
[Å] 

𝜌#&' a 

[a.u.] 
∇(𝜌#&' b 

[a.u.] 
𝐻#&' c 

[a.u.] 
Periodic model d 

1 1.883 0.035 0.090 -3.35E-03 
1.904 0.033 0.086 -2.87E-03 

2 1.806 0.042 0.097 -6.73E-03 
1.830 0.040 0.094 -5.80E-03 

Cluster model a d 

1 1.883 0.036 0.068 -5.90E-03 
 1.904 0.034 0.067 -5.11E-03 
2 1.806 0.044 0.064 -1.04E-02 
 1.830 0.041 0.064 -9.14E-03 
Cluster model b 
1 1.883 0.035 0.071 -5.58E-03 
2 1.806 0.043 0.072 -9.59E-03 
NH3•••H2O cluster 
NH3•••H2O 1.700 0.055 0.083 -1.57E-02 
NH3•••H2O 
(equilibrium) 

1.954 0.031 0.069 -3.00E-03 

NH3•••H2O 2.200 0.018 0.049 8.56E-04 
a 𝜌!"# is the electron density at BCP. b ∇$𝜌!"# is the Laplacian at BCP. 𝐻!"# is the energy density at BCP. d 

Two lines for each of the studied complexes in the periodic model correspond to the two hydrogen bonds, 
formed by each guest molecule with the framework. 
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Cluster model 

Interaction energy. Interaction energies in the supramolecular clusters (Eq. 2), obtained using 

several density functionals, are given in Figure 2 and Table S1 of the ESI. While there is no substantial 

variation between the results at different levels of theory, the relative interaction energies in the 

studied MOF-guest complexes are strongly influenced by the choice of the finite (cluster) model. The 

trend in ∆E for the cluster model a closely resembles that from the periodic computations. 

Qualitatively, complex 2 is more stabilised than complex 1; quantitatively, ∆E values for cluster 

model a are 30-70 kJ mol–1 above the interaction energies per guest molecule, computed for the 

periodic model. Cluster model b instead features much weaker (by as much as ca. 250 kJ mol–1) 

interaction energies, with system 1 being more stabilised than system 2. 

To gain further insights into the nature of the host-guest interactions, decomposition analyses of 

the total interaction energies were performed. On one hand, within the energy decomposition 

framework of Bickelhaupt and Baerends (BB-EDA),66 the interaction energy consists of:  

• the electrostatic interaction between the fragments with initial (frozen) charge density 

distributions; 

• the exchange repulsion arising from Pauli’s principle and corresponding to the destabilisation 

due to antisymmetrisation of the wavefunction; 

• the orbital interaction energy comprising the charge transfer among fragments and the 

polarisation within fragments resulting from orbital mixing and orbital relaxation; and 

• the additional dispersion term, e.g. the D3 correction. 

On the other hand, weak (compared to covalent bonds) intermolecular interactions can be treated as 

perturbations to the wavefunctions of the individual molecules. This approach is embodied by the 

symmetry-adapted perturbation theory (SAPT),67 which provides access to accurate non-covalent 

interaction energies and their physically meaningful components: 

• the electrostatic energy arising from the electrostatic interaction of the two monomer electron 

densities; 

• the induction energy reflecting the response of one electron density to polarisation by the other 

electron density; 

• the dispersion energy due to mutual polarisation of the two fragments by instantaneous 

fluctuations of their densities; and 

• the exchange energy due to Pauli’s exclusion principle. 
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These two EDAs employ conceptually distinct approaches to quantifying the components of the total 

energy and thus allow for a comparative analysis of the studied systems. According to our results 

(Figure 3), the two schemes yield qualitatively similar pictures: the host-guest interaction in both 1 

and 2 is primarily driven by electrostatics – a typical signature of hydrogen bonds,69 – although orbital 

(induction) and dispersion interactions are also significant. All energy components are notably 

smaller in cluster model b than in a. Total interaction energies, computed with BB-EDA and SAPT0, 

are concordant with each other and with the DFT results. 

Electron density features. The chosen QTAIM57 descriptors of the hydrogen bonds at their bond 

critical points in the supramolecular clusters are given in Table 1, and follow the same trends as in 

the periodic simulations. The electron densities at the BCPs in supramolecular clusters are almost 

identical to those obtained for the periodic model, while the Laplacian and energy density are only 

slightly lower. 

 

Figure 3. Energy decomposition analyses in cluster models a and b of MOF-guest complexes 1 and 2. 

To put these results in perspective, we compared them with a prototypical hydrogen-bonded 

dimer, NH3•••H2O, at three interaction distances (Table 1, see also Figure S4 in the ESI). As a 

consequence of their crystal packing, systems 1 and 2 feature shorter hydrogen bonds than that of the 

fully relaxed NH3•••H2O. In general, the shorter the hydrogen bond, the higher the electron density 

and the Laplacian.70 The energy density at BCP is close to zero in all studied systems, as is typical 

for hydrogen bonds. These values are slightly negative, indicative of a somewhat predominated 

covalent character according to the criteria of Cremer and Kraka.71 

The deformation density plots (Figure 4a) reveal two regions with an accumulation of electron 

density in the studied supramolecular clusters: (i) the aforementioned hydrogen bonds between the 

MOF’s water molecule and the guest’s pyridinic nitrogen, and (ii) a less obvious interaction between 

the guest’s CAr–H group and the oxygen atom of the adipate linker. 
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The non-covalent interactions index62 exploits the features of electron density, its second 

derivative and reduced density gradient to analyse and visualise NCIs. A detailed discussion of the 

NCI analyses of the studied cluster models is available in the ESI, while computed isosurfaces of the 

reduced density gradient are shown in Figure 4b. Finally, supramolecular clusters were analysed by 

means of the density overlap regions indicator (DORI),64 which, unlike the NCI index, captures 

covalent and non-covalent interactions simultaneously (Figure 4c). Both the NCI index and DORI 

identify the same interaction patterns – pronounced hydrogen bonding between the framework’s 

water molecule and the guest’s pyridinic nitrogen, as well as additional interactions between the 

host’s adipate backbone and the guest’s CAr–H groups – all in clear agreement with the results of the 

deformation density analysis. Both tools also indicate, albeit on a qualitative level, that for cluster 

model a, the interactions are more numerous and pronounced in complex 2 than in 1, while the 

opposite occurs in cluster model b. 

 

Figure 4. (a) Deformation density: full cluster density minus the sum of the fragment densities (blue and red 

represent positive and negative values, respectively; the surface isovalue is 0.0015 a.u.). (b) NCI index surfaces 

corresponding to s = 0.5 a.u. and the colour scale -0.04 a.u. (blue) < ρ < 0.04 a.u. (red). (c) DORI surfaces at 

0.98 isovalue, colour-coded by sign(λ2)ρ(r) in the range from −0.02 a.u. (red) to 0.02 a.u. (blue). Note the 

opposite colour schemes for NCI and DORI surfaces, chosen in accordance with the literature standards.  
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Discussion 

The choice of a finite model for a periodic system can have important effects on its qualitative 

description. We demonstrate this by comparing the computed interaction energies for cluster models 

a and b to those for the periodic model, as well as to the indirect experimental evidence. Specifically, 

thermogravimetric analysis in the original study of PARHAS and PARHEW MOFs53 suggests that 

complex 2 features somewhat stronger interactions between MOF and guest than complex 1. This is 

reflected in the interaction energies, computed for the periodic model and cluster model a, but not 

cluster model b. The latter therefore does not provide adequate representation of the host-guest 

interactions. In light of the scarcity of accurate structural data for other MOF-guest complexes, our 

results stress the need for sufficiently large models in order to have any interpretative or predictive 

value in this domain. 

Provided an appropriate finite model is chosen, it can be analysed with a plethora of quantum-

chemical tools to obtain valuable insights into the nature of the interactions between the host 

framework and its molecular guest. First, direct comparison of the QTAIM results between the 

periodic and cluster models reveals their strong quantitative agreement, further validating the ability 

of a suitable finite model to describe the non-covalent interactions in the real system. In the case of 

the species studied herein, the primary host-guest interaction, i.e., the hydrogen bond between the 

guest’s pyridinic nitrogen and the MOF’s water molecule, is shorter and consequently stronger in 

system 2 compared to 1 (Table 1). The NCI index and DORI results for the supramolecular clusters 

(Figure 4) confirm the predominant role of these hydrogen bonds in the interaction between MOF 

and guest. Thus, the ‘obvious’ hydrogen bonds are readily captured by all the tools employed in both 

the periodic and finite models. Furthermore, NCI and DORI indicate that other weakly stabilising 

interactions between the guest and the framework occur and are more abundant in system 2 than in 

1. These results highlight the need for both local, such as QTAIM, and global, e.g., NCI and DORI, 

bonding analyses to fully capture the relevant non-covalent interactions. 

Finally, all energy components are larger in complex 2 than complex 1 with both the Bickelhaupt-

Baerends and SAPT energy decomposition analyses (Figure 3). While both systems feature a 

significant stabilising electrostatic component corresponding to hydrogen bonding, the most 

pronounced difference between them arises from dispersion. This further emphasises the crucial role 

of secondary host-guest interactions. 

 

 

 



 11 

Conclusions 

We investigated the strength and nature of non-covalent interactions between small drug 

molecules and a metal-organic framework host with a range of computational chemistry tools using 

periodic and finite (cluster) models. On the basis of the results obtained here, the following 

methodological implications for future in silico modelling of these systems arise. First, the choice of 

a supramolecular cluster representing the MOF-molecule complex is crucial for computing 

qualitatively correct interaction energies and analysing the non-covalent interactions responsible for 

them. In this work, two types of cluster model produced contrasting results, with the larger model 

accurately reproducing the data from periodic computations. Importantly, DFT and wavefunction-

theory computations are still practicable for the larger clusters studied herein. Second, all tested 

dispersion-corrected density functionals, including general gradient approximation (GGA), hybrid, 

meta-GGA, and long-range corrected methods, yield qualitatively similar results for interaction 

energies with both infinite and cluster models. These DFT results are also in agreement with the total 

interaction energies obtained using two energy decomposition schemes, the Bickelhaupt-Baerends 

EDA and the symmetry-adapted perturbation theory. Despite being conceptually different in their 

treatment of various energy components, these EDA schemes yield a very similar qualitative picture 

for the studied MOF complexes. Comparing their performance against the periodic energy 

decomposition analyses72 could be an ultimate validation; however, such tools have not yet been 

adapted specifically to MOFs. Third, excellent agreement between the results of Bader’s quantum 

theory of atoms in molecules for crystal and cluster models supports the transferability of the 

qualitative trends from finite to periodic systems, provided the former are chosen appropriately. 

However, the QTAIM analysis itself is only suitable for studying the specific, pre-selected 

interactions. A more generalised, albeit rather qualitative, picture of the non-covalent interactions in 

MOFs can be achieved with the help of the non-covalent interactions index and the density overlap 

regions indicator. The latter two approaches enable the detection and visualisation of various 

intermolecular interactions, as well as qualitative assignment of their nature, e.g., attractive vs. 

repulsive, and strong vs. weak. DORI has an added benefit of capturing the inter- and intramolecular 

interactions simultaneously. 

A deeper understanding of the underlying interactions in MOF-guest complexes, afforded by the 

quantum-chemical tools tested here, can enhance the rational design of MOFs toward target 

applications. In this work, we have demonstrated that tools such as QTAIM, NCI index, and DORI, 

commonplace in the domain of small molecule modelling, have immense utility when transferred to 

organic frameworks. Many such tools are currently practical only for cluster models; however, the 
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latter, when constructed carefully, yield reliable energies and types of non-covalent interactions when 

compared to periodic results. 
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Notes 

‡ The basis set superposition error in the periodic computations, assessed using the geometrical counterpoise 

correction, does not affect the qualitative trends; see further details in the ESI. 

§ While the Dunning basis sets augmented with diffuse functions are recommended for SAPT computations, 

these are unfortunately not available for calcium in Psi4. 
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