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Understanding strongly correlated quantum many-body states is one of the most difficult chal-
lenges in modern physics. For example, there remain fundamental open questions on the phase
diagram of the Hubbard model, which describes strongly correlated electrons in solids. In this work
we realize the Hubbard Hamiltonian and search for specific patterns within the individual images
of many realizations of strongly correlated ultracold fermions in an optical lattice. Upon doping
a cold-atom antiferromagnet we find consistency with geometric strings, entities that may explain
the relationship between hole motion and spin order, in both pattern-based and conventional ob-
servables. Our results demonstrate the potential for pattern recognition to provide key insights into
cold-atom quantum many-body systems.

PACS numbers: 05.30.Fk, 37.10.Jk, 67.85.Lm, 71.10.Fd

Quantum superposition describes quantum systems as
simultaneously realizing different configurations. Such
behavior is believed to be at the heart of phenomena in
strongly correlated quantum many-body systems, which
cannot be described by single-particle or mean-field the-
ories. An intriguing consequence of the superposition
principle is the existence of hidden order in correlated
quantum systems: although every individual configura-
tion is characterized by a particular pattern, the average
over these configurations leads to an apparent loss of
order. By contrast, instantaneous projective measure-
ments have the potential to reveal these underlying pat-
terns.
One notable example of a system with hidden order

is the one-dimensional (1D) Fermi-Hubbard model at
strong coupling [1, 2]. Although 1D chains with addi-
tional holes or particles beyond an average of one parti-
cle per site (doped) yield average two-point spin correla-
tions which decay more rapidly with distance than chains
with an average of one particle per site (half-filled), this
magnetic ordering can be revealed by accounting for the
fluctuating positions across individual configurations of
the additional dopants within each chain. The apparent
loss of magnetic order is in fact hidden order, hidden
by the dopants and their varying positions [3, 4]. Al-
though direct detection of this hidden string order re-
mains inaccessible in solids, experiments with ultracold
atoms enable projective measurements, or “snapshots”,
and generally can provide access to such structures [5].
In particular, quantum gas microscopy [6] enables site-
resolved imaging and access to correlators which have
been constructed to reveal the hidden order [7].
The hidden order in 1D is well understood, but the

physics of the 2D Hubbard model is fundamentally more

∗ Corresponding author. Email: greiner@physics.harvard.edu.

complex due to an intricate interplay between spin and
charge degrees of freedom; as a result, formulating an
appropriate correlation function to search for hidden or-
der becomes considerably more challenging. The 2D
Hubbard model is believed to capture the rich physics
of high-temperature superconductivity and other phases
[8–10] such as the strange metal, stripe, antiferromagnet
(AFM), or pseudogap phase, but a unified understand-
ing of these phenomena is still lacking. For example, the
behavior of individual dopants in an AFM is not agreed
upon, including whether hidden string order is present
and dopants hide magnetic correlations by shifting the
positions of a string of spins. Quantum gas microscopy,
however, provides a perspective that goes beyond the
framework of two- or multi-point correlations. Hidden
string order can be searched for directly within individ-
ual snapshots of the quantum mechanical wavefunction,
where quantum fluctuations are resolved.
Here we perform a microscopic study of the hole-doped

Fermi-Hubbard model and report indications of string
patterns in 2D over a wide doping range. Our measure-
ments use ultracold fermions in an optical lattice down
to the lowest currently achievable temperatures, where
at low doping AFM correlations extend across the sys-
tem size [11]. We identify string patterns in individual
projective measurements and compare them with pre-
dictions from microscopic theoretical approaches.

CANDIDATE THEORIES FOR THE DOPED
HUBBARD MODEL

We study the Fermi-Hubbard model, which is defined
by the Hamiltonian

Ĥ = −t
∑

σ=↑,↓

∑

〈i,j〉

(

ĉ†i,σ ĉj,σ + h.c.
)

+ U
∑

j

ĉ†j,↑ĉj,↑ĉ
†
j,↓ĉj,↓

(1)
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FIG. 1. Quantum simulation of the Hubbard model.
(A) Quantum gases trapped in optical lattices realize the
Hubbard model with tunable on-site interaction U and
nearest-neighbor hopping t. Quantum gas microscopy en-
ables site-resolved readout of the quantum state. (B)
Schematic of the conjectured phase diagram of the finite-size
2D Hubbard model with the experimentally accessed regime
(green shading). (C) Outline of experimental observables
used and theoretical models evaluated. We evaluate theo-
ries using both standard observables and pattern-recognition-
based observables using snapshots of the quantum state.

(see Fig. 1A). The first term describes tunneling of am-
plitude t of spin-1/2 fermions ĉj,σ with spin σ between
adjacent sites i and j of a two-dimensional square lat-
tice. The second term includes on-site interactions of
strength U between fermions of opposite spin. We con-
sider the strongly correlated regime, where U ≫ t and
doubly occupied sites are energetically costly.

The Fermi-Hubbard model is well understood when
the band is half filled at an average of one particle per site
(Fig. 1B). For temperatures T ≪ J , where J = 4t2/U is
the super-exchange coupling, AFM correlations appear.
Although these magnetic correlations are finite-ranged
at non-zero temperatures, sufficiently cold finite-size sys-
tems can have AFM order across the entire system [11].

Much less is known about the doped Fermi-Hubbard
model. However, it is understood that dopant delocal-
ization for kinetic energy minimization competes with
spin interactions in the background AFM. Experiments
on the cuprates have also shown that at temperatures
T < J and between 10 and 20% doping, the pseudogap
phase crosses over to the strange metal, located above
the superconducting dome [9]. The two novel metallic

phases (pseudogap and strange metal) defy a descrip-
tion in terms of conventional quasiparticles and still lack
a unified theoretical understanding.

Although phenomenological, numeric, and mean-field
(MF) approaches have provided key insights in the past,
quantum gas microscopy is naturally suited to assess
microscopic theoretical approaches. One such theory is
Anderson’s resonating valence bond (RVB) picture [12],
which considers trial wavefunctions of free holes mov-
ing through a spin liquid comprised of singlet cover-
ings. We consider one particular class of RVB wavefunc-
tions which have been studied extensively, called π-flux
states [13]. They stem from a mean-field density matrix

ρ̂ = P̂GWe
−ĤMF/kBT P̂GW, where kB is Boltzmann’s con-

stant, P̂GW is the Gutzwiller projection, and ĤMF is the
quadratic Hamiltonian of itinerant fermions on a square
lattice with a Peierls phase of π per plaquette (see sec-
tion 6.1 of [14] for details). Snapshots of the trial state
in the Fock basis can be obtained by Monte-Carlo sam-
pling, with temperature T as a free fit parameter [15].

A second microscopic approach that we examine is
the geometric-string theory [16], where AFM order at
half-filling is hidden in doped states via hole motion.
This theory extends earlier work [17–19] and establishes
a relationship between the AFM parent state at half fill-
ing and the strongly correlated quantum states at finite
doping. Here, holes move through the parent AFM by
displacing each spin along its trajectory by one lattice
site, while the AFM quantum state remains otherwise
unmodified; this is the frozen-spin approximation [20].
The delocalization of each hole can then be described as
a superposition state of hole trajectories, or geometric
strings, whose lengths ℓ depend on the strength of AFM
correlations and the ratio of the kinetic energy t to the
super-exchange J . For any given temperature, a distri-
bution function pth(ℓ) of string lengths can be obtained
by sampling a Boltzmann distribution of string states
(Fig. 1C).

We directly assess these microscopic theoretical ap-
proaches with a quantum gas microscope, which pro-
vides projective measurements of the quantum mechani-
cal wavefunction for the doped Hubbard model in the
parity-projected Fock basis. Our experimental setup
consists of a balanced two-component gas of fermionic
Lithium in the lowest band of a square optical lat-
tice [21], with U/t set to 8.1(2). We selectively im-
age one of the spin states or the total atom distribu-
tion [22]. Entropy redistribution with a digital micro-
mirror device enables a disk-shaped homogeneous sys-
tem of approximately 80 sites with temperatures as low
as T/J = 0.50(4) [11]. We alter the local chemical poten-
tial to dope the system, maintaining independent tem-
perature control (section 7.1 of [14]). We determine the
doping from the single-particle occupation density and
temperature from the nearest-neighbor spin correlator,
both by comparing to numerics (section 2 of [14]).
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FIG. 2. Measurement of string-pattern length his-
tograms from site-resolved snapshots. (A) Schematic
explanation of the string-pattern identification algorithm (see
text). (B and C) Change in string-pattern length histograms
upon doping to 10% and comparison with simulated models
at 10% doping, for temperatures below (B) and above (C)
the superexchange energy J . The observable is only sensitive
to doping in the colder dataset, and simulated strings seem
to fit the doped experimental result best. Points have been
slightly offset horizontally for readability and insets plot the
same data on linear-linear axes. (D) Relative and absolute
(inset) difference between doped and undoped pattern-length
histograms, highlighting temperature-dependent sensitivity.
The sprinkled-hole result is used for the undoped case as it
accounts for the change in density. (E) Regions of the phase
diagram examined in (B) and (C). The string-pattern ob-
servable has sensitivity at temperatures below J and below
intermediate doping. In (B), (C), and (D), histograms are
normalized by the number of lattice sites analyzed and er-
ror bars represent 1 SEM from more than 5500 (half-filling,
cold), 3500 (doped, cold), 2900 (half-filling, hot), and 4600
(doped, hot) images.

PATTERN RECOGNITION OF GEOMETRIC
STRINGS

We design a pattern recognition algorithm for geomet-
ric strings that we apply to real-space snapshots where
doublons and one of the two spin states have been re-
moved (Fig. 2A). Because geometric strings describe a
relationship between doped and half-filled AFMs, we
search for string-like patterns in the deviation between
snapshots of the doped Hubbard model and an approx-
imation to the AFM, an exact checkerboard. For each
image, we take the set of sites which deviate and ex-
tract string patterns using the following rules: (1) every
string pattern is a connected subset of sites forming a

path without branching points, (2) each site can be part
of only one string pattern, (3) longer string patterns are
favored, and (4) every string pattern must have at one
end a site which is detected as empty, and therefore con-
sistent with having a hole on that site. We discuss alter-
nate algorithms in section 3.4 of [14].

We find that this algorithm is indeed sensitive to hole
doping. Figure 2B shows string-pattern length distri-
butions pδ(ℓ) over pattern lengths ℓ, averaged over ex-
perimental data at temperatures between 0.50(4)J and
0.70(3)J . As the sample is doped from half-filling to
a doping δ of 10.0(8)%, the number of string patterns
increases across the entire range of lengths. The appre-
ciable distribution of string patterns p0(ℓ) detected at
half-filling reflects the deviation of a quantum AFM from
our checkerboard approximation and therefore should be
considered as a baseline level. This baseline can be repro-
duced through Heisenberg quantum Monte Carlo simu-
lation (see section 3.3.3 of [14]), and is largely caused by
the finite temperature and underlying SU(2) symmetry
of the system. We have lessened these contributions by
reducing the analysis region to a diameter of 7 sites and
post-selecting on the staggered magnetization. In sec-
tion 3.3 of [14], we show that results are robust to the
choice of postselection scheme and that the limited de-
tection of one of the spin states causes only an overall
factor decrease in string patterns detected.

Next we compare our experimental results to the sim-
ulation results of three microscopic models. We make
predictions by producing artificial images and evaluating
them with our string pattern detection algorithm, such
that the detection is common to experiment and theo-
retical simulation. Beginning with the analytic string
model, we generate images by randomly placing a num-
ber of holes into actual experimental images taken at
half-filling, then randomly propagating each hole ac-
cording to the analytically generated string length his-
togram (see Fig. 1C) and appropriately displacing the
spins along the holes path. Note that this approach pre-
serves the SU(2) symmetry of the system. The result-
ing string-pattern length distribution agrees with exper-
imental data (see Fig. 2B for 10% doping), even though
the theory has no free parameters.

To verify whether our measured signal simply results
from the introduction of holes rather than changes to the
spin background, we next compare our experimental re-
sult with simulations where holes are artificially and ran-
domly placed (“sprinkled”) into experimental data taken
at half-filling, equivalent to placing one-site-long strings.
The associated string-pattern length distribution pδs(ℓ)
fails to explain the experimental results, revealing the
nontrivial interplay of spin and charge degrees of free-
dom in the 2D doped Hubbard model. Last, we com-
pare our experimental result to π-flux states by fitting
the nearest-neighbor spin correlator for an effective tem-
perature and producing simulated images at 10% dop-
ing, and find quantitative agreement with experiment at
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FIG. 3. Detailed examination of the detected string
patterns upon doping. (A) (Top) Total number of string
patterns exceeding length 2, normalized by the system size,
as a function of doping. Although the string model and
sprinkled-hole simulation both agree with experiment at half-
filling by construction, already at low doping the string model
performs significantly better than sprinkled holes. The string
model is quantitatively accurate across a larger doping range
than for π-flux states, but both are in greater agreement with
experiment than the sprinkled-hole simulation. (Bottom) Al-
though the absolute difference between doped and sprinkled-
hole pattern-length histograms increases with doping, the
shape remains roughly invariant. (B) Average string-pattern
length versus doping. Doped AFMs exhibit longer-length
string patterns compared to heated AFMs, even when the
staggered magnetization or nearest-neighbor spin correlator
is equal and holes are sprinkled in to equate doping levels
(see text). (C) Total string count at 10% doping as a func-
tion of temperature, with corresponding sprinkled-hole string
count subtracted. Sensitivity to strings decreases with tem-
perature due to decreased order in the parent AFM as seen in
the sprinkled string count (inset). In (A) and (B), error bars
on the doping are calculated as in [14], section 2.1. All other
error bars represent 1 SEM. The figure is based on more than
24,800 experimental realizations.

short pattern lengths, but a deficit at long lengths.
We repeat the measurements for a sample heated be-

fore lattice loading to investigate temperature effects.
Figure 2C shows experimental data at half-filling and
at 10.1(8)% doping, along with the simulated predic-
tion, averaged over samples at temperatures between
1.3(1)J and 1.8(1)J . In contrast to colder temperatures,
there is no statistically significant deviation between
the experimental data with and without hole doping;
p0.1(ℓ) ≈ p0(ℓ). For these temperatures, spin ordering
is so weak that the resulting string patterns may mask
additional effects from doping. These deviations appear
to set an upper bound on the density of detectable string
patterns (Fig. 2E); we therefore plot the pattern length
distribution for high-temperature and half-filling as a ref-
erence for the cold temperature datasets in Fig. 2B (gray
dash-dotted line).
In Fig. 2D and its inset we plot, respectively, the rela-

tive and absolute differences between the pattern-length
histograms in the doped and undoped cases; these differ-
ences are shown for both the cold and hot datasets used
in Fig. 2, B and C. For the undoped case, we use the
sprinkled string-pattern length distribution pδs(ℓ) to ac-
count for any deviation from the half-filling distribution
resulting from the introduction of holes. Although the
absolute difference does not recover the exact analytic
string distribution (Fig. 1C), which can be attributed to
the imperfect detection of the pattern recognition algo-
rithm, for cold temperatures it does assume a qualita-
tively similar distribution. Notably, at 10.0(8)% doping
we find more than three times as many length-9 patterns
as there are at half filling, reflecting the large impact of
holes in an AFM spin background.

Focusing on the cold dataset, we now examine the re-
lationship between doping and the number of detected
string patterns (Fig. 3A). In this string-pattern count,
we omit patterns of one or two sites to avoid contribu-
tions from quantum fluctuations such as doublon-hole
pairs or spin-exchange processes. The string-pattern
count increases with doping and saturates at about
16% doping. This saturation is consistent with a high
density of strings and overlapping or adjacent strings
scrambling spin order such that pattern detection be-
comes insensitive to additional strings. The continued
agreement between geometric strings and experiment in
both the string-pattern count and the absolute differ-
ence pδ(ℓ) − pδs(ℓ) suggests that the increase in number
of string states is sufficient to explain the experimental
data.

The experimental string-pattern count is signifi-
cantly larger than that of the sprinkled-hole simulation;
nonetheless, there is an increase in detected string pat-
terns owing to the additional holes. The string-pattern
count from π-flux states shows considerably better agree-
ment with experimental data than with sprinkled holes,
exhibiting only a slight excess of string patterns at low
doping and a deficit at high doping. The largest devia-
tions occur at low doping, which may be related to the
absence of long-range order at zero temperature in π-flux
states at half-filling.

The average string-pattern length quantifies the size of
the region around the hole where the spin pattern is dis-
torted by the string (Fig. 3B). The observed values are
comparatively small, influenced by the large contribu-
tions from quantum fluctuations at half-filling. The av-
erage string-pattern length does not change substantially
with doping, consistent with spatially isolated patterns;
however, at larger dopings, we observe a slight decrease
in average length that coincides with the observed sat-
uration in the string count. This behavior is captured
by the geometric-string model for low and intermediate
doping. At high doping, the theory exhibits shorter av-
erage string lengths than the experiment, which may re-
sult from high-string-density effects such as string-string
interactions, which are not included in the theory.
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We compare these results to a dataset where geometric
strings are not expected to occur. This dataset consists
of experimental images taken at various temperatures
at half-filling with sprinkled holes to match each desired
doping level (for details, see section 3.5 of [14]). Temper-
atures are chosen to match the measured staggered mag-
netization and capture the observed loss of AFM order.
Notably, the average string-pattern length reveals that
this loss through heating occurs in a fundamentally dif-
ferent way than through doping. For all nonzero doping,
the temperature-based dataset exhibits shorter average
string-pattern lengths than the experimentally measured
doping dataset. As doping increases, the average length
monotonically decreases. Alternatively, we match the
nearest-neighbor spin correlator instead of the staggered
magnetization and find an even greater distinction be-
tween the doped and temperature-based datasets.
We better understand the role of temperature in

string-pattern detection by observing how the string
count varies with temperature at fixed doping. For 10%
doping, we plot the difference between the experiment
and sprinkled-hole string counts (Fig. 3C), which are
plotted separately in the inset. At our lowest temper-
atures, the difference is greatest. This high sensitivity
is consistent with the greatest spin ordering for the par-
ent AFM at low temperatures, accompanied by a rela-
tively large string-pattern count from the experimental
data. The difference decreases steadily with increasing
temperature, predominantly owing to the increase in the
sprinkled-hole string-pattern count from decreased spin
ordering in the parent AFM, vanishing around T = J .

SPIN CORRELATIONS AND STAGGERED
MAGNETIZATION

An accurate microscopic framework for the Fermi-
Hubbard model should also be able to predict more con-
ventional observables such as two-point correlation func-
tions, which have been used with quantum gas micro-
scopes to quantify spin and charge order [22–25]. To
that end, we measure the sign-corrected spin-spin corre-
lation function for displacements |d| = d, averaged over
all sites i in the system and all experimental realizations

Cs(|d|) ≡ (−1)||d||
〈Ŝz

i Ŝ
z
i+d〉 − 〈Ŝz

i 〉〈Ŝz
i+d〉

S2
(2)

where Ŝz
i is the spin-S operator on site i, S = 1/2, and

||d|| denotes the L1 norm of d, by measuring charge
correlations in experimental realizations with and with-
out spin removal [22]. Thanks to the sign correction
(−1)||d||, positive correlator values indicate AFM order-
ing. Figure 4A shows the nearest neighbor, diagonal
next-nearest neighbor, and straight next-nearest neigh-
bor spin correlators (Cs(1), Cs(

√
2), and Cs(2), respec-

tively) as a function of doping at T = 0.65(4)J . At half-

filling, Cs(1) is substantially larger than both Cs(
√
2)
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FIG. 4. Spin correlations and staggered magneti-
zation. (A) Decay of nearest-neighbor (left), diagonal
next-nearest-neighbor (center), and straight nearest-neighbor
(right) spin-spin correlation functions upon doping. The π-
flux theory most quantitatively explains Cs(1), but only the
string model captures the sign change of Cs(

√

2). In all
three cases, sprinkled holes overestimate the spin correla-
tions. Doping error bars are calculated as in [14], section
2.1; all other error bars represent 1 SEM. (B) Full counting
statistics of the staggered magnetization for doping values of
6.0(5)% (left), 10.0(8)% (center) and 19.7(6)% (right). Both
π-flux states and geometric strings show reasonable agree-
ment, whereas sprinkled holes do not. The figure is based on
more than 29,900 experimental realizations at average tem-
perature T = 0.65(4)J .

and Cs(2) due to a strong admixture of spin singlets on
adjacent sites [26]. As the system is doped, all correla-
tors exhibit a reduction in magnitude. Cs(1) remains
positive for all experimentally realized doping values,
whereas Cs(

√
2) exhibits a statistically significant sign

change around 20% doping. These features have been
observed in experiment [22, 24, 27] and numerics [24],
and are good benchmarks for the evaluation of theoreti-
cal models.
We make predictions for spin correlations from en-

sembles of non-postselected images with sprinkled holes,
geometric-string theory, or π-flux states. By construc-
tion, at half-filling the predictions of sprinkled holes and
the string model are the same as those of experimental
half-filling data. Away from half-filling, sprinkled holes
underestimate the decrease of the correlators because the
model fails to account for the disruption of AFM order as
the system is doped. By contrast, beginning at interme-
diate doping values, the string model overestimates the
decrease of Cs(1), which could stem from backaction of
the background state after string-state formation. How-
ever, it explains the decrease of Cs(

√
2) and Cs(2) on a

quantitative level. The π-flux model performs well and
accurately predicts Cs(1) and Cs(2) far from half-filling

but fails to predict the sign change of Cs(
√
2) at interme-

diate doping, even when the fitted temperature is varied.
The sign change of Cs(

√
2) is an interesting qualitative

feature that is predicted and can be explained by the
string model. As a direct result of spins being displaced
by one site when a string passes through, Cs(1) is mixed
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into Cs(
√
2). Because Cs(1) reflects opposite spin align-

ment from Cs(
√
2), this mixing results in a sign change

once the contribution of Cs(1) exceeds that of the origi-
nal correlation strength at some critical doping.
Cold-atom experiments provide access to full-counting

statistics (FCS) because of their ability to project and
measure an entire quantum system at once [11]. We mea-
sure the FCS of the staggered magnetization operator

m̂z =
1

N

∑

i

(−1)||i||
Ŝz
i

S
(3)

for system size N across all experimental realizations as
we dope the system (Fig. 4B). As expected, the stag-
gered magnetization distribution narrows, reflecting the
finite-size crossover from the AFM-ordered phase [11].
The sprinkled-hole simulation does not exhibit a major
change in the distribution as the system is doped, as
it fails to account for holes disrupting the AFM order.
By contrast, both π-flux states and geometric strings
demonstrate reasonable agreement with the experimen-
tally measured distribution function across all dopings.
Across all observables considered, both of these theo-
ries perform quite well, especially in comparison to the
sprinkled-holes simulation and the näıve phenomenolog-
ical models detailed in section 5 of [14]. However, we

find the sign change of Cs(
√
2) to be a key qualitative

feature that is captured only by geometric strings.

ANTIMOMENT CORRELATIONS

All observables studied in this work thus far have fo-
cused on the spin sector of the Hubbard model. Next,
we examine correlations in the charge sector. At suffi-
ciently low temperatures, one may expect signatures of
pairing [10, 28] or stripe phases [29, 30], which lead to
hole bunching. However, anticorrelations of the holes,
as observed previously at increased temperatures [24],
are expected in the strongly correlated metallic regime
of the Hubbard model. The transition between these
two regimes in the Hubbard model phase diagram is not
yet fully understood; however, the currently accessible
experimental regime allows us to place new bounds on
where this transition can occur. We continue to com-
pare to predictions of π-flux states, but do not compare
to predictions of the geometric string theory because it
approximates that charges are uncorrelated. Rather, be-
cause each string is associated with a single hole, corre-
lation functions of holes can reveal possible interactions
and correlations between geometric strings, should they
exist.
In our experiment, doubly-occupied sites appear as

empty when imaged and the exact hole correlation is not
directly accessible; rather, we measure “antimoment”
correlations Ch(|d|) at a distance |d|, which include con-
tributions from doublon-doublon and doublon-hole cor-
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FIG. 5. Observation of hole antibunching. (A) Anti-
moment correlation function for weak (top) and strong (bot-
tom) doping. The correlation functions are different up to a
distance of d = 2. (B) Diagonal next-nearest neighbor and
straight next-nearest neighbor antimoment correlators versus
doping. At both distances negative correlations grow with
doping. (C) Normalized antimoment correlator at d =

√

2
versus doping. The experimental result cannot be explained
by the π-flux or a point-like magnetic polaron theory (see
text), but instead matches a free fermionic chargon theory.
In (B) and (C), error bars on the doping are calculated as in
[14], section 2.1. All other error bars represent 1 SEM. The
figure is based on more than 9900 experimental realizations
at an average temperature T = 0.65(4)J .

relations:

Ch(|d|) ≡
(

〈(1− n̂s,i) (1− n̂s,i+d)〉−

〈(1− n̂s,i)〉 〈(1− n̂s,i+d)〉
)

(4)

where n̂s,i is the single particle occupation on site i. Note
that this correlator is identical to the moment correla-
tor. At half-filling, numerics indicate positive antimo-
ment correlations at the percent level for nearest neigh-
bors, dominated by positive doublon-hole correlations
[24]. Doublon-hole pairs beyond nearest-neighbors be-
come increasingly unlikely; therefore, to avoid the ef-
fects of doublon-hole pairs, we focus on correlations at
distances greater than 1. We find the nearest-neighbor
antimoment correlator at half-filling to be weaker than
predicted according to numerics, which may result from
imperfect imaging fidelity. However, this effect only
weakens the magnitude of the antimoment correlators
measured; we therefore focus on qualitative conclusions
from the experimental data.
Figure 5A shows the antimoment correlation for 3%

(top) and 19% doping (bottom) at a temperature T =
0.65(4)J . Whereas holes appear uncorrelated close to
half-filling, at larger doping qualitatively different behav-
ior appears. We find statistically significant antimoment
anticorrelations out to distances over two sites, reflect-
ing hole-hole repulsion in this regime. Microscopically,
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such repulsive interactions can arise from the existence
of a low-lying bound state of two holes [31]. Here we do
not consider geometric-string theory or sprinkled holes
because both introduce uncorrelated holes by construc-
tion. Additionally, in the comparison to π-flux states, we
do not include doublon-hole pairs to avoid unintended
artifacts in the antimoment correlator. For reference,
we plot the predicted hole-hole correlation function for
a phenomenological model of spinless fermionic char-
gons with nearest-neighbor hopping of strength t and
temperatures between 0.5J and 0.7J [32]. Here, strong
anticorrelations result from Pauli repulsion between the
fermionic chargons, but qualitatively similar behavior is
expected for bosonic chargons with hard-core interac-
tions. We find that both theories qualitatively describe
the experimental result.

The emergence of this repelling behavior can be char-
acterized by plotting the antimoment correlation as a
function of doping for d =

√
2 and d = 2 (Fig. 5B).

Beyond the intermediate doping regime, negative cor-
relations appear at distances of

√
2 and 2, suggesting a

growth of hole-hole repulsion with doping. Furthermore,
the presence of antimoment correlations between sites of
differing sublattices at d = 1 evidences against holes tun-
neling preferentially between sites of one sublattice, as
predicted by theories of pointlike magnetic polarons with
a dispersion minimum at (π/2, π/2) in the Brillouin zone
[33–36].

Finally, we plot a normalized g(2)(d =
√
2) to ac-

count for the difference between doped holes and holes
in doublon-hole pairs and quantify the relative fraction
of doped holes that are anticorrelated:

g̃(2)(|d|) ≡ Ch(d)

δ2
+ 1 (5)

for doping δ (Fig. 5C). This rescaling allows direct
comparison to the g(2) function for theories without
doublon-hole pairs. The number of free holes is too
small for doping below 5% to make statistically sig-
nificant statements about the behavior of holes in this
regime. In the geometric-string theory, we assume
that chargons (dressed dopants) are completely uncor-
related with each other, but because of their fermionic
statistics, Pauli blocking should actually introduce anti-
correlations which have not yet been included in our
analyses. We first consider a description of these char-
gons as pointlike magnetic polarons, where the known
dispersion relation of the dressed hole [37] is used to de-
fine a tight-binding hopping model of the polaron. Fig-
ure 5C shows that our data are incompatible with this

model, which predicts significantly weaker hole-hole an-
ticorrelations. Similar behavior is predicted by the π-
flux theory, which models the doped holes as pointlike
objects moving in a quantum spin liquid of singlets.
Next, we examine a picture of free chargons, motivated

by considering magnetic polarons with a finite extent
that results from the spinon-chargon bound state pre-
dicted by geometric-string theory. At sufficiently large
chargon density, or doping, the chargons are expected
to interact, and their hard-core character will introduce
anticorrelations. In this regime, geometric strings are
also expected to overlap substantially and modify the
dispersion relation of the chargons to be independent of
spinons, yielding spinless chargons. We find that the
experimental results demonstrate consistency with these
free chargons, in agreement with earlier theoretical work
in the strange-metal regime [32, 38]. This extension to
the geometric string theory may be able to explain the
deviations from experiment seen in other observables at
high doping, but additional analyses are required.

CONCLUSIONS AND OUTLOOK

The string-pattern-based observables introduced here
complement established observables such as correlation
functions or full counting statistics. Across the observ-
ables considered, we find better agreement with exper-
imental data between both the geometric-string theory
and π-flux states, as compared to sprinkled holes.
At intermediate doping values, we find evidence for

hole-hole repulsion. Although signatures of other phases
such as stripe phases, incommensurate spin order, or ne-
matic fluctuations have not yet been observed in this
system, they are predicted to emerge at lower tempera-
tures.
The ideas presented can be extended to other real-

space patterns, for example patterns that reflect the un-
derlying physics of other candidate microscopic theories
for the doped Hubbard model. Moreover, machine learn-
ing techniques could be used to directly compare sets of
raw experimental atom distributions to theoretical mod-
els without the need for intermediate observables [39].
This class of techniques is highly promising as quan-
tum simulations of the Hubbard model continue to probe
lower temperatures within the pseudogap and strange-
metal phases, but can also be applied to spatially re-
solved studies of quenches across phase transitions [40],
dynamical phase transitions [41], and higher-order scat-
tering processes [42]. Possible extensions of our work
include systems with anisotropic spin interactions [16]
or doped SU(N) spin models [43].
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1. ATOMIC SAMPLE PREPARATION

Details about the experimental setup, including the procedures used to create the low-temperature Fermi gas and

set the doping value, can be found in [S11]. The temperature of the gas is increased via the process described in

[S45]. For all measurements presented, U/t = 8.1(2) and is calibrated as described in [S46].

2. DOPING DETERMINATION

In our experiment, we measure the percentage of sites occupied by single particles (singles density). We use

numerical simulations to obtain the doping as a function of the singles density. For data between T = 0.6J and

T = 0.8J we use data obtained from a determinantal quantum Monte Carlo algorithm [S47, S48], and for all larger

temperatures we use data obtained from a numerical linked-cluster expansion algorithm [S49]. For T < 0.6J , the

sign problem becomes significant. As a result, in this regime we use data at T = 0.6J , as the density sector of the

equation of state is relatively insensitive to temperature here. We account for an imaging fidelity of 98.5%. When

statistical fluctuations cause the singles density to exceed the numerically-obtained singles density at half-filling, we

treat those samples as at half-filling.

2.1. Error analysis

When determining the standard error of doping values for each experimental dataset, we assume that the particle

density is linearly dependent on singles density. We apply a linear fit to doping versus singles density from the

numerical simulation mentioned above, yielding approximately δ = 1.22× (0.905− ns), where δ is doping and ns is

the singles density. We then calculate the standard error of the singles density and use the linear fit result to get the

standard error of the mean doping value.

Since the actual doping value varies across datasets, we group datasets by their mean doping values within windows

of width 2%. This yields a single mean doping value d̄ for the entire group. The associated uncertainty ∆ is determined

by assuming each dataset k within the group was taken at a different doping value dk with a corresponding uncertainty

δdk. Then ∆ can be calculated as:

∆ =

√

1
∑

k nk

∑

k

((dk − d̄)2 + δdk
2)nk (S1)

For datasets which are sufficiently close to half-filling, fluctuations of additional holes or particles will both result
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in a decrease of the singles density. This single-sided cut-off of statistical fluctuations will lead to a systematic

offset in the mean. To estimate this offset, we assume that the statistical fluctuations in total density follow a

normal distribution centered at half filling with standard deviation σ. Then the resulting distribution in the singles

density follows a half-normal distribution, characterized by an offset in the mean of σ
√

2/π and standard deviation

of σ
√

1− 2/π. Note that this provides an upper bound of the systematic offset, because in reality our datasets are

not all centered exactly at half filling. If we consider all datasets which are within one standard deviation of half

filling, this results in an estimated systematic offset in the mean doping of the grouped dataset of about 0.25%.

This systematic uncertainty is included in the errorbar for half-filling doping values. We note that a higher-order

correction to the dependence of the singles density on the total density makes the singles density less sensitive and

therefore would only decrease the magnitude of this systematic error.

3. STRING PATTERN DETECTION

3.1. Algorithm

See Fig. S1 for a detailed schematic for the string pattern detection algorithm. It consists of three main steps: (i)

postselection, as described in the main text; (ii) determination of sites which deviate from a checkerboard pattern,

and (iii) extraction of string patterns from those sites which deviate, according to the rules described in the main

text. Here we elaborate on the implementation of these steps.

In (i), we calculate the staggered magnetization of a circular region (“window”) of diameter 7 sites (as shown in

Fig. S1) as the region is scanned over the entire 10-site-diameter sample. For each image, we use the 7-site-diameter

window of highest staggered magnetization. If there are multiple such possible regions, we take the upper-left-most

one, however this is an arbitrary choice given that the entire sample is homogenous. Once all images have been

reduced in size, we postselect on all data for the top 60% of the staggered magnetization. We discuss the robustness

to postselection and finite-size effects in section 3.3.1 and Fig. S2.

In (ii), of the two possible checkerboard patterns, we select the one closer in sublattice magnetization as reference

for each image separately.

In (iii), we first sort the sites which deviate into disjoint sets, each of which consists of sites which can be connected

by nearest neighbors. For each set, we identify all empty sites, as these may be the end of a geometric string. For each

of these empty sites, we trace out all possible strings (sites which are connected via nearest neighbors to at most two
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other sites) and select the longest one. If there are multiple longest strings, we select one with the upper-left-most

starting site. Again this is an arbitrary choice given the homogeneity of the system; we find that modifying this

bias does not affect the resulting string-pattern length distribution. The sites which are part of the identified string

pattern are then removed from the set and the process is repeated until no more patterns can be found, i.e. the set

no longer contains empty sites. This process is then repeated for each of the disjoint sets.

We note that overlaps of strings or loops within strings are not treated correctly, because sites that do not deviate

from the reference state are not taken into account, however given the readout in the Fock basis other algorithms

will be similar in this regard. We discuss different detection algorithms in section 3.4 and Fig. S3.

3.2. Total string count

For low doping, we can fit the data of Fig. 3A to a line to estimate a string detection efficiency for strings of lengths

greater than two sites. We find a slope of 1.7(2) × 10−3 string patterns per site per percent doping for doping up

to 6%. The analytically calculated string length distribution for a temperature of 0.6J predicts that 65% of string

states have length greater than 2 sites, giving an approximate detection efficiency of 25(2)%.

In Fig. S7A we include all string pattern lengths in computing the total string count, rather than omitting string

patterns of length one or two sites as in the main text. We find that all simulations show similar agreement with

experimental data, and all string counts increase linearly with doping, reflecting that this quantity may simply reflect

the doping level.

3.3. Algorithm evaluation

3.3.1. Postselection and finite-size effects

The size of the postselection region is chosen to be 7 sites in diameter according to the AFM correlation length

at half filling. We vary the window to a smaller circular region of 5 sites in diameter, or to a larger circular region

of 8 sites in diameter, and find that the qualitative dependence of the string count on doping remains the same, see

Fig. S2A. The baseline string count at half filling increases for larger postselection regions as the region becomes

larger than the correlation length and the deviation from the reference checkerboard increases.

This finite-size variation seems to affect experiment and all theoretical simulation results similarly, which is rea-

sonable given that the pattern detection algorithm is identical in all analyses. However, in Fig. S7G, we simulate
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strings in the infinite-length limit and detect a greater number of string patterns upon doping. This result suggests

that when the system is much smaller than the length of the string patterns, the number of detected strings is biased

higher. Indeed, increasing the size of the postselection region results in a slight decrease of the estimated detection

efficiency.

We also consider the effect of moving the window to achieve the highest values of the staggered magnetization.

We find that fixing the window to the center of the system while keeping a postselection threshold of 60% greatly

increases the number of string patterns found at half filling relative to the additional number of patterns found upon

doping the system, see Fig. S2B. This is due to a greater average deviation from the reference checkerboard. In

principle, we could achieve a better signal to noise by postselecting more strongly on which images we use, at the

cost of increased statistical fluctuation. While the half-filling value changes, the estimated detection efficiency does

not change statistically significantly, indicating robustness of the detection algorithm to this effect.

Finally, the fraction of images kept in the post-selection process can be varied. We choose to keep the top 60% of

images in an effort to capture the tail of the histogram of the staggered magnetization, while maintaining a reasonably

high number of images. Upon changing the postselection to 40% or 80%, see Fig. S2C, we find fewer or more string

patterns at half-filling, respectively. However, the slope of the string count as a function of doping in the low-doping

regime does not change statistically significantly.

3.3.2. Comparison to full readout

In images taken in our experiment, we do not distinguish between holes, doublons, and the removed spin species.

In a system with full readout, this distinction is available. In this case, the hole positions are known and the number

of detected string patterns must correspond to the number of holes which are not in doublon-hole pairs, i.e. dopants.

However, the detected distribution of string lengths can still be modified by overlaps between strings in the same

way as in our experiment. We simulate full spin readout in quantum Monte Carlo simulations of the Heisenberg

model with simulated strings. The simulation is performed on a 40-site by 40-site system with periodic boundary

conditions, from which a 10-site-diameter disk is cut out to match the experimental system. Postselection is then

done in the same way as in the experimental data analysis. In Fig. S4 a comparison of the detected string length

distribution with and without full readout is shown, where the distribution obtained without full readout has the

half-filling distribution subtracted. While the signal with full readout is a factor of about five higher, the relative
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distribution of the detected string-pattern lengths remains the same.

3.3.3. Signal at half-filling

Apart from doublon-hole pairs, the Fermi-Hubbard model at half filling for U ≫ t can be approximated by the

Heisenberg model. We can therefore examine the detected string-pattern length distribution from Heisenberg QMC

simulation to better understand our experimental signal at half filling. For consistency, after simulating a 40-site

by 40-site system with periodic boundary conditions, we cut out the same sample size and use the same readout

and post-selection schemes as in the experiment, and we add doublon-hole pairs into the simulation by converting

neighboring sites with opposite spins into doublon-hole pairs with a probability given by 4t2/U2.

Fig. S5 shows the string length distribution from the experiment at half filling as well as from QMC simulations

of the Heisenberg model at T = 0.6J with and without artificial doublon-hole pairs. The introduction of artificial

doublon-hole pairs corrects the significant discrepancy between the QMC data and the experimental data at strings

of short lengths. The resulting simulated data agrees reasonably well with experiment, suggesting that the detected

string patterns in the experimental data at half filling come from the deviation of a quantum AFM from the checker-

board reference pattern. Slightly more long string patterns are found in Heisenberg QMC snapshots compared to

experiment half-filling; this discrepancy may be due to a failure to consider non-adjacent doublon-hole pairs, which

are expected at the experimental parameters. Indeed, this effect decreases upon doping as doublon-hole fluctuations

become rarer, where the QMC data with simulated strings agrees quite well with the experimental measurements.

3.3.4. Temperature dependence

In Fig. 3C of the main text we show that for a doping of 10%, the pattern detection algorithm is only sensitive

below a temperature T = J . We extend this analysis and plot the total string count as a function of temperature

for different doping values in Fig. S6B. The temperature at which saturation occurs decreases with increased doping,

demonstrating that string count saturation occurs through the combination of doping and temperature-dependent

background spin order. This effect may be exacerbated by the increase in string length with temperature. According

to the geometric string theory, while the string length distribution predicted by analytic calculations is dominated

by strings of length 0 and 1 for temperatures smaller than 0.5J , it continually broadens and longer strings are more

likely to appear for increasing temperature, see Fig. S6A.
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3.4. Alternate algorithms

There are many possible algorithms which can be used to quantify the presence of string patterns. Here we

discuss two alternate algorithms. We find that these algorithms are comparable in performance to the detection

algorithm discussed in the main text, and determine our algorithm of choice based on simplicity while making use

of all information available.

3.4.1. Simplified difference method

The most straightforward way to detect string patterns is to simply count the continuously connected sites that

deviate from the classical checkerboard pattern. As opposed to the algorithm we use in the main text, not every

object identified as a string pattern in this way can actually be a geometric string. For example, it is possible that

both endpoints as well as the sites surrounding them are occupied such that there cannot be a hole at either end.

Moreover, the shape of the object may not be consistent with a non-branching string pattern. However, one can

argue that these inaccuracies mainly occur at high temperature or high doping values when perturbations and strings

start to overlap.

In Fig. S3A, the same quantities as plotted in main text Figs. 2B and 3A are shown, but under the simplified

string detection algorithm instead. At a doping of about 10%, both π-flux states and geometric strings seem to

quantitatively match the experimentally measured string-pattern length distribution well. The total string count

versus doping looks qualitatively similar compared to that of the algorithm used in the main text. The detection

efficiency remains roughly the same as before, while the half-filling baseline is slightly larger.

3.4.2. Happiness method

In the dilute string regime, where string states do not overlap or lie adjacent to one another, one can search for

string patterns by also requiring that sites immediately surrounding the string maintain AFM order. Note that this

requirement also omits string states which have segments that lie adjacent to each other, for example sting patterns

containing a tight “U”-shape. This method is also susceptible to identifying string patterns caused by doublon-hole

pairs, spin-exchange processes, and projective measurement. However, as these effects will introduce deviations from

AFM order, this is perhaps the most conservative approach to finding string patterns.
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This algorithm characterizes nearby order by labeling each site with the number of anti-aligned bonds it has with

its nearest neighbors, termed the ”happiness” of that site, for images with one spin species removed. For example,

sites in a classical AFM would all be labelled with happiness 4, while a ferromagnet would have sites with happiness 0.

As a hole moves through an AFM, sites which previously had happiness 4 will exhibit reduced happiness. Depending

on the length of the string, sites within a string will have specific happiness values. Based on this, the algorithm

takes images with one spin state removed and for each image, begins by storing all sites which could be the beginning

of a string. For each candidate string beginning, it sees if there is a neighboring site that could be the next site in

the string, given the happiness and spin occupation of that site. This process continues until the string cannot be

propagated any further, at which point the algorithm searches for a neighboring site which could be the end of the

string.

Figure S5B shows the same quantities plotted in main text Figs. 2B and 3A, but under the happiness string detec-

tion algorithm instead. Note that the signal to noise ratio is significantly lower and the absolute signal itself is lower

by almost an order of magnitude. This is not surprising, especially given that quantum fluctuations and projection

noise do contribute considerably to measurement and reduce the sensitivity of string patterns to string states. Here

the experimental result seems to best match the sprinkled holes simulations, however uncertainties are large and this

is highly inconsistent with all other results with conventional observables, requiring further investigation.

3.5. Average string length

The average measured string length l(δ) in Fig. 3B of the main text is calculated from the string histograms

l =
∑

l

l · pδ(l)/
∑

l

pδ(l). (S2)

Error bars are obtained via standard error propagation of the uncertainties in the measured string length probabilities.

As discussed in the main text, we obtain the average string length for datasets where geometric strings are not

expected to occur by using experimental datasets taken at various temperatures and half filling (“temperature

datasets”). Then, for each desired doping value we randomly place holes into all temperature datasets to artificially

achieve the doping value for every temperature dataset. We then extract the staggered magnetization and average

string length of each dataset, obtaining the relationship between these two quantities. We perform a linear fit

to obtain lδ(mz), the average string length at a given doping as a function of staggered magnetization, for the
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temperature datasets.

To determine which value of mz to use in this function, we use the low-temperature experimental datasets taken

at low temperature and various dopings (“doping datasets”). As the dependence of the measured staggered mag-

netization on doping is non-linear for these datasets, we perform a linear fit of the closest five data points for each

doping value to obtain a reliable estimate of mz. This value is then used to determine the average string length for

the temperature datasets. The entire process is repeated for each doping value to obtain the data in Fig. 3B of the

main text (orange circles).

This procedure allows us to directly compare the experimental data at finite doping to a scenario where the

staggered magnetizations are similar and the same number of doped holes are present - but no geometric strings are

included. The error bar for the predicted average string length is obtained by combining the measurement error ofmz

with the error of the linear fits weighted by the standard deviation of the measured quantities. As a cross-verification,

we have applied the same procedure except for choosing the ’effective’ temperature by matching the value of the

nearest-neighbor spin correlator. With this method we found the same qualitative behavior, see Fig. 3B of the main

text (red circles).

4. GEOMETRIC STRING SIMULATION

Given the background signal and imperfect detection efficiency of the pattern finding algorithm, we cannot directly

compare the measured string length distribution to the predictions from geometric-string theory. We therefore instead

use these predictions to simulate snapshots, which in turn are analyzed to obtain string length distributions which

can be directly compared. Because this theory makes no statement about the parent AFM, in this simulation a

number of holes corresponding to the desired doping value are placed at random positions into the experimental

images taken at half filling. For each hole, a length is sampled from the analytic string length distribution and the

hole is propagated accordingly. The direction is chosen randomly at each step, but the hole cannot move backwards.

This procedure produces a set of images which are then analyzed identically to the experimental dataset, such that

the pattern detection scheme is common to both.
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4.1. Robustness to changes in geometric string predictions

We vary the geometric string theory prediction of the string length distribution to examine how the resulting de-

tected string-pattern length distribution changes, see Fig. S7B-G. Changing the temperature for Boltzmann sampling

of the string states yields a worse agreement with the experimental result, as does changing the participation ratio of

holes in strings by only moving a fraction of the holes which have been randomly placed. We also alternatively select

only strings of a given length and find the best agreement for strings of length 4; this is close to the average string

length at T = 0.6J of 4.2. From these results we conclude that perturbations to the analytic string length histogram

are unlikely to improve agreement with the experimental measurement. We note that the decrease in string count

at very high doping for infinite-length strings is likely an artifact from simulation.

5. PHENOMENOLOGICAL MODELS

While the results of the main text indicate that both geometric strings and π-flux states predict experimental

result better than sprinkled holes, it is also constructive to assess how well basic phenomenological models perform.

Here we consider two.

5.1. Matching spin correlations

Here we begin with a random but balanced spin distribution. From this ensemble, we randomly place the desired

number of doublon-hole pairs and holes according to the desired doping value. Finally, we flip spins randomly until

the correlators Cs(1) and Cs(
√
2) agree with the experimental data. From this dataset, we apply our string pattern

detection algorithm to compare with experimental result. The region of interest of the dataset matches that of the

experiment. We generate images corresponding to half-filling and to 10% doping in experiment.

Fig. S8A-C shows the measured string pattern length distribution, spin correlation function, and full counting

statistics of the staggered magnetization for the generated images in comparison to experimental result. Because

we begin with spin distributions with no correlations and artificially introduce nearest-neighbor and diagonal next-

nearest neighbor correlations, it is not surprising that the correlation functions do not agree beyond short distances. In

turn, because the spin correlation function at large distance is closely related to the average staggered magnetization,

it is not surprising that the staggered magnetization distribution also does not agree and that the average value is



19

lower for the generated data.

However, the string pattern length distributions do not match either. While there is agreement at short string

pattern lengths, the generated images contain statistically significantly more long patterns than in the experiment,

especially for half-filling. Surprisingly, it seems that matching the first two correlators is insufficient to introduce

the order needed to prevent long string patterns. Modifications to the phenomenological model such as beginning

from a perfect checkerboard pattern with SU(2) symmetry do not increase the level of agreement. Furthermore, the

additional contributions of making Cs(
√
2) match experiment (as compared to just Cs(1)) are small.

5.2. Corrections to a classical AFM

We also apply a phenomenological approach where we begin with a classical checkerboard, create singlets with

some variable density, and place doublon-hole pairs and holes randomly according to the desired doping value. We

finally apply a projective measurement process and, ensuring that the region of interest is the same as in experiment,

run the string search algorithm on the result.

Fig. S8D-F show that while the density of singlets can be varied to achieve reasonable agreement for the staggered

magnetization full counting statistics and string-pattern length distribution at 10% doping, the corresponding spin

correlation function seems unphysically flat at distances beyond the nearest neighbor. Furthermore, it is clear that

keeping the same density of singlets for half-filling results in stark disagreement across all observables.

6. THEORETICAL BACKGROUND

6.1. Geometric-string theory

To describe the effect that hole doping has on the AFM at half filling, we neglect correlations between dopants

and consider the case of a single hole. Our starting point is the undoped Heisenberg spin model at half filling, which

we describe by a thermal density matrix ρ1/2 = e−βĤH/Z1/2, where β = 1/kBT with the Boltzmann constant kB

and temperature T , Z1/2 is for normalization and ĤH = −J∑

〈i,j〉 Ŝi · Ŝj denotes the Heisenberg Hamiltonian with

coupling J between spins Ŝ on neighboring sites i, j of a square lattice. When modeling the correlations between

the mobile hole and the surrounding spins, we apply the frozen-spin approximation introduced at zero temperature

in Refs. [S16, S20]. To describe the motion of the hole, we introduce an approximate basis generated by string

states. For example, the trivial string state |j, σ, 0〉 with length ℓ = 0 and spin σ is obtained by annihilating a
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fermion with spin σ at some lattice site j, i.e. |j, σ, 0〉 = ĉj,σ|Ψ1/2〉, where |Ψ1/2〉 denotes any typical undoped state

from the ensemble described by ρ1/2. Non-trivial strings Σ, defined as finite trajectories on a square lattice without

self-retracing components, correspond to sites on a fractal Bethe lattice, or a Cayley tree, with coordination number

z = 4. Every such string labels a separate approximate basis state, |j, σ,Σ〉 = ĜΣ|j, σ, 0〉; the string operator ĜΣ

starts from the original position j of the hole and moves it along the trajectory described by Σ, while displacing all

spins along the way accordingly.

If |Ψ1/2〉 is the classical Néel state, the string states |j, σ,Σ〉 form an orthonormal basis, except for certain loop

configurations which have been identified first by Trugman [S50] and lead to double counting of some states. As

shown in Ref. [S16] however, one may assume that all states |j, σ,Σ〉 are mutually orthonormal; the dominant effect

of Trugman loops can be captured by adding corrections to the hole dispersion. If |Ψ1/2〉 describes the ground state

of the quantum Heisenberg AFM, the approximation that all states |j, σ,Σ〉 are mutually orthonormal still holds;

using exact diagonalization in a 4 × 4-site system with periodic boundary conditions we verify that state overlaps

remain ≪ 1 except for Trugman loop configurations. In fact, for any state with strong local AFM correlations, we

expect that this approximation is valid because the motion of the hole imprints a significant memory of its trajectory

in the surrounding spin environment. This is found to be true even in a completely disordered spin environment

at infinite temperature [S51], at least on a qualitative level. Because all typical states |Ψ1/2〉 from the ensemble

described by ρ1/2 have significant local AFM order, we will assume in the following that the set of states |j, σ,Σ〉

forms an orthonormal basis which defines the effective Hilbert space of the geometric string theory.

Next we derive the effective Hamiltonian. For simplicity, we consider the t−J Hamiltonian Ĥt−J = Ĥt+ĤJ which

provides an approximate low-energy description of the Fermi-Hubbard model when U ≫ t. The first term, Ĥt ∝ t,

introduces couplings between string states 〈Σ,Σ′〉 corresponding to holes tunneling to neighboring sites on the Bethe

lattice: ĤΣ
t = −t∑〈Σ,Σ′〉 |j, σ,Σ′〉〈j, σ,Σ|+ h.c.. The spin-exchange part of the Hamiltonian, ĤJ ∝ J , only depends

on the spin configuration in the lattice. Because the strings distort this configuration, they can be associated with a

finite potential energy Vpot(Σ) = 〈j, σ,Σ|ĤJ |j, σ,Σ〉. In general, this expression depends on the specifics of the string

configuration Σ. To simplify our model, we neglect self-interactions of the string and assume a linear string potential

depending only on the string length ℓΣ; thus in our effective model we consider the Hamiltonian ĤΣ
J =

∑

Σ Vpot(ℓΣ).

The potential is derived by considering only straight strings, which yields Vpot(ℓΣ) = (dE/dℓ)ℓΣ + g0δℓΣ,0 + µh;

the linear string tension is (dE/dℓ) = 2J
(

Cs(
√
2)− Cs(1)

)

where Cs(d) is the spin-spin correlator at distance d as



21

defined in the main text but for the undoped system, and the attractive potential g0 = −J (Cs(2)− Cs(1)) favors

short strings. µh = J(1 + Cs(2) − 5Cs(1)) denotes an overall energy offset which is irrelevant for our purposes.

The most extreme self-interactions of the string, caused by loop configurations, are not expected to invalidate the

geometric string approach; rather, they modify the hole dispersion and lead to additional dressing of the string with

magnetic fluctuations [S16].

Using the effective geometric string Hamiltonian ĤΣ = ĤΣ
t + ĤΣ

J introduced above, we can calculate the expected

string length distribution. We consider a thermal state ρΣ = e−βĤΣ

/ZΣ for the string part. The overall state

ρ = ρ1/2 ⊗ ρΣ factorizes and we use the experimental temperature T = 0.6J throughout. This fixes the string

tension (dE/dℓ) = 0.85J , which we obtain by calculating the finite-temperature spin correlations Cs(1), Cs(
√
2) in

the undoped Heisenberg model using a standard quantum Monte Carlo code from the ALPS package. We keep track

of the exponentially large string Hilbert space by making use of the discrete rotational symmetries of the Bethe

lattice which are present when the string potential depends only on the length ℓΣ of the string [S16]. The resulting

string length distribution is shown in Fig. 1C of the main text; there, however, we show string lengths in units of sites

rather than the bond count: the length of a string ℓ (in sites) is related to the length ℓΣ (in bonds) as ℓ = ℓΣ + 1.

A few comments are in order. First, we fix the quantum numbers σ and j specifying the beginning of the geometric

string. However, spin-exchange processes introduce matrix elements between states with different initial positions,

|j, σ,Σ〉 and |j′, σ,Σ′〉, with a strength ∝ J smaller than the dominant hopping amplitude t > J . As a result of

such processes, we expect that j can be chosen randomly. Second, the beginnings of different fluctuating strings

are expected to become correlated at sufficiently low temperatures. However, since their dynamics is determined

by an energy scale J , and the experimental temperature is of similar order of magnitude, we expect that such

correlations between j1 and j2 associated with two different holes can be neglected in the current experimental

regime. Third, thermal excitations of the fluctuating strings include vibrational and rotational [S16] excitations. If

rotational excitations are ignored, a significantly narrower string length distribution is obtained which is dominated

by quantum fluctuations. Indeed, at somewhat higher temperatures T ≈ 0.8J , we find from our effective model that

the string length diverges because the free energy can be reduced by creating a high-entropy state with exponentially

many rotational excitations. This transition is predicted in a regime where the experimental sample is too hot to

measure a string signal which differs significantly from an infinite temperature state.

Our approach is based on earlier work by Bulaevskii et al. [S17] and later by Brinkman and Rice [S18] and
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Trugman [S50], where similar calculations with strings have been performed at zero temperature and considering

a classical Néel state. The frozen-spin approximation represents an approximate way of generalizing these results

to situations with quantum and thermal fluctuations. The obtained trial wavefunction can also be interpreted as a

microscopic formulation of the meson picture of magnetic polarons: instead of the most common description of holes

as heavily dressed by magnetic fluctuations [S33–S36, S52], this theory – originally proposed by Béran et al. [S19]

using phenomenological arguments – describes the doped holes as bound states of spin-less chargons and charge-

neutral spinons. Including the properties of the spinon, located at the opposite end of the geometric string from the

chargon, is essential for recovering the known microscopic properties of a single hole in an AFM. On a macroscopic

level, the geometric-string theory discussed here describes a fermionic gas of mesons – a candidate state which has

also been proposed for the elusive pseudogap phase in cuprates [S53–S55].

6.2. π-flux theory

We use Metropolis Monte Carlo sampling to obtain Fock states of fermions described by the Gutzwiller projected

thermal density matrix ρ̂ = PGW e−ĤMF /kBTPGW determined by the quadratic Hamiltonian

ĤMF = −1

2
J∗

∑

i∈A

∑

σ

(

eiθ0 ĉ†i,σ ĉi+x,σ + e−iθ0 ĉ†i,σ ĉi+y,σ + h.c.
)

−1

2
J∗

∑

i∈B

∑

σ

(

e−iθ0 ĉ†i,σ ĉi+x,σ + eiθ0 ĉ†i,σ ĉi+y,σ + h.c.
)

.

(S3)

Here, i ∈ A(B) denotes lattice sites i which are part of the A(B) sublattice and ĉ
(†)
i,σ is the annihilation (creation)

operator of a fermion with spin σ. The Hamiltonian describes a system with staggered flux ±Φ = ±4θ0, and the

π-flux state is characterized by θ0 = π
4 [S56]. Fourier transforming leads to

ĤMF =
∑

k∈MBZ,σ

(

ĉ†k,σ ĉ†k+G,σ

)

ĥk

(

ĉk,σ
ĉk+G,σ

)

(S4)

with

ĥk = ReR(k)τ̂z + ImR(k)τ̂y (S5)

and

R(k) = −J∗
(

cos kxe
iθ0 + cos kye

−iθ0
)

, (S6)

with Pauli matrices τ̂ = (τ̂x, τ̂y, τ̂z). Here, k ∈MBZ denotes momenta k = (kx, ky) in the magnetic Brillouin zone.

Diagonalizing ĥk leads to two eigenstates |uk,µ〉 =
(

u0k,µ, u
1
k,µ

)T

for every momentum k in the magnetic Brillouin
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zone. Bloch’s theorem yields the wave function

ψk,µ(r) =
1√
L2

(

u0k,µ + u1k,µe
−iGr

)

e−ikr (S7)

with band index µ = ± and an L×L-site system size. We consider a system of 16 by 16 sites and cut out a circular

region of interest of the same size as in the experiment to obtain the same boundary effects in both cases. For a given

doping value, we assume a spin balanced system and start from a random occupation of states in momentum space

for both up and down fermions as well as a random configuration without double occupancies in real space. The

exclusion of states with double occupancies in the sampling corresponds to applying the Gutzwiller projection. From

any given state, updates in real space as well as updates in momentum space for up and down fermions are possible.

In real space, two neighboring sites can exchange their occupation if they differ. In momentum space, a given fermion

can change its momentum to any other unoccupied momentum. Note that in momentum space, we treat up and

down fermions separately from each other such that two fermions of opposite spin can have the same momentum.

The snapshots are generated by Metropolis Monte Carlo sampling according to the probability distribution

pβ(αr, αk) = e−βE(αk)| 〈αr|αk〉 |2, (S8)

where β = (kBT )
−1

is the inverse temperature and
∣

∣αr(k)

〉

denote Fock states in configuration (momentum) space.

Note that Eq. (S8) is not normalized. However, the normalization does not matter for the Metropolis sampling, since

only ratios of probability distributions are required.

The energy of a state |αk〉 is given by

E(αk) =
∑

k occ. in αk

ǫ(k) (S9)

with eigenenergies ǫ(k) of ĥk and the sum is taken over momenta k which are occupied in the considered Fock state

|αk〉.

After generating a sample of several thousand Fock states αr, doublon-holon pairs are artificially added with a

probability given by 4t2/U2 on nearest-neighbor sites with opposite spins. The experimentally measured anti-moment

correlator as shown in Fig. 5 of the main text, as well as numerics [S24], indicate that restricting doublon-hole pairs

to nearest neighbors is a valid approximation in this regime. In the following, we consider a region of interest of

the same size and shape as in the experiment. Furthermore, we simulate the experimental imaging procedure and

keep the parity-projected density distribution of either both spins or with one spin state removed. The coupling
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J∗ = 3J in the mean field Hamiltonian is chosen such that at half filling, the nearest- and next-nearest-neighbor

spin correlators obtained from the simulation at the temperature T = 0.6J fit the experimental data as closely as

possible. Without any other fitting parameter, the doping dependence of the nearest neighbor spin correlator is

described correctly. However, the temperature dependence of the spin correlators even at half filling is not captured

correctly with these parameters.

6.3. Free chargon theory

For reference, we consider a purely phenomenological theory of free fermionic chargons in the intermediate doping

regime above δ > 5%. Theoretically, it is motivated by the possibility that spinon-chargon pairs unbind and a

deconfined phase of chargons may be realized. For simplicity we consider free fermions, although qualitatively similar

anti-correlations would be expected for a gas of bosonic chargons with hard core repulsion. More informed theoretical

work has also proposed the possibility of a non-trivial metallic state of chargons [S32]. In our present work, we compare

to a free chargon theory to calculate the hole (or anti-moment) correlations. The phenomenological model assumes

point-like fermionic chargons ĥj on the square lattice, with an effective Hamiltonian Ĥch = −t∑〈i,j〉 ĥ
†
j ĥi + h.c. and

with the largest conceivable hopping strength t between neighboring sites. The chargon-chargon correlations are then

calculated from a simple thermal state ρch = e−βĤch with β = 1/kBT for the experimental temperature T = 0.6J

and t = 2J , see Fig. 5 in the main text.

6.4. Point-like magnetic polaron theory

We compare the experimentally measured anti-moment correlations to a model of free point-like magnetic polarons

with the known dispersion of a free hole in an AFM [S35, S36]. To this end we consider a model of free, point-like,

fermionic magnetic polarons m̂j on the square lattice, with a momentum-space Hamiltonian Ĥmp =
∑

k m̂
†
kĥkǫmp(k).

The dispersion relation was approximated as:

ǫmp(k) =
[

4χ2J2| cos(kx)e−iΦ/4 + cos(ky)e
iΦ/4|2 +B2

st/4
]1/2

, (S10)

motivated by the mean-field description of the staggered flux plus Néel state [S57] with parameters χ = 0.8, Bst =

0.35J and Φ = 0.4π determined such that the exact quantum Monte Carlo results at J = 0.4t [S37] are correctly

captured. The resulting two-point correlations for a range T = 0.5J to T = 0.7J in the thermal state ρmp =
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e−βĤmp/Zmp are calculated for t = 2J in the main text.

7. CORRELATION FUNCTIONS

7.1. Temperature dependence of Cs(d)

The data presented in Fig. 4 of the main text includes samples with temperatures between 0.5J and 0.7J , binned

by doping values with 2% resolution. In Fig. S9A we plot Cs(1), Cs(
√
2), and Cs(2) versus doping for each individual

experimental dataset, where colorbars for each quantity denote temperature. While it is clear that colder tempera-

tures are accompanied by stronger correlations, crucially one can see that the zero crossing of Cs(
√
2) persists across

the entire temperature range included.

We can also compare the experimentally measured Cs(1) versus doping to determinantal quantum Monte Carlo

calculation of the Hubbard model on an 8 × 8 homogeneous square lattice using the Quantum Electron Simulation

Toolbox, see Fig. S9B [S47, S48]. Agreement between the two indicate that our experimental approach to doping

the system does not change the temperature of the sample beyond experimental uncertainty.

7.2. Doping dependence of larger distance correlations

As an extension of Fig. 4A of the main text, in Fig. S10 we plot Cs(d) for d =
√
2, 2,

√
8, and 3 for experiment,

geometric strings, and π-flux states. Statistical uncertainty makes it challenging to quantitatively compare experiment

with theory. However, examining all cases independently it appears that for all of them, larger-distance correlators

may not exhibit a sign change with doping. In the case of geometric strings, the mixing of correlators beyond the

nearest neighbor correlator demonstrates a much smaller effect than for the nearest neighbor correlator because

longer-distance correlation lengths are much more similar in magnitude.
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FIG. S1. String detection algorithm. This schematic outlines the string detection algorithm used in the main text and detailed
in section 3.1 of the supplementary text. The algorithm only uses images with one spin species removed. After postselection,
the deviation from a reference checkerboard pattern is used to identify string patterns.
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FIG. S2. Effect of string count on post-selection. All parameters not mentioned are kept fixed as in the procedure outlined
in the main text. In all cases, we see that the qualitative features described in the main text are maintained. (A) Using a
different-size window for the analysis region, either 5 or 8 sites in diameter. (B) Fixing the window position to the center of
the system, compared to scanning the window position to maximize the staggered magnetization. (C) Varying the percentage
of data kept when postselecting on the staggered magnetization, either 40% or 80%.
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FIG. S3. Alternate string detection schemes. (A) The string length histogram and total string count produced with the
simplified difference pattern extraction algorithm. Apart from an increase in values of the string-pattern-based observables at
half-filling, the results are similar to the detection algorithm used in the main text. (B) Same quantities, but produced with
the happiness method, are also sensitive to doping but may be too noisy to be useful (see supplementary text section 3.4).
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FIG. S4. String pattern detection with simulated full spin readout and partial readout (with half-filling signal subtracted)
using Heisenberg QMC data with added charge fluctuations and strings. The signals have qualitatively the same shape but
are offset due to the lower detection efficiency without full spin readout.
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FIG. S5. Measured string pattern distribution for Heisenberg QMC simulation at half-filling and for 10% doping. Without
introducing charge fluctuations in the Heisenberg simulation, we see a significant deviation from experiment in the half-filling
distribution at low lengths. However, the simulation including charge fluctuations qualitatively matches experimental data,
providing evidence that the string patterns detected in the experimental data at half-filling arise from the distinction between
snapshots of a quantum antiferromagnet and the reference checkerboard.
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FIG. S6. Effects of temperature on string states and detection. (A) Analytic string length distribution for various temperatures.
Close to around T = 0.8J , the strings become unbound and the histogram significantly broadens. (B) Effect of increased
temperature on total string count, for various doping values. Saturation occurs at a lower temperature for higher doping,
reflecting how the string count can increase with temperature and doping. In particular, increasing temperature destroys the
AFM spin background, but under the string picture it also increases the length of geometric strings. Under our detection
scheme, the former dominates, and we cannot isolate the latter effect.
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FIG. S7. Effect of analytic string length distribution on measured string count. (A) String count versus doping, as in Fig. 3A
of the main text, but including all string-pattern lengths in the count. The agreement between all simulations and experiment
suggests that this quantity may be trivially dependent on doping. (B) Comparison of experimentally measured string count
and simulated geometric strings, for analytic string length distributions corresponding to temperatures T/J of 0.55, 0.60 (as in
main text), and 0.65. The T/J = 0.60 distribution matches experiment best. (C) Same, but varying the fraction of simulated
holes which are then propagated to simulate strings. The best agreement occurs when all holes are part of strings. (D-G)
Same, but for simulated strings which are of all of a single length, ranging from 2 sites to the infinite-site limit, instead of
sampled from the analytic distribution as described in the main text. In (B-G), the experimental result shown is the same.
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FIG. S8. Performance of phenomenological models. (A-C) String length histogram, spin correlation function, and staggered
magnetization distribution for experiment and a phenomenological model where spins are flipped in a random spin distribution
until the nearest-neighbor and next-nearest neighbor spin correlators match experimental values. (D-F) Same quantities, but
comparing experiment to a phenomenological model where singlet pairs are added to a classical Néel checkerboard and a
projective measurement is performed. The singlet pair density is tuned to achieve rough agreement with the doped experimental
data.
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FIG. S9. Temperature and spin-spin correlations. (A) Replotting the data from Fig. 4 of the main text prior to grouping by
doping shows additional spread from statistical fluctuation and temperature. The temperature of each dataset is indicated
by the colorbars; the average temperature of all datasets, weighted by dataset size, is T = 0.65(4)J . (B) Comparison of
the measured nearest-neighbor spin correlator to determinantal quantum Monte Carlo simulation shows that as we dope the
system, its temperature does not increase.
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[S19] P. Béran, D. Poilblanc, R. B. Laughlin, Nuclear Physics B 473, 707-720 (1996).
[S20] F. Grusdt, Z. Zhu, T. Shi, E. Demler, SciPost Physics 5, 057 (2018).
[S21] M. F. Parsons et al., Physical Review Letters 114, 213002 (2015).
[S22] M. F. Parsons et al., Science 353, 1253-1256 (2016).
[S23] M. Boll et al., Science 353, 1257-1260 (2016).
[S24] L. W. Cheuk, et al., Science 353, 1260-1264 (2016).
[S25] P. T. Brown et al., Science 357, 1385-1388 (2017).
[S26] E. V. Gorelik, et al., Physical Review A 85, 061602 (2012).
[S27] J. Koepsell et al., arXiv: 1811.06907 [cond-mat.quant-gas] (2018).
[S28] V. J. Emery, S. A. Kivelson, Nature 374, 434-437 (1995).
[S29] S. R. White, D. J. Scalapino, Physical Review Letters 80, 1272-1275 (1998).
[S30] J. Zaanen, O. Y. Osman, H. V. Kruis, Z. Nussinov, J. Tworzydlo, Philosophical Magazine B 81, 1485-1531 (2001).
[S31] C. Chin, R. Grimm, P. Julienne, E. Tiesinga, Reviews of Modern Physics 82, 1225-1286 (2010).
[S32] R. K. Kaul, Y. B. Kim, S. Sachdev, T. Senthil, Nature Physics 4, 28-31 (2007).
[S33] C. L. Kane, P. A. Lee, N. Read, Physical Review B 39, 6880-6897 (1989).
[S34] S. Sachdev, Physical Review B 39, 12232-12247 (1989).
[S35] G. Mart́ınez, P. Horsch, Physical Review B 44, 317-331 (1991).
[S36] J. Liu, X. Sun, D. L. Lin, T. F. Georgy, Journal of Physics: Condensed Matter 4, 5301-5308 (1992).
[S37] M. Brunner, F. F. Assaad, A. Muramatsu, Physical Review B 62, 15480-15492 (2000).
[S38] S. Sachdev, D. Chowdhury, Progress of Theoretical and Experimental Physics 2016, 12C102 (2016).
[S39] A. Bohrdt et al. Nature Physics (2019).
[S40] H. Bernien, et al., Nature 551, 579-584 (2017).
[S41] J. Zhang, et al., Nature 551, 601-604 (2017).
[S42] L. Feng, J. Hu, L. W. Clark, C. Chin, Science 363 521-524 (2019).
[S43] C. Honerkamp, W. Hofstetter, Physical Review Letters 92, 170403 (2004).
[S44] C. S. Chiu et al., Data for “String Patterns in the doped Hubbard model.” Harvard Dataverse (2019).
[S45] D. Greif, et al., Science 351, 953-957 (2016).
[S46] C. S. Chiu, G. Ji, A. Mazurenko, D. Greif, M. Greiner, Physical Review Letters 120, 243201 (2018).
[S47] C. N. Varney, et al., Physical Review B 80, 075116 (2009).
[S48] P. T. Brown et al., Science 363 379-382 (2019).
[S49] E. Khatami, M. Rigol, Physical Review A 84, 053611 (2011).
[S50] S. A. Trugman, Physical Review B 37, 1597-1603 (1988).
[S51] M. Kanász-Nagy, et al., Physical Review B 96, 014303 (2017).
[S52] S. Schmitt-Rink, C. M. Varma, A. E. Ruckenstein, Physical Review Letters 60, 2793-2796 (1988).
[S53] G. Baskaran, arXiv: 0709.0902 [cond-mat.str-el] (2007).
[S54] D. Chowdhury, S. Sachdev, Quantum Criticality in Condensed Matter: Phenomena, Materials and Ideas in Theory and

Experiment , J. Jedrzejewski, Ed. (World Scientific, 2016), chap. 1, pp. 1–43.
[S55] M. Punk, A. Allais, S. Sachdev, Proceedings of the National Academy of Sciences 112, 9552–9557 (2015).
[S56] J. B. Marston, I. Affleck, Physical Review B 39, 11538–11558 (1989).
[S57] T. K. Lee, S. Feng, Physical Review B 38, 11809–11812 (1988).

http://dx.doi.org/10.1103/PhysRevLett.20.1445
http://dx.doi.org/10.1088/0022-3719/15/1/007
http://dx.doi.org/10.1103/PhysRevB.41.2326
http://dx.doi.org/10.1103/PhysRevB.70.075109
http://dx.doi.org/10.1126/science.1209284
http://dx.doi.org/10.1126/science.aal3837
http://dx.doi.org/10.1126/science.aam8990
http://dx.doi.org/10.1103/PhysRevLett.58.2794
http://dx.doi.org/10.1103/RevModPhys.78.17
http://dx.doi.org/10.1038/nature14165
http://dx.doi.org/10.1038/nature22362
http://dx.doi.org/10.1126/science.235.4793.1196
http://dx.doi.org/10.1103/PhysRevLett.76.503
http://dx.doi.org/10.1016/0003-4916(89)90077-8
http://dx.doi.org/10.1103/PhysRevX.8.011046
http://www.jetp.ac.ru/cgi-bin/dn/e_027_05_0836.pdf
http://dx.doi.org/10.1103/PhysRevB.2.1324
http://dx.doi.org/10.1016/0550-3213(96)00196-4
http://dx.doi.org/10.21468/SciPostPhys.5.6.057
http://dx.doi.org/10.1103/PhysRevLett.114.213002
http://dx.doi.org/10.1126/science.aag1430
http://dx.doi.org/10.1126/science.aag1635
http://dx.doi.org/10.1126/science.aag3349
http://dx.doi.org/10.1126/science.aam7838
http://dx.doi.org/10.1103/PhysRevA.85.061602
https://arxiv.org/abs/1811.06907
http://dx.doi.org/10.1038/374434a0
http://dx.doi.org/10.1103/PhysRevLett.80.1272
http://dx.doi.org/10.1080/13642810108208566
http://dx.doi.org/10.1103/RevModPhys.82.1225
http://dx.doi.org/10.1038/nphys790
http://dx.doi.org/10.1103/physrevb.39.6880
http://dx.doi.org/10.1103/PhysRevB.39.12232
http://dx.doi.org/10.1103/PhysRevB.44.317
http://dx.doi.org/10.1088/0953-8984/4/23/007
http://dx.doi.org/10.1103/PhysRevB.62.15480
http://dx.doi.org/10.1093/ptep/ptw110
http://dx.doi.org/10.1038/s41567-019-0565-x
http://dx.doi.org/10.1038/nature24622
http://dx.doi.org/10.1038/nature24654
http://dx.doi.org/10.1126/science.aat5008
http://dx.doi.org/10.1103/PhysRevLett.92.170403
http://dx.doi.org/10.7910/DVN/1CSVBV
http://dx.doi.org/10.1126/science.aad9041
http://dx.doi.org/10.1103/PhysRevLett.120.243201
http://dx.doi.org/10.1103/PhysRevB.80.075116
http://dx.doi.org/10.1126/science.aat4134
http://dx.doi.org/10.1103/PhysRevA.84.053611
http://dx.doi.org/10.1103/PhysRevB.37.1597
http://dx.doi.org/10.1103/PhysRevB.96.014303
http://dx.doi.org/10.1103/PhysRevLett.60.2793
https://arxiv.org/abs/0709.0902
http://dx.doi.org/10.1142/9789814704090_0001
http://dx.doi.org/10.1142/9789814704090_0001
http://dx.doi.org/10.1073/pnas.1512206112
http://dx.doi.org/10.1103/PhysRevB.39.11538
http://dx.doi.org/10.1103/PhysRevB.38.11809

	String patterns in the doped Hubbard model
	Abstract
	 Contents
	1 Atomic sample preparation
	2 Doping determination
	2.1 Error analysis

	3 String pattern detection
	3.1 Algorithm
	3.2 Total string count
	3.3 Algorithm evaluation
	3.3.1 Postselection and finite-size effects
	3.3.2 Comparison to full readout
	3.3.3 Signal at half-filling
	3.3.4 Temperature dependence

	3.4 Alternate algorithms
	3.4.1 Simplified difference method
	3.4.2 Happiness method

	3.5 Average string length

	4 Geometric string simulation
	4.1 Robustness to changes in geometric string predictions

	5 Phenomenological models
	5.1 Matching spin correlations
	5.2 Corrections to a classical AFM

	6 Theoretical background
	6.1 Geometric-string theory
	6.2 -flux theory
	6.3 Free chargon theory
	6.4 Point-like magnetic polaron theory

	7 Correlation functions
	7.1 Temperature dependence of Cs(d)
	7.2 Doping dependence of larger distance correlations



