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STRONG APPROXIMATION FOR SET�INDEXED PARTIAL

SUM PROCESSES VIA KMT CONSTRUCTIONS III

EMMANUEL RIO

Abstract� We generalize the results of Koml�os� Major and Tusn�ady

concerning the strong approximation of partial sums of independent
and identically distributed random variables with a �nite r�th moment
to the case when the parameter set is two�dimensional� The most

striking result is that the rates of convergence are exactly the same as
in the one�dimensional case�

�� Introduction and results

In this paper� we continue the research started in Rio �����a� ����b� �����	
So� the purpose of this paper is to establish strong invariance principles for
partial
sum processes indexed by a class S of subsets of the unit cube ��� ��d	
These processes are determined by an array �Xi�i�Zd of random variables	
If S is any collection of subsets of the unit cube� we de�ne the partial
sum
process fX��S�  S � Sg by

X��S� �
X
i��S

Xi�

When d � �� S is the class of subintervals of ��� �� and �Xi�i�� is a sequence of
independent and identically distributed real
valued random variables with a
�nite r
th moment for some r � �� Koml�os� Major and Tusn�ady ������ �����
proved that a sequence �Yi�i�� of independent and identically distributed
Gaussian variables may be constructed in such a way that

sup
S�S

jX��S�� Y ��S�j � o��d�r� a	s	 �����

By the second Borel
Cantelli lemma� the rates of strong approximation ap

pearing above are optimal �Breiman �������	

Our aim is to obtain optimal rates of convergence in strong invari

ance principles for partial
sum processes when the time parameter is multi

dimensional	 In that case the optimal rates depend mostly on the geometric
properties of the class S �see Beck ������ and Rio �����a��	 When S is
a Vapnik
Chervonenkis class of subsets of the unit cube with uniformly

ESAIM� Probability and Statistics is an electronic journal with URL address

http���www�emath�fr�ps�

Received by the Journal May �	� 	

�� Revised April ��� 	

� Accepted for

publication June �� 	

�

c� Soci�et�e de Math�ematiques Appliqu�ees et Industrielles�



��� EMMANUEL RIO

bounded perimeter �such as the class of Euclidean balls or the class of
boxes			� Rio �����a� obtained

sup
S�S

jX��S�� Y ��S�j � o� ��d�����
p
log � � a	s	 �����

for any r � �d��d� �� and ��	�� for � � r � �d��d� ��	 It comes from the
lower bounds of Beck ������ that ��	�� is optimal� up to an eventual factorp
log �� when S is the class of Euclidean balls �Rio �����a��	
However� Beck ������ proved that for the class of Euclidean balls and

the class of lower
left orthants the lower bounds to the distances between
the normalized empirical measure and the nearest Brownian measure have
entirely di�erent order of magnitude	 For example� when S is the class of
lower
left orthants� the lower bounds to the distance between the normal

ized empirical measure Zn��� and the Brownian measure are of the order of
n�����logn��d�����	 Furthermore� in the two
dimensional case� the strong
invariance principle for the normalized uniform empirical process holds with
rate n�����logn�� �Tusn�ady �������	 By contrast� when S is the class of Eu

clidean balls� the lower bounds to the distance between the normalized em

pirical measure Zn��� and the Brownian measure are of the order of n

�����d�	
So one can think that ��	�� may be improved	 In this paper� we prove

that ��	�� holds for any r � �� when d � � and S is the class of lower
left
orthants	 Let us now state our main result	

Notation ���� Throughout the paper� Z� is equipped with the product
order	 We set � � ��� ��	

Theorem ���� Let �Xi�i�Z� be an array of real�valued independent random

variables with common distribution function F such thatZ
R

x�dF �x� � � and

Z
R

xdF �x� � ��

Assume furthermore thatZ
R

jxjrdF �x� �� for some r � ��
Then there exists an array �Yi�i�Z� of independent standard normal random

variables such that

sup
m�������

��� X
��i�m

�Xi � Yi�
��� � o����r� a�s�

Now we prove Theorem �	�	 The proof of this theorem is mainly based
on a two
dimensional construction of the two arrays of independent random
variables� which combines the matching method of Tusn�ady ������ �this
matching method can be modi�ed to obtain a strong invariance principle
for the two
dimensional Poisson process� together with a powerful exten

sion of the results of Koml�os� Major and Tusn�ady ������ to non identically
distributed random variables� due to Sakhanenko �����a� ����b�	 This tech

nique was already used in Rio ������ to obtain an error term of the order
of ���r�log ���	 In this paper� we remove the extra factor �log ��� using
adaptive truncations as in Bass ������ and the new levels of truncations
introduced in Laurent
Bonvalot ������	 Unfortunately the matching tech

niques fail when d � � and we are unable to generalize this result to higher
dimensions	 Now we describe our method of construction of the two arrays	
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�� Construction of the arrays

Contrary to Rio �����a� ����b�� we construct the two arrays in Z�	 The
main tool for the construction is a matching argument� which is similar to
the matching argument previously used by Tusn�ady ������	 In order to
construct the arrays� we need to introduce some more notation	

Definition ���� Let �Xi�i�Z� be a sequence of real
valued random variables
with mean zero	 For any nonincreasing cadlag function H  R� � R

�� let
H�� denote the cadlag inverse function of H � which is de�ned by

H���u� � supft � R�  H�t� � ug�

with the convention that sup � � �	 For any real
valued random variable X
with distribution function F � we denote by QX or QF the inverse function
of HX  t� P�jXj� t�	

Throughout the sequel� we need the following representation of a ran

dom variable Z with distribution function F 	

Notation ���� Let Z be a random variable with distribution function F
and � be a random variable with uniform distribution� independent of Z	
Let

HZ�t� �� � P�jZj � t� � lim
s�t

HZ�s�

and u be the uniformly distributed random variable which is de�ned by

u � HZ�jZj� � ��HZ�jZj � ���HZ�jZj���

Then jZj � QF �u� almost surely	 We denote by G the bivariate distribution
function of �u� Z� and by FL the distribution function of Z�Iu���L�� 	

In order to construct the arrays� we need the following lemma� due to
Skorohod ������	

Lemma ���� If r� and r� are random variables with values in two Polish

spaces R� and R� and � is a random variable with uniform distribution

over ��� �� independent of �r�� r��� then there exists a measurable function

�  R� 	 R� 	 ��� ��� ��� �� and a measurable function g  R� 	 ��� ��� R�

for which there hold the following relations� ��r�� r�� �� is independent of r��
has uniform distribution over ��� �� and r� � g�r�� ��r�� r�� ��� a�s�

From Lemma �	�� it follows that it su�ces to construct the two arrays in
another probability space	 Let �Zi�i�Z� be an array of independent random
variables with common distribution function F 	 In order to construct the
arrays� we will divideZ� into dyadic squares	 Clearly� for any natural integer
N � ��� �N����n��� �N�� is a disjoint union of three dyadic squares �Cq�N�q	����


of the length �N 	 So we will de�ne the arrays �Xi�i�Cq�N and �Yi�i�Cq�N as a
measurable function of �Zi�i�Cq�N and some auxiliary random variable	 The
main step of the proof is the following theorem	

Theorem ���� Let F be a distribution function satisfying the assumptions

of Theorem � and Q be any nonincreasing function from ��� �� to R� such

that Q � QF and u� u����r�Q�u� is nonincreasing�
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An array �Xi�i�����N �� of independent random variables with common

distribution function F and an array � �Yi�i�����N �� of independent and Gaus�

sian random variables with

E� �Yi� �

Z
R

xdF�N�x� and E� �Y �
i � �

Z
R

x�dF�N�x� �a�

may be constructed in such a way that� for any u in ��� ���

P

�
sup

m�����N ��

��� X
��i�m

�Xi � �Yi�
��� � crQ�u�

�

 ��N��u �b�

for some constant cr depending only on r and on
R
R
x�dF �x��

Proof� Clearly we may assume that the underlying probability space con

tains an array �ui� Zi�i of independent random variables with common dis

tribution G	

In order to prove Theorem �	�� we shall use repeatedly the following
extension of the results of Koml�os� Major and Tusn�ady ������� due to Sakha

nenko �����a� ����b�	

Theorem ���� Let 	 � � and �
i�i����n� be a sequence of independent real�

valued random variables having a �nite moment of order 	� Then there

exists a sequence ��i�i����n� of independent Gaussian random variables sat�

isfying the condition

E�
i� � E��i�� E�

�
i � � E��

�
i � for any i � ��� n�

and such that

E

�
sup
m�n

��� mX
i	�

�
i � �i�
����� 
 C	��

nX
i	�

E�j
i j���

where C is some positive universal constant�

Let us now introduce the two
dimensional Haar basis on the space
������ �N �� �Z�� equipped with the usual inner product	

Definition ���� Let Ij�k ���k � ���j� k�j� �Z	 and ej�k be the indicator
function of Ij�k	 For any positive integer j we set �ej�k � ej�k � �ej����k 	
Then

B � feN��g � f�ej�k  j � ��� N �� k � ��� �N�j�g
is an orthogonal basis of the space ������ �N � �Z� equipped with the usual
inner product	 Therefore B  B is an orthogonal basis of ������ �N �� �Z��
equipped with the usual inner product	

We denote by B� � fe��l  l � ��� �N �g the usual orthonormal basis of
������ �N ��Z�	 Then

B�  feN��g � B  f�ej�m  j � ��� N �� m� ��� �N�j�g

is an orthogonal basis of ������ �N �� � Z�� equipped with the usual inner
product	
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Consequently� to de�ne the Gaussian array � �Yi�i it su�ces to construct
a Gaussian random vector with independent components�

VN�l  l � ��� �N �� VL�k�N��� �VL�k�j�m  L� j� k�m
�

ful�lling

E�VN�l � � �
N
E�Z�Iu����N�� �� VarVN�l � �

N Var�Z�Iu����N�� � �����

and
E�VL�k�N��� � E� �VL�k�j�m� � �� ����a�

��L�N VarVL�k�N�� � �
�L�j Var �VL�k�j�m � Var�Z�Iu����N�� �� ����b�

Then the array � �Yi�i will be uniquely de�ned by the equations

VN�l � ��Y j e��l  eN���� VL�k�N�� � ��Y j eN��  �eL�k�

and
�VL�k�j�m � ��Y j �ej�m  �eL�k��

We want to construct the Gaussian random array from the random
variables �ui� Zi�i	 Throughout the construction� we assume that the under

lying probability space is rich enough in the following sense there exists a
sequence ��l�l�� of independent random variables having uniform distribu

tion on ��� �� and being independent of the sequence �ui� Zi�i	

We start by the construction of the partial sums in each row of the
random variables	 By Theorem �	�� a sequence �xi�i������N � of independent
random variables with common distribution function F�N and a sequence
��i�i������N � of independent Gaussian random variables satisfying

E��i� � E�xi� and E���i � � E�x
�
i �

may be constructed in such a way that

E

�
sup

m���N

��� mX
i	�

�xi � �i�
���
r� 
 C��r��r

��NX
i	�

E�jxi j
r��

By Lemma �	�� there exists a uniformly distributed random variable � inde


pendent of �xi�i and a measurable function �N  R
�N 	 ��� �� � R

�N such
that

�N �x� � � � �� x�N � � � � � xl�N�� � � � �� x�l����N � � � � � �� �

��� � � � �� ��N � � � � � �l�N�� � � � �� ��l����N � � � ���

Let Z�N
i � Zi�Iui����N�� 	 Clearly the random variables �Z�N

i �i are in

dependent and identically distributed with distribution F�N 	 Now we set
UN�l � Z�N

l�� � � � �� Z�N
l��N and

�VN��� � � � � VN�l� � � �� � �N�UN��� � � � � UN�l� � � � � ���� �����
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Then �VN�l�l�����N � is a Gaussian random vector with independent compo

nents ful�lling ��	��� and

E

�
sup
m��N

��� mX
l	�

�UN�l � VN�l�
���
r� 
 C��r��r��NE�jZ�N

�
j
r�� �����

In order to de�ne the random �elds �Xi�i and � �Yi�i we will use a match

ing argument	 Let � be a random permutation of the space of sites� indepen

dent of the array �ui� Zi�i	 Assume furthermore that each row is invariant
under the action of �	 Then �Z�i��i is a sequence of independent random
variables with common distribution function F and

UN�l � Z�N
�l��� � � � �� Z�N

�l��N �� �����

Hence ��	�� still holds if we replace Zi by Xi � Z�i� in each site	 So we
will de�ne the array �Xi�i and the Gaussian array � �Yi�i from a random
permutation �� conditionally to the 
�eld generated by �ui� Zi�i	

The permutation � will be de�ned as a product of random permuta

tions	 Let

FN � f��� �ui� Zi�  i � ��� �N ��g� �����

Clearly we may assume that the underlying probability space contains a
sequence ��L�L����N� of independent random permutations of ��� �

N �� for
which the following properties hold the sequence ��L�L����N� is indepen

dent of FN and �L has the structure below
Definition ��	� For i 
 �N � �L��� let �L�l�i denote the transposition
between �l� i� and �l� i� �L���	 Let �bL�l�i��l�i������N �� be an array of inde

pendent random variables with common distribution the Bernoulli law with
parameter �����	 We set

�L �
�NY
l	�

�N�LY
k	�

�L��Y
i	�

�
bN�l�i��k����L

L�l�i��k����L
�

Note that the rectangles ��� m�	 IL�k are invariant under the action of �L	

In order to de�ne the Gaussian array� we need to introduce a nonin

creasing �ltration �FL�L����N�	 Throughout we assume that our auxiliary
sequence ��l�l�� of uniformly distributed random variables is independent
of the 
�eld generated by the array �ui� Zi�i and the random permutations
��L�L����N�	

Definition ��
� For any L in ��� N �� we set

GL � f�L� �i  i ���N�L� �N�L���g
and we de�ne the nonincreasing �ltration �FL�L����N� by FL�� � FL � GL�
where FN is de�ned by ��	��	

We now describe the �N � L� ��
th step of the construction� which is
the construction of the random variables VL�k�l	 These random variables will
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be FL��
measurable and independent of FL	 Here we need some additional
notation	

Definition ���� For L in ��� N �� let the array �Z
�L�
i �i of independent ran


dom variables with distribution F be de�ned by Z
�L�
i � ZL�������N�i�	 We

set Z
�N�
i � Zi	 Let us de�ne the array �Xi�i by Xi � Z

���
i 	 We also de�ne

the arrays of truncated random variables �Z
�L�K�
i �i by

Z
�L�K�
i � ZL�������N �i��Iu�L��������N �i����K�� �

We set Z
���K�
i � XK

i

Notation ����� For k � ��� �N�L�� we de�ne the truncated innovations
UL�k�l by UL�k�l � �X

N�L�� j e��l  �eL�k� � �Z�L���N�L��� j e��l  �eL�k�	

Let L be in ��� N �	 Using Lemma �	�� we will de�ne the random vector

�VL�k�l�l�����N � as measurable function of �Z
�L�
l�i �l�i and �bL�l�i�l�i in such a

way that this random vector will be independent of FL and Gaussian with
the prescribed covariance structure	

For the sake of simplicity of notations� we �x L and take k � � for
the construction	 We �rst study the conditional law of the random vector
�UL�k�l�l�����N � given FL	 By de�nition of �L�

UL�k�l�
�L��X
i	�

��� �bL�l�i��Z�L�N�L���
l�i � Z

�L�N�L���

l�i��L�� �� �����

Let the random sequences ��p�p and �zp�p be de�ned by

zp � Z
�L�N�L���
lp�ip

� Z
�L�N�L���
lp�ip��L�� and �p � �� �bL�lp�ip �����

where �lp� ip� is the unique pair of integers in ��� �
N � 	 ��� �L��� such that

p � �lp � ���L�� � ip	
Clearly the so de�ned random variables zp are FL
measurable� inde


pendent and identically distributed	 Hence the GL��
measurable sequence
��p�p�����N�L��� of independent Rademacher random variables is indepen

dent of the sequence �zp�p�����N�L���	

So� by Theorem �	� and Lemma �	�� there exists a measurable function

�  R�N�L��	R�N�L��	 ��� ��� R
�N�L��

for which there hold the following
properties

Property ����� If � is a random variable with uniform law over ��� ���
independent of the sequence �zp� �p�p� then the random vector

��z�� z�� � � � � ��� ��� � � � � �� � �y�� y�� � � � � y�N�L���

is a standard normal random vector conditional on the random variables
�zp�p and

E

�
sup

m��N�L��

��� mX
p	�

zp��p � yp�
���
r ��� z�� z�� � � �� 
 C��r��r

�N�L��X
p	�

jzpj
r�
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Hence the random variables �zpyp�p are Gaussian and independent con

ditional on the sequence �zp�p	

In order to de�ne the Gaussian random variables VL�k�N�� and �VL�k�j�m�
we need further notation	

Notation ����� Let ���p�p be a sequence of independent and uniformly
distributed random variables� independent of �z�� z�� � � � � ��� ��� � � � � ��	 We
set

u�p � Hzp�jzpj� � ��p�hzp�jzpj � ���Hzp�jzpj���
Let zl�i � zi��l����L�� � yl�i � yi��l����L�� and u�l�i � u�i��l����L�� 	 We set

WN�� �
�NX
l	�

�L��X
i	�

zl�iyl�i � �WN�� �
�NX
l	�

�L��X
i	�

�eN���l�zl�iyl�i

and� for j � N and m in ��� �N�j��

Wj�m �
�NX
l	�

�L��X
i	�

ej�m�l�zl�iyl�i�Iu�
l�i
���j�L

and

�Wj�m �
�NX
l	�

�L��X
i	�

�ej�m�l�zl�iyl�i�Iu�
l�i
���j�L �

We also set

DN�� �
�NX
l	�

�L��X
i	�

z�l�i �
�DN�� �

�NX
l	�

�L��X
i	�

�eN���l�z
�
l�i

and� for j � N and m in ��� �N�j��

Dj�m �
�NX
l	�

�L��X
i	�

ej�m�l�z
�
l�i�Iu�l�i���j�L �

�Dj�m �
�NX
l	�

�L��X
i	�

�ej�m�l�z
�
l�i�Iu�l�i���j�L �

Throughout the end of this subsection� we study the distributions of
the random variables conditional on the random variables �zp� ��p�p	 Clearly

fWN��� �Wj�m  �j�m� � ��� N �	 ��� �N�j�g is a conditionally Gaussian array	
Let us study the covariance structure of this conditionally Gaussian array	
We �rst note that

VarWj�m � Var �Wj�m � Dj�m� Cov�Wj�m� �Wj�m� � �Dj�m� �����
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Let �j�m� and �j�� m�� be two distinct indices	 We may assume that j 
 j�	
Then

Cov� �Wj�m� �Wj��m�� �
�NX
l	�

�L��X
i	�

�ej��m��l��ej�m�l�z
�
l�i�Iu�l�i���j�L

� �ej��m��m�j� �Dj�m� ������

In the same way one can prove that

Cov�Wj�m� �Wj��m�� � �ej��m��m�j�Dj�m� ������

Note also that

Cov� �Wj�m�WN��� � �Dj�m and Cov�Wj�m�WN��� � Dj�m� ������

From ��	��� and ��	��� the random variables Tj�m � Dj�m
�Wj�m� �Dj�mWj�m

are independent� centered and Gaussian	 Moreover� by ��	���� these random
variables are independent of WN��	

It remains to normalize these new independent random variables	 Let
f
�N��� �
�j�m  �j�m� � ��� N �	 ��� �N�j�g be an array of independent stan

dard normal random variables� independent of the 
�eld generated by the
previously de�ned random variables	 Clearly

VarTj�m � Dj�m�D
�
j�m � �D�

j�m� � �j�m�

Therefore we de�ne the random variables �Vj�m by

�Vj�m �

s
�j�LVarX�N

�

�j�m
�Dj�m

�Wj�m � �Dj�mWj�m� if �j�m �� � �����a�

and

�Vj�m �
q
�j�LVarX�N

�
�
�j�m if �j�m � �� �����b�

In the same way we set

VL�N�� � D
����
N��

q
�N�LVarX�N

� WN�� if DN�� �� � �����a�

and

VL�N�� �
q
�N�LVarX�N

� 
�j�m otherwise	 �����b�

By de�nition� the variables fVL�N��� �Vj�m  j � ��� N �� m � ��� �N�j�g are
independent� centered and Gaussian with

VarVL�N�� � �
N�LVarX�N

�
and Var �Vj�m � �

j�LVarX�N
�
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conditional on the random variables �zp� ��p�p	 Now� by Lemma �	� again
there exists some uniformly distributed random variable u independent of
the random sequence �zp� �p�p and such that

�VL�N��� �Vj�m  j � ���N �� m � ��� �N�j�� � �L�z�� z�� � � � � ��� ��� � � � � u�
������

for some measurable function �L	

Let the random sequences ��kp�p and �z
k
p�p be de�ned by

zp � Z
�L�N�L���
lp�ip

� Z
�L�N�L���

lp�ip��L�� and �p � �� �bL�lp�ip � ������

where �lp� ip� is the unique pair of integers in ��� �
N �	��k����L� �k������L�

such that p � �lp � ���L�� � ip � �k � ���L	
Clearly the so de�ned random variables zkp are FL
measurable� inde


pendent and identically distributed	 Hence the GL��
measurable sequence
��kp�p�����N�L��� of independent Rademacher random variables is indepen

dent of the sequence �zp�p�����N�L���	

Definition ����� Let the random variables VL�k�N�� � ��Y j eN���eL�k� and
�VL�k�j�m � ��Y j �ej�m  �eL�k� be de�ned from �zk� � zk� � � � � � �k� � �k� � � � � � �k��N�L�
via �L	

Since the sequences �zkp � �
k
p�p are independent together and identically

distributed when k varies� the so de�ned variables are FL��
measurable	
Furthermore they are independent� Gaussian and satisfy ��	�� conditionally
to FL	 Hence the array � �Yi�i which is uniquely de�ned by De�nition �	��
and ��	�� is a Gaussian array ful�lling the assumptions of Theorem �	�	

�� Upper bounds for the construction

Notation ���� We set  � sup
m�����N ��

��� X
��i�m

�Xi � �Yi�
���	

In order to control the error term� it will be convenient to use the Haar
expansion of the indicator functions of the interval �see Bretagnolle and
Massart �������	

Definition ���� For any integer p in ��� �N �� let k�j� p� be the integer such
that p belongs to Ij�k�j�p� and �e

p
j � �ej�k�j�p�	 Let the coe�cients �j�p� be

de�ned by

�I���p� � p��NeN�� �
NX
j	�

�j�p��e
p
j �

Clearly� for any array �
i�i of real
valued random variables�

X
��i��m�p�


i � p��N �
 j �I���m�  eN��� �
NX
j	�

�j�p��
 j �I���m�  �epj �� �����
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Let

 � �
X

i�����N ��

jXi �X�N
i j and  i �  i�N �

NX
L	�

sup
k�����N�L�

 i�L���k

for i � �� �� where

 ��N � ��  ��L���k �
�NX
m	�

X
p�IL�k

jXN�L
m�p �XN�L��

m�p j�

 
�N � sup
m��N

��� mX
l	�

�UN�l � VN�l�
����  
�L���k � sup

m��N

��� mX
l	�

�UL�k�l � VL�k�l�
���

and VL�k�l � ��Y j e��l  �eL�k�	
The following inequality derives straightforwardly from ��	��� using the

same method as in Rio �����a� pp	 ���
����

 
  � � � �  
�

In order to prove Theorem �	�� we have to prove that� for i � �� �� ��

P� i � CrQ�u�� 
 ��N��u �����

for some constant Cr depending only on r and on
R
R
x�dF �x�	

���� Control of  �

Throughout the sequel� c will denote a positive constant depending only on
r and on E�X�

�
�� which may vary from line to line	

By de�nition of  ��  � �  ��� �  ��� where

 ��� �
X

i�����N ��

QF �ui��Iui�u and  ��� �
X

i�����N ��

QF �ui��Iui��u����N����

Since P� ��� �� �� 
 ��Nu� it su�ces to prove that

P� ��� � cQ�u�� 
 ��Nu� �����

Now
P�QF�ui��Iui��u����N�� � �� �� 
 ���N��

and consequently we get from Theorem �	�� in Petrov ������ p	 ��� that

E
�
 
r

���

� 
 �c��N Z �

u

Q
r�v�dv 
 �c��NuQ
r�u� �����

because of the monotonicity of v � v
��Q
r�v�	 Hence ��	�� follows� there

fore completing the control of  �	 tu
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In order to prove ��	�� for i � �� �� we will bound up the moments of
order �r of the random variables  i	 First of all we note that ��	�� follows
from the upper bound

E� 
r
i � 
 cQ
r����N��� �����

via Markov!s inequality� seeing that� under ��	���

P� i � c��
rQ�u�� 

�Q����N���

Q�u�

�
r

 ��N��u

for any u 
 ���N��� because of the monotonicity of u� u
��Q
r�u�	

Now� by the H"older inequality�

E� 
r
i � 


� NX
L	�

�� � L���
�
r���

E� 
r
i�N � �

NX
L	�

L�r��
E
�
sup

k��L��

 
r
i�N�L�k

��


 �
r
�
E� 
r

i�N � �
NX
L	�

�L��X
k	�

L�r��
E
�
 
r
i�N�L�k

��
� �����

Hence ��	�� follows from ��	�� and the estimates below via the monotonicity
of u� u
��Q
r�u�	

Proposition ���� Under the assumptions of Theorem ��	� for i � �� � there
exists some constant c such that

E� 
r
i�N � 
 c��N

Z �

���N��

Q
r�u�du �a�

and� for any L in ��� N � and any k in ��� �N�L��

E� 
r
i�L���k � 
 c�N�L

Z �

��N�L��

Q
r�u�du� �b�

Proof� We start by the proof in the case i � �	

���� Control of  �

To prove ��	��� we only need to prove Proposition �	��b�	 Since

�NX
m	�

X
p�IL�k

P�jXN�L
m�p �XN�L��

m�p j �� �� 
 ��

we get from Theorem �	�� in Petrov ������ p	 ��� that

E
�
 
r

��L���k

� 
 c�N�L
E
�jXN�L

�
�XN�L��

�
j
r�


 c�N�L

Z �

��N�L��

Q
r�u�du�

Hence Proposition �	��b� holds	
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���� Control of  


When i � �� Proposition �	��a� follows immediately from ��	��	 To prove
Proposition �	��b�� we �rst note that the random variables � 
�L���k�k are
identically distributed	 So we take k � � throughout	

Notation ���� Let WL���l � zl��yl�� � � � �� zl��L��yl��L�� � with the same
notations as in section �	 We set

 � � sup
m��N

��� mX
l	�

�UL���l �WL���l�
��� and  � � sup

m��N

��� mX
l	�

�WL���l � VL���l�
����

Clearly
 
�L���� 
  � �  �� �����

Now� by Property �	���

E� 
r
� � 
 C��r��r�N�L

E�jXN�L��
�

j
r�


 C��r��r�N�L

Z �

��N�L
Q
r�u�du� �����

It remains to bound up the �r
th moment of  �	

Notation ���� Let  ��N � jVL�N�� �WN��j and  ��j���m � j �Vj�m � �Wj�mj
for j in ��� N � and m in ��� �N�j�	 Set  ��N � �	 For m � �� �� let

 ��N���m � sup
p���m����N�L�� �m�N�L�� �

��� pX
i	���m����N�L��

zpyp�I�N�Lu�p��

���
and� for j in ��� N � �� and m in ��� �N�j��

 ��j���m � sup
p���m����j�L�� �m�j�L�� �

��� pX
i	���m����j�L��

zpyp�I�j�Lu�p������

����

Using the Haar expansion of �I���m� introduced in De�nition �	� and
arguing as in Rio �����a� pp	 ���
����� we get that

 � 
  � � � ��

where

 i �  i�N �
NX
j	�

sup
m�����N�j �

 i�j���m for i � �� ��

Hence Proposition �	��b� follows from the estimates below thanks to the
H"older inequality again and the monotonicity of u� u
��Q
r�u�	

Proposition ���� Under the assumptions of Theorem ��	� there exists

some constant c such that

E� 
r
��N � 
 c�N�L

Z �

��N�L��

Q
r�u�du �a�
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and� for i � �� �� any j in ��� N � and any m in ��� �N�j��

E� 
r
i�j���m� 
 c�j�L

Z �

��j�L��

Q
r�u�du� �b�

Proof� To prove Proposition �	�� we start by the case i � �	 Since the
random variables � i�j�m�m are identically distributed� we can take m � �
throughout	

Conditional on the random variables �zp� u�p�� the random variables
 ��j�m are suprema of partial sums of independent Gaussian random vari

ables	 Hence the Paul L�evy inequality yields

E� 
r
��N���� j z�� z�� � � � � u��� u��� � � �� 
 c

��N�L��X
p	�

z�p�Iu�p����N�L
�
r��

�����

and

E� 
r
��j���� j z�� z�� � � � � u��� u��� � � �� 
 c

��j�L��X
p	�

z�p�I�j�Lu�p������

�
r��
� ������

By Theorem �	�� in Petrov ������ p	 ��� again it follows that

E� 
r
��N����� 
 c�N�L��

E�z
r� � ������

and

E� 
r
��j����� 
 c�j�L��

Z �

��j�L
Q
r
z� �u�du� ������

Noting that
Qz���u� 
 �QF �u� �

�N�L� 
 �QF �u�� ������

we then derive Proposition �	� in the case i � � from ��	��� and ��	���	

It remains to prove Proposition �	� for i � �	 We �rst note that� by the
monotonicity of u� u
��Q
r�u��

�j�L
Z �

��j�L��

Q
r�u�du 
 Q���j�L���� ������

Hence Proposition �	��b� in the case i � � is an immediate consequence of
the exponential estimates below	

Claim ��	� Under the assumptions of Theorem ��	� there exists some pos�

itive constant c such that

E

�
exp�c ��N�Q��

�N�L��
�

 �� �a�

E

�
exp�c ��j�����Q��

���j�L��
�

 �� �b�
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Proof of Claim 
��� We start by the proof of Claim �	��a�	 By Lemma �	��
there exists some standard normal random variable 
 independent of DN��

and such that

WN�� � VL�N�� � 
�
p
DN�� �

q
E�DN��� ��

Hence

� ��N 
 Q���N�L� 
� � �Q���N�L����
�DN�� � E�DN����

�

E�DN��� �DN��
� ������

Since 
 is a standard normal� E�exp�t
��� � ��� �t����� and consequently
E�exp�
����� 
 �	 To prove Claim �	��a�� it remains to prove that
P
�
�DN�� � E�DN����

� �Mx�E�DN��� �DN���
� 
 � exp��x���� ������

where M � �Q����N�L�	 Now DN�� is a sum of independent and nonnega

tive random variables each bounded by M 	 It follows that

VarDN�� 
ME�DN����

So� by Bernstein!s inequality �see Pollard ������ pp	 ���
������ on the one
hand

P
�
�DN���E�DN����

� �Mx�E�DN��� �DN���
�


 P��DN�� � E�DN����
� � E�DN���Mx

�
������


 � exp
�
�x��� � �Mx�E�DN����

����
�

 � exp��x���

for any x 
M��
E�DN��� 	 On the other hand� if Mx � E�DN���� then

P
�
�DN���E�DN����

� �Mx�E�DN��� �DN���
�


 P�jDN�� � E�DN���j �Mx
�

������


 � exp
�
�x��� � ��Mx���E�DN����

�

 � exp��x���

by Bernstein!s inequality again	 Hence ��	��� holds and as a byproduct� we
have

P� ��N �Mx� 
 � exp��x���� ������

Claim �	��a� follows	

We now prove Claim �	��b�	 For the sake of simplicity of notations� we
omit the index � throughout	 Clearly the decomposition below holds

�Vj � �Wj � �Vj � � �Wj �
�Dj

Dj

Wj��
�Dj

Dj

Wj

with the convention that � �Dj�Dj� � � if Dj � �	 By Lemma �	�� there

exists some standard normal random vector �
� 
�� independent of �Dj � �Dj�
and such that

Wj � 
�
p
Dj � �Vj � 


p
�j�L VarX�N

�
and �Wj �

�Dj

Dj

Wj � 

�
D�
j�

�D�
j

Dj

����
�
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Therefrom
 ��j���� 
 j ��j��j� j ��j��j� j ���j��j�

where
 ��j�� � �
�p �D�

j�Dj � 
�
p
Dj �

p
�D�

j�
�D�
j ��Dj �

and

 ��j�� � 
�
p

E�Dj � �pDj ��  ���j�� � 
�
p

�j�L VarX�N
�
� p

E�Dj � ��

We �rst bound up j ��j��j	 Since �
� 
�� is independent of �Dj � �Dj� and
has the distribution N��� I��� there exists some standard normal variable 


��

such that
 �

��j�� � ��Dj �
p

D�
j�

�D�
j �


����

Hence
j ��j��j 
 Q���j�L��� 
��

�
� �D�

j��DjQ��
�j�L��� � �

so that it only remains to obtain the inequality below

P� �D�
j �M �xDj� 
 � exp��x��� ������

where M � � �Q����j�L���	

Let ���p�p be a sequence of independent symmetric signs� independent
of the sequence �zp� u

�
p�p and

�D�
j �

�j�L��X
p	�

��p�z
�
p�Iu�p���j�L � z�p��j�L���Iu�

p��j�L��
���j�L��

Arguing as in Section �� it is easily seen that the random vector � �D�
j � Dj�

has the same distribution as � �Dj� Dj�	 Now� by ��	��� and the Hoe�ding
inequality �see Pollard ������ pp	 ���
������

P
�j �D�

jj� � t j z�� z� � � �
� 
 � exp��t��M �Dj�

����

therefore completing the proof of ��	���	

To bound up the random variable j ��j��j� we proceed exactly as in
the proof of Claim �	��a�� In that way� we get that

P�j ��j��j �M �x� 
 � exp��x���� ������

Since  ���j�� is a centered Gaussian random variable� it su�ces to
bound up the variance of  ���j��	 Now

E�Dj � � �
j�L��

Z �

��j�L
Q�
z�
�u�du�

Moreover

� 
 ��VarX�N
� 
 �

Z ���N��

�

Q�
F �u�du 
 �����N���kX�k��
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by the Cauchy
Schwarz inequality	 Hence there exists some positive integer
N� depending only on

R
R
x�dF �x� such that VarX�N

�
� ��� for N � N�	

Then

��j�L�� Var ���j�� 
 �

�

�
VarX�N

�
� �

�

Z �

��j�L
Q�
z�
�u�du

��
������



�
VarX�N

�
�
Z �

��N�L
Q�
F �u�du

��
�

�

�

�Z ��j�L

�

Q�
z�
�u�du

��



�
VarX�N

�
�
Z �

��N�L
Q�
F �u�du

��
�
�
�

Z ��j�L��

�

Q�
F �u�du

��
by ��	���	 Now

VarX�N
�

�
Z �

��N�L
Q�
F �u�du �

Z ��N�L

���N��

Q�
F �u�du� �EX�N

�
���

and therefore

���VarX�N
�

�
Z �

��N�L
Q�
F �u�du

��� 
 Z ��N�L

���N��

Q�
F �u�du� E��X� �X�N

�
���



Z ��N�L

�

Q�
F �u�du� ������

Hence� by ��	��� and ��	����

Var ���j�� 
 �� �j�L
�Z ��j�L

�

Q�
F �u�du

��

 ��

Z �

�

Q�
F �u�du

by the Cauchy
Schwarz inequality	 Claim �	��b� holds� therefore completing
the proof of Proposition �	��b� for i � �	 Hence Theorem �	� holds	

�� Strong approximation

In this section� we derive Theorem �	� from Theorem �	�	 First of all� we
prove that there exists some quantile function Q satisfying the assumptions
of Theorem �	� and such that Qr is integrable	

Lemma ���� Let Q be de�ned by
p
uQr�u� � sup

t��u���

p
tQr

F �t� for any u in

��� ��� Then Q satis�es the assumptions of Theorem ��	 and

Z �

�

Qr�u�du 
 �
Z
R

jxjrdF �x��

Proof�� Since Qr
F is a nonincreasing function from ��� �� into R

�� there exists
a Radon measure � such that

Qr
F �t� �

Z
R

�It�xd��x�� �����
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Hence

Qr�u� 

Z
R

�x�u����d��x�� �����

Then� integrating ��	�� and applying Fubini!s theorem� we get Lemma �	�	
tu

Let Q be the function de�ned in Lemma �	�	 Applying Theorem �	�
repeatedly� we may construct an array �Xi�i�Z� of independent random vari

ables with common distribution function F and an array � �Yi�i�Z� of inde

pendent Gaussian random variables with

E� �Yi� � E�X
�N
i �� Var �Yi � VarX

�N
i for any i � ��� �N���� n ��� �N ��

and E�Y�� � E�X
�
�
�� Var Y� � VarX

�
�
in such a way that� for any nonnega


tive integer L and any u in ��� ���

P

�
sup

m�����L����

��� X
��i�m

i������L ��

�Xi � �Yi�
��� � �crQ�u�� 
 � ��L��u �����

and P�jX� � Y�j � crQ�u�� 
 �u	 Now� applying ��	�� with u � uL �

�N�Lu� summing on L � ��� N � �� and noting that
X
K��

Q��Ku� 
 �rQ�u��

we get that

P

�
sup

m�����N ��

��� X
��i�m

�Xi � �Yi�
��� � ��rcrQ�u�� 
 ��N��u� �����

Let �Yi�i be the array of independent standard normal random variables
which is de�ned from ��Yi�i by the normalization equations

�Yi � E� �Yi� �
p
Var �Yi Yi� �����

We set

DN � sup
m�����N ��

��� X
��i�m

�Xi � �Yi�
��� and RN � sup

m�����N ��

��� X
��i�m

�Yi � �Yi�
����

Clearly

sup
m�����N ��

��� X
��i�m

�Xi � Yi�
��� 
 DN � RN �

To bound up RN we note that� for any i in ��� �L���� n ��� �L���

jE� �Yi�j 

Z ���L��

�

QF �u�du 
 ���L���������r�
�Z ���L��

�

Qr
F �u�du

���r
�����

and q
Var�Yi � �Yi� 
 �

Z ���L��

�

Q�
F �u�du 
 ���LkX�k�� �����
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by the Cauchy
Schwarz inequality �see Einmahl ������ for a detailed proof
of ��	���	 Hence X

i�����N ��

jE� �Yi �j � o���N�r� as N �� �����

and X
i�����N ��

Var�Yi � �Yi� 
 �NkX�k��� �����

Since the class of lower
left orthants is a Vapnik
Chervonenkis class of sub

sets of R� �see Assouad �������� it follows from classical estimates for the
tail distribution of the supremum of a Gaussian process �see Dudley �������
that

E

�
sup

m�����N ��

��� X
��i�m

� �Yi � E� �Yi�� Yi�
���r� 
 cNr��� ������

Hence� by ��	��� ��	��� and Markov!s inequality�

P�RN � ���N�r� 
 c��rNr�����N

for N large enough and consequently RN � o���N�r� a	s	

It remains to prove that DN � o���N�r� a	s	 Let H denote the cadlag
inverse of Q	 Clearly H is the tail function of Q�U� for any uniformly
distributed random variable U 	 Let us apply ��	�� with u � H����N�r�	
Since Q�H�u��
 u� we get that

P
�
DN � ��rcr��

�N�r
� 
 ��N��H����N�r� ������

and from now on the end of the proof is straightforward using the integra

bility of x� H�x��r� and the Borel
Cantelli lemma	 tu
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