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Abstract

We consider asymptotics of orthogonal polynomials with respect to weights
w(x)dx= e−Q(x)dxon the real line, whereQ(x) = ∑2m

k=0 qkxk, q2m> 0, denotes a
polynomial of even order with positive leading coefficient. The orthogonal poly-
nomial problem is formulated as a Riemann-Hilbert problem following [22, 23].

We employ the steepest-descent-type method introduced in [18] and further
developed in [17, 19] in order to obtain uniform Plancherel-Rotach-type asymp-
totics in the entire complex plane, as well as asymptotic formulae for the zeros,
the leading coefficients, and the recurrence coefficients of the orthogonal poly-
nomials. c© 1999 John Wiley & Sons, Inc.
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1 Introduction and Background

Let

Q(x) =
2m

∑
k=0

qkx
k , q2m> 0, m> 0,(1.1)

be a polynomial of even degree with a positive leading coefficient. We denote by
πn(x,Q) = πn(x) = xn + · · · the nth monic orthogonal polynomial with respect to
the measure

w(x)dx= e−Q(x)dx(1.2)

on the real line and bypn(x,Q) = pn(x) = γnπn(x), γn > 0, the normalizednth

orthogonal polynomial or simply thenth orthogonal polynomial, with respect to
the measurew(x)dx, i.e.,∫

R

pn(x)pm(x)e−Q(x)dx= δn,m, n,m∈ N .(1.3)

Furthermore, we denote by(an)n∈N and(bn)n∈N the coefficients of the associated
three-term recurrence relations, namely,

xpn(x) = bnpn+1(x)+anpn(x)+bn−1pn−1(x) , n∈ N ,(1.4)

and denote by

x1,n > x2,n > · · ·> xn,n(1.5)

the roots ofpn. The statement of results involves thenth Mhaskar-Rakhmanov-Saff
numbers(in short, MRS numbers [34, 37])αn andβn, which can be determined
from the equations

1
2π

∫ βn

αn

Q′(t)(t −αn)√
(βn− t)(t −αn)

dt = n,(1.6)

1
2π

∫ βn

αn

Q′(t)(βn− t)√
(βn− t)(t −αn)

dt = −n,(1.7)

and, in particular, the interval[αn,βn] whose width and midpoint are given by

cn :=
βn−αn

2
, dn :=

βn +αn

2
.(1.8)

For the weights under consideration, it will be straightforward to prove the ex-
istence of the MRS numbers for sufficiently largen (see Proposition 5.2 below).
Indeed, they can be expressed in a power series inn−1/2m. We obtain

cn = n
1

2m

∞

∑
l=0

c(l)n−
l

2m , c(0) = (q2mmAm)−
1

2m , c(1) = 0,(1.9)
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dn =
∞

∑
l=0

d(l)n−
l

2m , d(0) = − q2m−1

2mq2m
,(1.10)

where

Am :=
m

∏
j=1

2 j −1
2 j

, m∈ N .(1.11)

The coefficients of the series forcn anddn can be computed explicitly, and we have
just written down the first ones in (1.9) and (1.10) for the reader’s convenience.
From now on, we will assume thatn is sufficiently large for (1.9) and (1.10) to
hold.

The results in this paper concern the asymptotics of leading coefficientsγn,
recurrence coefficientsan andbn, and zerosxj,n, as well as Plancherel-Rotach-type
asymptotics for the orthogonal polynomialspn, i.e., asymptotics forpn(cnz+ dn)
uniformly for all z∈ C. The name “Plancherel-Rotach” refers to the work [36] in
which the authors prove asymptotics of this type in the classical case of Hermite
polynomials.

There is a vast literature on asymptotic questions for orthogonal polynomials.
Among the measures considered in this paper, the case of the Hermite weight was
the first to be understood (see [36, 43]). During the last thirty years, more general
classes of weights onR have been studied. Here the class of Freud weights played
a most important role. Freud weights are of the forme−Q(x)dx, whereQ grows like
a power at infinity (see [28] for a recent survey). We refer the reader to [28] for a
full description of the wide variety of results that have been obtained in this field.

We will now describe briefly the results in the literature related to Theorems
2.1, 2.2, and 2.3 below. The measures considered are always of the form

w(x)dx= e−Q(x)dx.(1.12)

The functionQ will be either a polynomial of even degree (as in our results) or
a power of the formQ(x) = |x|β, β > 0, or lie in some class of functions that
grow like powers at infinity and that we will simply call Freud weights without
distinguishing the different (and rather technical) additional assumptions.

1.1 Asymptotics of Leading and Recurrence Coefficients
Strong asymptotics for the leading coefficientsγn of orthogonal polynomials

have been obtained by Lubinsky and Saff [30] and by Totik [4] for even Freud
weights and by Rakhmanov [38] forQ(x) = |x|β, β > 1. These papers are con-
cerned only with determiningγn to leading order inn. In particular, in [30] and
[4] no estimates on the rate of convergence are provided, whereas in [38] an error
bound of orderO(n−1/3) is given.

In the case thatQ is a polynomial of even order with positive leading coefficient,
Magnus [31] showed thatbn−1/cn → 1

2 andann−1/2m → 0. The existence of an
asymptotic expansion was then proved by Bauldry, Máté, and Nevai [4]. In the
case of even Freud weights, Lubinsky, Mhaskar, and Saff [29] provedbn−1/cn →
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FIGURE 1.1. Different asymptotic regions forpn(cnz+dn) in C±.

1
2. Note that the limit ofbn−1/cn as n → ∞ is related to the well-known Freud
conjecture, i.e.,bn−1/x1,n → 1

2. The two limits are equivalent by the asymptotics
for the largest zerox1,n (see, e.g., Theorem 2.3). Note the high accuracy of the
Freud conjecture as displayed in (2.11), where all the terms up to orderO(n−2)
vanish.

1.2 Plancherel-Rotach Asymptotics

Becausepn(z) = pn(z), we will only describe the asymptotics ofpn(cnz+ dn)
in the closed upper half-planeC+. Depending on a small parameterδ, we divide
C+ into six closed regions, as shown in Figure 1.1.

The asymptotic behavior ofpn(cnz+ dn)e−
1
2Q(cnz+dn) in the regionAδ was de-

termined by Lubinsky and Saff [30] and Totik [44] for even Freud weights, and by
Rakhmanov [38] forQ(x) = |x|β, β > 1. In a different direction, Geronimo and
Van Assche (see, e.g., [45]) imposed conditions directly on the recurrence coeffi-
cients rather than on the weight functione−Q and obtained asymptotic results for
the regionAδ.

In the regionBδ, results have been obtained by Nevai [35] in the caseQ(x) = x4,
by Bauldry [2] forQ(x) = x4 +q(x), whereq is an arbitrary polynomial of degree
3, by Sheen [41] forQ(x) = x6, by Rakhmanov [38] forQ(x) = |x|β, β > 1, and by
Lubinsky [27] for even Freud weights. Estimates on the rate of convergence were
given in [35] and [41], where the error term was shown to be of orderO(n−1),
uniformly for z∈ [−1+ δ,1− δ], for anyδ > 0. Nevai conjectured that the same
rate of convergence would apply for Freud weights. Formula (2.18) proves this
conjecture in the case ofQ being a polynomial of even order with positive leading
coefficient.

1.3 Asymptotic Location of the Zeros

Máté, Nevai, and Totik proved in [32] that an asymptotic formula similar to
(2.27) holds if the recurrence coefficients satisfyan ≡ 0, bn−1 = cnγ(1+o(n−2/3)),
for some positive constantsc andγ. This proves (2.27) (with a weaker error term
than we obtain) in the case ofQ(x) = x2m (and for a slightly more general class
of even polynomialsQ, cf. [4] or Theorem 2.1 above). Asymptotics for the largest
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zeros also follow from recent work of Chen and Ismail [9] for convex polynomials
Q. For even Freud weights it was shown in ([26]) thatx1,n/cn = 1+O(n−2/3).

Estimates on the distance between neighboring zeros were obtained in the case
of even Freud weights by Criscuolo, Della Vecchia, Lubinsky, and Mastroianni
[11].

Second-order differential equations have played an important role in analyzing
the asymptotic behavior of orthogonal polynomials. They have been derived by
Nevai [35], Sheen [41], Bonan and Clark [8], Bauldry [3], Chen and Ismail [9]
for polynomial Q, and Mhaskar [33] for even Freud weights. Although we do
not use second-order differential equations forpn to derive our asymptotic results,
we can derive such differential equations from the Riemann-Hilbert formulation as
indicated in Appendix C.

To prove our results stated in the following section, we apply, in Section 3, the
reformulation of Fokas, Its, and Kitaev [22, 23] of the problem of orthogonal poly-
nomials as a Riemann-Hilbert problem. In the remaining sections, we derive the
asymptotics of the solution to the Riemann-Hilbert problem. We use the method
of steepest descent introduced by Deift and Zhou in [18] and further developed
in [19], and also by Deift, Venakides, and Zhou in [17]. Our analysis also makes
use of results obtained by Deift, Kriecherbauer, and McLaughlin in [14]. To our
knowledge the asymptotic behavior ofpn near the largest and smallest zeros (i.e.,
regionsC1,δ, C2,δ, D1,δ, andD2,δ) has not been determined before except, of course,
in the classical case of Hermite polynomials (see [36, 43]). Also, formulae (2.29)
and (2.30), which locatexk,n for arbitrary ratiosk

n ∈ [0,1], are, we believe, new.
The method presented in this paper allows explicit asymptotic expansions for the
various quantities to be obtained to all orders.

In Section 2 we state our results. In Section 3 we present the reformulation of
the problem for orthogonal polynomials as a Riemann-Hilbert problem (RHP). We
give an overview of the calculation in Section 4. We solve the RHP in Sections 5
through 7. The main results, Theorems 2.1, 2.2, and 2.3, are proved in Section 8.

In a related paper ([16], whose results were announced in [15]) we consider
asymptotics for polynomialspk(z;N), k = 0,1,2,. . . , orthogonal with respect to
varying exponential weightse−NV(x)dx, whereV is real analytic and satisfies the
growth conditionV(x)/log(1+x2) → ∞ as|x| → ∞. Of particular interest are the
asymptotics ofpn(z;n) andpn−1(z;n) asn→ ∞. These asymptotics are the crucial
ingredients in proving a variety of universality conjectures in random matrix the-
ory in [16]. The analysis in [16] and in the present paper are based on the same
approach, but there are crucial differences as discussed in Remark 4.1 below. A
pedagogic discussion of our methods is given in [12] in the special case whereQ is
a monomialQ(x) = x2m. In the special case whereV is an even quartic polynomial,
the results in [16] should be compared with [7].

The methods presented in this paper are developments of earlier work of the au-
thors in inverse scattering theory. The first connection between inverse scattering
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theory and Riemann-Hilbert problems was established by Šabat [39]. The first sys-
tematic and rigorous analysis of the inverse scattering theory of first-order systems
using Riemann-Hilbert techniques is due to Beals and Coifman [5].

2 Statement of Results

To make our subsequent analysis simpler, we have normalized the interval
[αn,βn] to be[−1,1] by making the linear change of variable

λn : C → C : z 7→ cnz+dn ,(2.1)

which takes the interval[−1,1] onto[αn,βn], and we work with the function

Vn(z) :=
1
n

Q(λn(z)) .(2.2)

The functionVn is again a polynomial of degree 2m with a leading coefficient of
(mAm)−1 > 0 and all other coefficients tending to zero asn tends to∞.

We present our results in terms of the well-known equilibrium measureµn (see,
e.g., [40] and (4.17) below) with respect toVn, which is defined as the unique
minimizer inM1(R) = {probability measures onR} of the functional

IVn : M1(R) → (−∞,∞] : µ 7→
∫

R2
log|x−y|−1dµ(x)dµ(y)+

∫
R

Vn(x)dµ(x) .

(2.3)

The equilibrium measure together with the the corresponding variational problem
emerge naturally in our asymptotic analysis of the Riemann-Hilbert problem (cf.
Section 4). The minimizing measure is given by

dµn(x) =
1

2π

√
1−x2hn(x)1[−1,1](x)dx,(2.4)

where1[−1,1] denotes the indicator function of the set[−1,1] andhn is a polynomial
of degree 2m−2,

hn(x) =
2m−2

∑
k=0

hn,kx
k ,(2.5)

and the real coefficientshn,k can be expanded in a power series inn−1/2m

hn,k =
∞

∑
l=0

h(l)
k n−

l
2m .(2.6)

Again the coefficientsh(l)
k can be computed explicitly (see (5.25) below) and the

leading-order behavior is given by

h(0)
2k = 2

Am−k−1

Am
, h(0)

2k+1 = 0, 0≤ k≤ m−1.(2.7)
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Finally, to state our first theorem, we define

ln :=
1
π

∫ 1

−1

√
1− t2hn(t) log|t|dt−Vn(0) ,(2.8)

which also has an explicitly computable power series inn−1/2m,

ln =
∞

∑
k=0

l (k)n−
k

2m with l (0) = − 1
m
−2log2.(2.9)

2.1 Asymptotics of Leading and Recurrence Coefficients of Orthogo-
nal Polynomialspn

THEOREM 2.1 In the notation above we have

γn

√
πc2n+1

n enln = 1− 1
n

(
4hn(1)−3h′n(1)

48hn(1)2 +
4hn(−1)+3h′n(−1)

48hn(−1)2

)

+O
(

1
n2

)
,

(2.10)

bn−1

cn
=

1
2

+O
(

1
n2

)
,(2.11)

an = dn +
cn

2n

(
1

hn(1)
− 1

hn(−1)
+O

(
1
n

))
.(2.12)

In all three cases there are explicit integral formulae for the error terms, all of
which have an asymptotic expansion in n−1/2m, e.g.,O(1

n) = 1
n(κ0 +κ1n−1/2m+

· · ·). The coefficients of these expansions can be computed via the calculus of
residues by purely algebraic means.

Next we will state the Plancherel-Rotach-type asymptotics of the orthogonal
polynomialspn, i.e., the limiting behavior of the rescalednth orthogonal polyno-
mial pn(λn(z)) asn tends to infinity andz∈ C remains fixed. We will give the
leading-order behavior and produce error bounds that are uniform in the entire
complex planeC.

Remark(Notation). Throughout this paper we will denote forα ∈ R the function

(·)α : C\ (−∞,0] → C : z 7→ eα logz,(2.13)

where log denotes the principal branch of the logarithm. In addition, we will re-
serve the notation

√
a for nonnegative numbersa, and we always take

√
a nonnega-

tive. Thus
√

1−x2, −1≤ x≤ 1, in (2.4) is positive and equals(1−x)1/2(1+x)1/2,
etc.
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2.2 Plancherel-Rotach Asymptotics

We state our second theorem in terms of the function

ψn : C\ ((−∞,−1]∪ [1,∞))→ C : z 7→ 1
2π

(1−z)1/2(1+z)1/2hn(z) .(2.14)

The functionψn is an analytic extension of the density ofµn on (−1,1) to C\
((−∞,−1]∪ [1,∞)) and thus closely linked to the equilibrium measure (cf. (2.4)).
We show that there exist analytic functionsfn and f̃n in a neighborhood of 1 and
−1, respectively, satisfying

(− fn(z))3/2 = −n
3π
2

∫ z

1
ψn(y)dy for |z−1| small, z /∈ [1,∞) .(2.15)

( f̃n(z))3/2 = n
3π
2

∫ z

−1
ψn(y)dy for |z+1| small, z /∈ (−∞,−1] .(2.16)

(See Proposition 7.3, the remark thereafter, and (7.38)). Again each of the Taylor
coefficients ofn−2/3 fn at 1 and ofn−2/3 f̃n at−1 can be computed explicitly as a
series inn−1/2m.

THEOREM 2.2 There exists aδ0 such that for all0< δ ≤ δ0 the following holds
(see Figure1.1):

(i) For z∈ Aδ,

pn(cnz+dn)e−
1
2Q(cnz+dn) =√

1
4πcn

exp

(
−nπi

∫ z

1
ψn(y)dy

)(
(z−1)1/4

(z+1)1/4
+

(z+1)1/4

(z−1)1/4

)(
1+O

(
1
n

))
.

(2.17)

(ii) For z∈ Bδ,

pn(cnz+dn)e−
1
2Q(cnz+dn)

=
√

2
πcn

(1−z)−1/4(1+z)−1/4

×
{

cos

(
nπ

∫ z

1
ψn(y)dy+

1
2

arcsinz

)(
1+O

(
1
n

))

+sin

(
nπ

∫ z

1
ψn(y)dy− 1

2
arcsinz

)
O
(

1
n

)}
.

(2.18)



STRONG ASYMPTOTICS OF OP’S 1499

(iii) For z∈C1,δ,

pn(cnz+dn)e−
1
2Q(cnz+dn)

=
√

1
cn

{(
(z+1)1/4

(z−1)1/4
( fn(z))

1/4Ai ( fn(z))

)(
1+O

(
1
n

))

−
(

(z−1)1/4

(z+1)1/4

(
fn(z)

)−1/4
Ai ′
(

fn(z)
))(

1+O
(

1
n

))}
.

(2.19)

(iv) For z∈C2,δ,

pn(cnz+dn)e−
1
2Q(cnz+dn)

=
√

1
cn

{
(z+1)1/4

(z−1)1/4
( fn(z))1/4Ai( fn(z))

− (z−1)1/4

(z+1)1/4
( fn(z))−1/4Ai ′( fn(z))

}

×
(

1+O
(

1
n

))
.

(2.20)

(v) For z∈ D1,δ,

pn(cnz+dn)e−
1
2Q(cnz+dn)

= (−1)n

√
1
cn

{(
(z−1)1/4

(z+1)1/4

(− f̃n(z)
)1/4

Ai(− f̃n(z))

)(
1+O

(
1
n

))

−
(

(z+1)1/4

(z−1)1/4

(− f̃n(z)
)−1/4

Ai ′(− f̃n(z))

)(
1+O

(
1
n

))}
.

(2.21)

(vi) For z∈ D2,δ,

pn(cnz+dn)e−
1
2Q(cnz+dn)

= (−1)n

√
1
cn

{
(z−1)1/4

(z+1)1/4

(− f̃n(z)
)1/4

Ai(− f̃n(z))

− (z+1)1/4

(z−1)1/4

(− f̃n(z)
)−1/4

Ai ′(− f̃n(z))
}(

1+O
(

1
n

))
.

(2.22)

All the error terms are uniform forδ ∈ compact subsets of(0,δ0] and for z∈ Xδ,
where X∈ {A,B,C1,C2,D1,D2}. There are integral formulae for the error terms
from which one can extract an explicit asymptotic expansion in n−1/2m.
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Remarks. 1. Some of the expressions in Theorem 2.2 are not well-defined for
all z∈ R (see, e.g.,(z−1)1/4,

∫ z
1 ψn(y)dy). In these cases we always take the

limiting expressions asz is approached from the upper half-plane.
2. The function arcsin is defined as the inverse function of

sin :
{

z∈ C : |Re(z)|< π

2

}
→ C\ ((−∞,−1]∪ [1,∞)) .

3. We denote by Ai the Airy function as defined in [1, 10.4]. Note that the
function Ai is uniquely determined as the solution of

Ai ′′(z) = zAi(z) ,(2.23)

satisfying

lim
x→∞

Ai(x)
√

4πx1/4exp

(
2
3

x3/2
)

= 1.(2.24)

4. Forz∈ C+ the integral
∫ z

1 ψn(y)dy is of the form∫ z

1
ψn(y)dy=

1
2π

(1−z)1/2(1+z)1/2Hn(z)+
1
π

arcsinz− 1
2

(2.25)

whereHn is a polynomial of degree 2m−1 whose (real) coefficients can again
be computed explicitly (cf. (5.40) below).

5. We will check explicitly that the different formulae match at the boundaries
of the different regions (see (8.43)–(8.47)).

2.3 Asymptotic Location of the Zeros

In order to state our result on the location of the zeros, we denote the zeros of
the Airy function Ai by

0>−ι1 >−ι2 > · · · .(2.26)

Recall that all the zeros of Ai lie in(−∞,0), so that there exists a largest zero
−ι1 < 0. Furthermore, note that[−1,1] 3 x 7→ ∫ 1

x ψn(t)dt ∈ [0,1] is bijective, and
we define its inverse function to beζn : [0,1] 7→ [−1,1].

THEOREM 2.3 The zeros x1,n> x2,n> · · ·> xn,n of the nth orthogonal polynomials
pn satisfy the following asymptotic formulae:

(i) Fix k∈ N. Then

xk,n−dn

cn
= 1−

(
2

hn(1)2

)1/3 ιk

n2/3
+O

(
1
n

)
, as n→ ∞ ,(2.27)

xn−k,n−dn

cn
= −1+

(
2

hn(−1)2

)1/3 ιk

n2/3
+O

(
1
n

)
, as n→ ∞ .(2.28)

(ii) There exist constants k0,C> 0 such that for all k0 ≤ k≤ n−k0 the following
holds:

xk,n−dn

cn
∈
(
ζn

(
6k−1

6n

)
,ζn

(
6k−5

6n

))
,(2.29)
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cn
− ζn

(
6k−3

6n
+

1
2πn

arcsin(ζn(k/n))
)∣∣∣∣≤ C

n2[α(1−α)]4/3
(2.30)

whereα := k/n.
(iii) There exists a constant C1 > 0 such that

1
C1

<
xk,n−xk+1,n

cn
[nk(n−k)]1/3<C1 for all 1≤ k≤ n−1.(2.31)

Remarks. 1. Using the asymptotic expansion for the error terms in Theorem
2.2, one can, of course, approximate thekth zeroxk,n of the orthogonal poly-
nomial pn to arbitrary accuracy.

2. Note that the error term in (2.30) is at most of orderO(n−2/3). Furthermore,
it is obvious that for any compact subsetK of (0,1), there exists a constantCK

such that the error term in (2.30) is bounded byCK/n2 as long asα= k/n∈K.
3. In the special caseQ(x) = x2m, the results can be stated more explicitly since

the Mhaskar-Rakhmanov-Saff numbers have a simple form. One verifies by
a straightforward calculation thatcn = n1/2m(mAm)−1/2m anddn = 0 solve
(1.6), (1.7), and (1.8). Following the analysis in Section 5 below, one sees
that hn(x) = 2

Am
∑m−1

k=0 Am−k−1x2k and ln = − 1
m − 2log2 are independent of

n. Furthermore, one verifies thathn(1) = 4m andh′n(1) = 16
3 m(m− 1) by

induction onm. Finally, note that as the weight function is symmetric, the
recurrence coefficientsan ≡ 0. Theorem 2.1 now reads:

γn
√
π

[
1

22me

(
n

mAm

)1+ 1
2n

] n
2m

= 1+
(

m−2
24m

)
1
n

+O
(

1
n2

)
,(2.32)

(mAm)
1

2m
bn−1

n
1

2m

=
1
2

+O
(

1
n2

)
,(2.33)

an = 0.(2.34)

Rather than restating Theorems 2.2 and 2.3 with all the details, we just note
that, in addition to the explicit formulae forcn, dn, hn, andln given above, the
functionz 7→ ∫ z

1 ψn(y)dy is also independent ofn (asψn is n-independent, see
(2.14)) and is given, once again explicitly, by

∫ z

1
ψn(y)dy=

1
2πmAm

(
m−1

∑
k=0

Am−k−1z2k+1

)
(1−z)1/2(1+z)1/2− 1

π
arccosz.

(2.35)

The asymptotic expansion of the error terms in Theorems 2.1 and 2.2 are
given in powers of1n; i.e., fractional powers of1n do not appear in this special
case.
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3 The Fokas-Its-Kitaev Reformulation as a Riemann-Hilbert Problem

Our approach is based on the following determination of orthogonal polyno-
mials in terms of a Riemann-Hilbert problem (RHP), due to Fokas, Its, and Ki-
taev [22, 23] (as a general reference for Riemann-Hilbert problems, see [10]; for
the convenience of the reader, we present a sketch of the basic constructions in
Riemann-Hilbert theory in Appendix A): For fixedn and a given weightw(x), let
Y = (Yi j )1≤i, j≤2 = Y(z) = Y(z;n,w) be the (unique) 2×2 matrix function with the
properties

Y(z) is analytic inC\R ,(3.1)

Y+(s) = Y−(s)
(

1 w(s)
0 1

)
, s∈ R ,(3.2)

where

Y±(s) ≡ lim
ζ→s

Y(ζ) , s∈ R , ±Im ζ > 0,

and

Y(z)
(

z−n 0
0 zn

)
= I +O

(
1
|z|
)

as|z| → ∞ .(3.3)

Then thenth monic orthogonal polynomial

πn(x) =
1
γn

pn(x) = xn + · · ·(3.4)

is given by

πn(z) = Y11(z;n,w) .(3.5)

Asymptotic problems for orthogonal polynomialsπn(z) asn→ ∞ are converted in
this way to asymptotic questions for RHPs containing a large external parameter.

The following theorem, due to Fokas, Its, and Kitaev (see [22, 23]; a specialized
version also appeared in [13]), proves the existence and uniqueness of the solution
of the Riemann-Hilbert problem and computes the leading coefficients and the re-
currence coefficients of the orthogonal polynomials in terms of this solution:

THEOREM 3.1 Let w : R → R+ denote a function with the property that w(s)sk

belongs to the Sobolev space H1(R) for all k ∈ N. Suppose, furthermore, that n is
a positive integer.

Then the Riemann-Hilbert problem(3.6)–(3.8),

Y : C\R → C
2×2 is analytic,(3.6)

Y+(s) = Y−(s)
(

1 w(s)
0 1

)
for s∈ R ,(3.7)
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Y(z)
(

z−n 0
0 zn

)
= I +O

(
1
|z|
)

as|z| → ∞ ,(3.8)

has a unique solution, given by

Y(z) =

(
πn(z)

∫
R

πn(s)w(s)
s−z

ds
2πi

−2πiγ2
n−1πn−1(z)

∫
R

−γ2
n−1πn−1(s)w(s)

s−z ds

)
,(3.9)

whereπn denotes the nth monic orthogonal polynomial with respect to the mea-
sure w(x)dx onR andγn > 0 denotes the leading coefficient of the nth orthogonal
polynomial pn = γnπn. Furthermore, there exist Y1, Y2 ∈ C

2×2 such that

Y(z)
(

z−n 0
0 zn

)
= I +

Y1

z
+

Y2

z2 +O
(

1
|z|3
)

as|z| → ∞ ,(3.10)

and

γn−1 =

√
(Y1)21

−2πi
, γn =

√
1

−2πi(Y1)12
,(3.11)

an = (Y1)11+
(Y2)12

(Y1)12
, bn−1 =

√
(Y1)21(Y1)12,(3.12)

where an and bn are the recurrence coefficients associated to the orthogonal poly-
nomials pn (cf. 1.4).

Remarks. 1. The jump condition (3.7) is a shorthand notation for the following:
The functionsY|C± have a continuous extension toC± with boundary values
Y± satisfying relation (3.7).

2. The second column ofY in the solution (3.9) of the Riemann-Hilbert problem
is theCauchy transform

C f(z) ≡
∫

R

f (s)
s−z

ds
2πi

, z∈ C\R , f ∈ L2(R) ,(3.13)

of the productw(s) times the first column. A brief summary of relevant
properties of the Cauchy transform is given in Appendix A.

PROOF OFTHEOREM 3.1: Uniqueness.We first note that any solutionY of
the Riemann-Hilbert problem (3.6)–(3.8) satisfies detY(z) = 1 for all z∈ C \R.
Indeed, condition (3.7) implies that detY can be continued to an entire function.
Using property (3.8), it follows from Liouville’s theorem that detY must be identi-
cally equal to 1, and soY−1 is also analytic inC\R. Denote byỸ a second solution
of (3.6)–(3.8) and defineM := ỸY−1. A simple calculation shows thatM+ = M−.
HenceM has an extension to all ofC as an entire function. Again condition (3.8),
together with Liouville’s theorem, implies thatM ≡ I , which proves uniqueness.

Existence.We verify that the functionY given in (3.9) solves the Riemann-
Hilbert problem. The following observation is immediate from the properties of
the Cauchy transform stated in Appendix A. Given any entire functionf with w f
lying in H1(R), the row-vector-valued function( f ,C(w f)) is analytic onC \R
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and, by property 4 of the Cauchy transform (see Appendix A), satisfies onR the
jump condition

( f ,C(w f))+ = ( f ,C(w f))−
(

1 w
0 1

)
.(3.14)

ThereforeY satisfies (3.6) and (3.7).
We will now see that the asymptotic condition (3.8) leads to the orthogonal

polynomials. Clearly (3.8) holds for the 11-entry and for the 12-entry becauseπn

is a monic polynomial of degreen and−2πiγ2
n−1πn−1(z) is a polynomial of degree

n−1. In order to investigate the 12-entry, observe that for anyl ≥ 0,

1
s−z

= −
l

∑
k=0

sk

zk+1 +
sl+1

zl+1(s−z)
for s 6= z.(3.15)

Hence

Y12(z) =
1

zl+1

∫
R

sl+1πn(s)w(s)
s−z

ds
2πi

−
l

∑
k=0

1
zk+1

∫
R

skπn(s)w(s)
ds
2πi

.(3.16)

The last term in (3.16) is of orderO(1/|z|n+1), because we have assumed that
sn+1πn(s)w(s) lies in H1(R) (again use property 4 of the Cauchy transform stated
in Appendix A). Hence, by orthogonality,Y12(z) = O(1/|z|n+1) as |z| tends to
infinity. Denote

πn(z) = zn +
n−1

∑
k=0

tk,nzk .(3.17)

Then, by arguments similar to the above,

Y(z)
(

z−n 0
0 zn

)
=
(

1 0
0 γ 2

n−1

∫
sn−1πn−1(s)w(s)ds

)

+
1
z

(
tn−1,n −∫

snπn(s)w(s) ds
2πi−2πiγ 2

n−1 γ 2
n−1

∫
snπn−1(s)w(s)ds

)

+
1
z2

(∗ −∫
sn+1πn(s)w(s) ds

2πi∗ ∗
)

+O
(

1
|z|3
)
.

(3.18)

Observe that, again by orthogonality, for anyl ≥ 0,∫
slπl (s)w(s)ds=

∫
πl (s)2w(s)ds= γ−2

l

∫
pl (s)2w(s)ds= γ−2

l(3.19)

and
∫

sl+1πl (s)w(s)ds=
∫

(sl+1−πl+1(s))πl (s)w(s)ds

= −tl ,l+1

∫
slπl (s)w(s)ds= −tl ,l+1γ

−2
l .

(3.20)
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Equation (3.18) therefore simplifies to

Y(z)
(

z−n 0
0 zn

)
=
(

1 0
0 1

)
+

1
z

(
tn−1,n − 1

2πiγ 2
n−2πiγ 2

n−1 −tn−1,n

)

+
1
z2

(∗ tn,n+1

2πiγ 2
n∗ ∗
)

+O
(

1
|z|3
)
.

(3.21)

Thus we have established property (3.8) as well as the existence ofY1 andY2,
satisfying (3.10) and (3.11). In order to verify (3.12), we recall that the coefficients
of the recurrence relationsan andbn can be expressed in terms of the coefficients of
the orthogonal polynomials simply by collecting terms of the same order in (1.4).
We obtain

an = tn−1,n− tn,n+1 , bn−1 =
γn−1

γn
.(3.22)

Using equation (3.21), one easily verifies (3.12).

4 Overview of the Calculation

We evaluate the solution of the Fokas-Its-Kitaev RHP forY asymptotically by
applying to it a series of transformations

Y →U → T → S→ R,(4.1)

each of which determines a contribution to the solution and/or simplifies the prob-
lem. The final quantityR can be expressed as a Neumann series. The solutionY
follows fromR and the composition of these transformations.

Successive transformations with contour deformations that produce exponen-
tially decaying jump matrices form the basis of the steepest-descent method for
oscillatory RHPs introduced by Deift and Zhou in [18] and further developed by
them in [19]. A significant extension of the steepest-descent method, by Deift, Ve-
nakides, and Zhou in [17], incorporates into the method a nonlinear analogue of
WKB analysis that makes asymptotics of fully nonlinear oscillations possible, thus
allowing the method to be applied to a new class of problems.

Our analysis of the problem follows the framework of [17]. We briefly describe
the transformations involved:

• Y →U is a rescaling.
• U → T involves the functiong that is the analogue for the RHP of the phase

function of linear WKB theory.
• T → S involves a factorization of the jump matrix and a deformation of the

contour. Under this deformation, oscillatory terms are transformed into ex-
ponentially decaying terms, which may be neglected, and all that remains is
a simple RHP on a finite interval.

• S→ R involves the construction, following [19], of a parametrix forS that is
particularly delicate at the endpoint of the contour.
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We now describe the above steps in greater detail.

4.1 Y → U

For reasons that will become clear further on (see Remark 4.1; see also Ap-
pendix B) we scalez 7→ λn(z) = cnz+dn, wherecn anddn are related to the MRS
numbers (see (1.8) above). A simple calculation shows that

U(z) ≡
(

c−n
n 0
0 cn

n

)
Y (λn(z))(4.2)

solves the scaled RHP (4.3)–(4.5) below, wherenVn(z) = Q(λn(z)) as in (2.2).

U : C\R → C
2×2 is analytic ,(4.3)

U+(s) = U−(s)
(

1 e−nVn(s)

0 1

)
for s∈ R ,(4.4)

U(z)
(

z−n 0
0 zn

)
= I +O

(
1
|z|
)

as|z| → ∞ ,(4.5)

4.2 U → T

Let σ3 denote the Pauli matrix(
1 0
0 −1

)
.

Following [17], set

T(z) ≡ Tn(z) = e−n l
2σ3U(z)e−n(g(z)− l

2)σ3 ,(4.6)

where the constantl and the functiong(z) are to be determined below. The expo-
nential factoreng(z) can be viewed for RHPs as the analogue of the “fast phase”
arising in the analysis of linear differential equations in the WKB limit. We require
that

g(z) be analytic onC\R .(4.7)

This insures that the new quantityT(z) solves a RHP on the same contour asU .
Setg±(s) ≡ g(s± i0), s∈ R. Second, we require thatg(z) behave as

g(z) ≈ logz asz→ ∞(4.8)

in order to normalize the RHP at infinity (cf. (4.11) below). A simple computation
now shows thatT is the unique solution of (4.9)–(4.11)

T : C\R → C
2×2 is analytic.(4.9)

T+ = T−
(

e−n(g+−g−) en(g++g−−Vn−l)

0 en(g+−g−)

)
onR ,(4.10)
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T(z) = I +O
(

1
|z|
)

as|z| → ∞ .(4.11)

Guided by the procedure in [17], we suppose further thatg satisfies the follow-
ing conditions: There exists a finite closed intervalI ⊂ R such that

g+(s)+g−(s)−Vn(s)− l = 0 for s∈ I ,(4.12)

g+(s)−g−(s) is purely imaginary fors∈ I ,(4.13)

andi
d
ds

(g+(s)−g−(s))> 0 for s∈ ◦
I ,

g+(s)+g−(s)−Vn(s)− l < 0 for s∈ R\ I ,(4.14)

eg+(s)−g−(s) = 1 for s∈ R\ I .(4.15)

We call conditions (4.7), (4.8), and (4.12)–(4.15) thephase conditions(PC) forg.
The motivation for (4.12)–(4.15) will become clear below.

It is a remarkable piece of luck (cf. [17]) that the phase conditions can be ex-
pressed simply in terms of the variational conditions for a well-known minimiza-
tion problem in logarithmic potential theory. Indeed, set

g(z) =
∫

log(z−x)dµVn(x) ,(4.16)

where the measureµVn is the unique minimizer (see [40]) of

E = inf
µ∈M1(R)

[∫
R2

log|x−y|−1dµ(x)dµ(y)+
∫

R

Vn(x)dµ(x)
]

,(4.17)

whereM1(R) denotes the space of all probability measures onR. The measure
µVn is called theequilibrium measureand is characterized by the Euler-Lagrange
equations (cf. [40]; see also [14]): There exists a real numberl (the Lagrange
multiplier) such that

2
∫

log|x−y|dµ(y)−Vn(x)− l ≤ 0 for x∈ R ,(4.18)

2
∫

log|x−y|dµ(y)−Vn(x)− l = 0 for x∈ supp(µ) .(4.19)

For measuresµ ∈ M1(R) that are supported in the single interval supp(µ) = I , it is
easy to see that

g(z) =
∫

log(z−x)dµ(x) solves (PC)

⇐⇒ µ solves the variational conditions (4.18) and (4.19).

Remark4.1. Phase conditions (4.7), (4.8), and (4.12)–(4.15) are specific to the
problem at hand. More generally (see [17]), one can considerg-functions that
satisfy conditions (4.12)–(4.14) and an appropriate modification of (4.15) in the
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case of a finite union of disjoint intervalsI =
⋃

I j . Such a general situation arises
in the related paper ([16]; see also [15]). However, in the present paper it turns out
that forn sufficiently large, the support of the equilibrium measureµVn is a single
interval; in fact, the scaling using the MRS numbers (see (1.6) and (1.7) above) is
chosen precisely to insure that the intervalI = [−1,1].

Remark4.2. In Appendix B we present another approach to theg-function (and the
rescaling) that is closer in spirit to standard constructions in the theory of orthog-
onal polynomials. It is based on the well-known connection between the asymp-
totic distribution of zeros of orthogonal polynomials and the equilibrium measure.
A g-function also appears in the recent work of Ercolani, Levermore, and Zhang
[20, 21] on the zero dispersion limit of the KdV equation via Lax-Levermore theory
[25].

4.3 T → S

The significance of conditions (4.12)–(4.15) is the following: Conditions (4.12)
and (4.13) lead to an upper-triangular jump matrix

vT =
(

e−n(g+−g−) 1
0 en(g+−g−)

)
on [−1,1] ,

and (4.14) and (4.15) yield a jump matrix

vT =
(

1 en(g+(s)+g−(s)−Vn(s)−l)

0 1

)
= I +o(1) onR\ [−1,1] asn→ ∞ .

The oscillatory termse±n(g+−g−) can be transformed into exponentially decaying
terms as follows: Factor

vT =
(

1 0
en(g+−g−) 1

)(
0 1

−1 0

)(
1 0

e−n(g+−g−) 1

)
≡ v−v0v+ .(4.20)

Sinceg+ − g− = 2g+ −Vn − l = −2g− +Vn + l on [−1,1], g+ − g− has an ana-
lytic continuation above and below[−1,1], and by the Cauchy-Riemann condition
(4.13) the real part of(g+ −g−)(z) is positive above(−1,1) and negative below
(−1,1). Hencev+(z) (respectively,v−(z)) has an analytic continuation above (re-
spectively, below)(−1,1) that converges exponentially to the identity asn→ ∞.

The factorization (4.20) suggests the following deformation of the RHP forT.
Let ΣS =

⋃5
i=1 Σi be the oriented contour in Figure 4.1. Let

S(z) ≡ T(z) for zoutside the lens-shaped region,

(4.21)

S(z) ≡ T(z)v−1
+ (z) = T(z)

(
1 0

−e−n(g+(z)−g−(z)) 1

)
in the upper lens region,

(4.22)
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FIGURE 4.1. The contourΣS.

S(z) ≡ T(z)v−(z) = T(z)
(

1 0
en(g+(z)−g−(z)) 1

)
in the lower lens region.

(4.23)

ThenSsatisfies

S: C\ΣS→ C
2×2 is analytic.(4.24)

S+(s) = S−(s)vS(s) , s∈ ΣS,(4.25)

S(z) = I +O
(

1
|z|
)

as|z| → ∞ ,(4.26)

wherevS(s) = vi(s) for s∈ Σi , 1≤ i ≤ 5, andv1 = v+, v2 = v0, v3 = v−, v4 = vT ,
v5 = vT .

4.4 S→ R

The preceding definitions and calculations have the following result:The jump
matrixvS converges to the identity matrix everywhere onΣS except onΣ2 = [−1,1].
The above RHP forS is clearly equivalent to the original RHP (3.1)–(3.3) in the
sense that the solution of the one problem implies the solution of the other, and
vice versa. This suggests that for largen the solution of (4.24)–(4.26) should be
close to the solution of the following limiting RHP:

S(∞) : C\ [−1,1] → C
2×2 is analytic ,(4.27)

S(∞)
+ (s) = S(∞)

− (s)
(

0 1
−1 0

)
for s∈ [−1,1] ,(4.28)

S(∞)(z) = I +O
(

1
|z|
)

as|z| → ∞ .(4.29)

The RHP (4.27)–(4.29) can be solved explicitly by diagonalizing the jump matrix
and hence reducing it to two scalar RHPs. The solution is given by

S(∞)(z) =
1
2

(
a(z)+a(z)−1 i(a(z)−1−a(z))

i(a(z)−a(z)−1) a(z)+a(z)−1

)
(4.30)
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with

a(z) =
(z−1)1/4

(z+1)1/4
.(4.31)

However, to prove rigorously that indeedS→ S(∞) asn→ ∞, numerous technical-
ities arise. The origin of these difficulties can be seen by defining

M := S(S(∞))−1.(4.32)

Denote byv∞ the jump matrix forS(∞). The matrix-valued functionM then satisfies
an RHP of the form

M+ = M−
(

S(∞)
− vSv

−1
∞
(
S(∞)
−
)−1
)

on ΣS,(4.33)

M(z) = I +O
(

1
|z|
)

as|z| → ∞ .(4.34)

In order to prove that the solutionM of (4.33)–(4.34) is close to the identity, and
henceS≈ S(∞), one needs to know (see (A.4)–(A.9) below) that the jump matrix
for M is close to the identity in theL2 and in theL∞ sense. Due to the fourth-root
singularity ofS(∞) at±1, however, we see that the jump matrix forM is unbounded.
In order to remedy this difficulty, one needs to construct an explicit solutionP
of the RHP (4.24)–(4.26) in small neighborhoods of±1 that matchesS(∞) at the
boundary of these neighborhoods up to ordero(1). Such an explicit local solutionP
is constructed in terms of Airy functions (see Section 7.1 below). Finally, we define
the parametrixSpar for S by Spar = P in neighborhoods of±1 and bySpar = S(∞)

elsewhere. ThenR≡ SS−1
par solves a RHP with jumps of the formI +o(1) and can

be computed to any order by a Neumann series.

5 Theg-Function and the Equilibrium Measure

5.1 Rescaling
The transformationY →U (see (4.2)) leads to the following relations:

PROPOSITION5.1 Let Y and U be the solutions of the RHPs(3.6)–(3.8)and(4.3)–
(4.5), respectively. Furthermore, let Y1, Y2, U1, and U2 be given according to(3.10).
Then

Y1 = cn

(
cn

n 0
0 c−n

n

)
U1

(
c−n

n 0
0 cn

n

)
+
(−ndn 0

0 ndn

)
,(5.1)

Y2 = c2
n

(
cn

n 0
0 c−n

n

)
U2

(
c−n

n 0
0 cn

n

)
(5.2)

+cn

(
cn

n 0
0 c−n

n

)
U1

(
c−n

n 0
0 cn

n

)(
dn(1−n) 0

0 dn(1+n)

)

+

(
n(n−1)d2

n
2 0

0 n(n+1)d2
n

2

)
.
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The proof is a simple calculation.

5.2 MRS Numbers and the Construction of the Functiongn(z) and of
the Equilibrium Measure Through the Solution of the Variational
Problem

We first construct the MRS numbers for sufficiently largen and then solve the
variational problem showing that the support of the equilibrium measure is indeed
given by the interval [-1,1] after the corresponding rescaling. Our solution of the
variational problem follows [14].

Construction of the MRS Numbers

PROPOSITION5.2 There exist n1 ∈N and sequences(α(k))k∈N and(β(k))k∈N such
that

αn = n
1

2m

(
∞

∑
k=0

α(k)n−
k

2m

)
(5.3)

and

βn = n
1

2m

(
∞

∑
k=0

β(k)n−
k

2m

)
(5.4)

converge for all n≥ n1 and satisfy the conditions

1
2π

∫ βn

αn

Q′(t)(t −αn)√
(βn− t)(t −αn)

dt = n(5.5)

and

1
2π

∫ βn

αn

Q′(t)(βn− t)√
(βn− t)(t −αn)

dt = −n.(5.6)

The coefficientsα(k) andβ(k) can be expressed explicitly in terms of the coefficients
q0, . . . ,q2m of the polynomial Q. For example,

β(0) = −α(0) = (q2mmAm)−
1

2m ,(5.7)

β(1) = α(1) = − q2m−1

2mq2m
,(5.8)

where Am are the numerical coefficients defined in(1.11).

PROOF: We first introduce a few auxiliary functions. Forα, β, ε, x∈ R, define

Q(x,ε) :=
2m

∑
k=0

qkε
2m−kxk

(
= ε2mQ

(x
ε

))
,(5.9)

V(x,α,β,ε) := Q

(
β−α

2
x+

α+β

2
,ε

)
,(5.10)
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G(α,β,ε) :=




∫ 1
−1

V ′(y,α,β,ε)√
1−y2

dy

∫ 1
−1

yV′(y,α,β,ε)√
1−y2

dy


 ,(5.11)

where we denote byV ′ the derivative with respect to the first variable. It is easy to
see thatα < β solve (5.5) and (5.6) for somen≥ 1 if and only if

G
(
αn−

1
2m ,βn−

1
2m ,n−

1
2m

)
=
(

0
2π

)
.(5.12)

It suffices therefore to find anε0 > 0 and real analytic functionsα, β: (−ε0,ε0) →
R satisfying

G(α(ε),β(ε),ε) =
(

0
2π

)
for all ε ∈ (−ε0,ε0) .(5.13)

Indeed, choosing thenαn := n1/2mα(n−1/2m) andβn := n1/2mβ(n−1/2m) for n>
(1/ε0)2m yields a solution of (5.5) and (5.6) of the form (5.3) and (5.4). The exis-
tence of the real analytic functionsα andβ is guaranteed by the implicit function
theorem, since one easily checks that

G
(
α(0),β(0),0

)
=
(

0
2π

)
(cf. (5.7))(5.14)

and

D(α,β)G
(
α(0),β(0),0

)
=

2mπ

β(0)

(
1 1

−1 1

)
.(5.15)

Finally, it is easy to see that the integrals involved in computing the derivatives of
G at (α(0),β(0),0) can be evaluated explicitly, and by an inductive procedure the
coefficientsα(k) andβ(k) can be determined.

Using the expressions obtained forαn andβn, one obtains immediately (cf.
(1.8)–(1.10)) the coefficients of the polynomials for the rescaled fieldVn (2.2): For
n≥ n1

Vn(x) =
2m

∑
k=0

vn,kx
k with vn,k =

∞

∑
l=0

v
(l)
k n−

l
2m .(5.16)

Furthermore,

vn,2m =
1

mAm
+O

(
n−

2
2m

)
,(5.17)

vn,k = O
(

n
k

2m−1
)

for 0≤ k≤ 2m−1.(5.18)
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The Solution of the Variational Problem

In order to determine the equilibrium measure for the external fieldVn, we pro-
ceed as in [14]. Set

r(z) ≡ (z−1)1/2(z+1)1/2 for z∈ C\ [−1,1] ,(5.19)

Fn(z) ≡ r(z)
πi

∫ 1

−1

−V ′
n(y)

r+(y)(y−z)
dy
2πi

for z∈ C\ [−1,1] ,(5.20)

hn(z) ≡ 1
2πi

∮
Γz

V ′
n(y)

r(y)(y−z)
dy for z∈ C ,(5.21)

whereΓz denotes any simple, closed contour that is oriented counterclockwise and
contains[−1,1]∪{z} in its interior. A standard residue calculation shows that

Fn(z) = −V ′
n(z)
2πi

+
r(z)
2πi

hn(z) for all z∈ C\ [−1,1] .(5.22)

PROPOSITION5.3 Given the notation above, there exists n2 ≥ n1 such that for all
n ≥ n2 the equilibrium measure with respect to the external field Vn has support
[−1,1] and its density is given by

dµn(x) =
1

2π

√
1−x2hn(x)dx for −1≤ x≤ 1.(5.23)

Furthermore, hn is a polynomial of degree2m−2 whose(real) coefficients can be
computed explicitly, and there exists a constant h0 > 0 such that hn(x)> h0 for all
n≥ n2 and x∈ R.

PROOF: We start by proving the claims related tohn. We evaluate (5.21) by
calculating the residue of the integrand at infinity. For example, for anyk∈ N,

1
2πi

∮
Γz

yk

r(y)(y−z)
dy=

[ k−1
2 ]

∑
j=0

Ajz
k−1−2 j .(5.24)

In the notation of (5.16), we obtain

hn(z) =
2m−2

∑
k=0

hn,kz
k, hn,k =

[ 2m−2−k
2 ]

∑
j=0

Aj(k+2+2 j)vn,k+2+2 j ,(5.25)

yielding that for each 0≤ k ≤ 2m− 2, the coefficienthn,k can be expressed in a

serieshn,k = ∑∞
l=0h(l)

k n−l/2m, and, by (5.17), the leading-order behavior is given by

h(0)
2k = 2

Am−k−1

Am
, h(0)

2k+1 = 0, for 0≤ k≤ m−1.(5.26)

This, in turn, implies that there exists an2 ≥ n1 and a constanth0 > 0 such that
hn(x)> h0 for all n≥ n2 and allx∈ R.

In the notation of (5.10), we can express

Vn(x) = V
(

x, n−
1

2mαn, n−
1

2mβn, n−
1

2m

)
.(5.27)
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From the proof of Proposition 5.2 we conclude

G
(

n−
1

2mαn,n−
1

2mβn,n−
1

2m

)
=




∫ 1
−1

V ′
n(y)√
1−y2

dy

∫ 1
−1

yV′
n(y)√
1−y2

dy


=

(
0

2π

)
.(5.28)

The first row of (5.28) together with (5.20) implies thatFn(z) = O(1/z) asz tends
to infinity. From the representation ofFn in (5.22), it is then obvious that the
Fn|C± lie in the Hardy spacesH 2(C±). Setψ̂n := Re(Fn)+ ∈ L2(R). Sincehn is a
strictly positive function forn≥n2, we conclude from (5.22) that suppψ̂n = [−1,1].
Furthermore, it follows from (5.20) thatFn(z) =−Fn(z). Then a standard argument
in harmonic analysis (see, e.g., [42]) leads to

Fn(z) =
∫

R

ψ̂n(x)
x−z

dx
πi

and(5.29)

(Fn)±(x) = ±ψ̂n(x)+ i(Hψ̂n)(x) ,(5.30)

where

H : L2(R) → L2(R) : f 7→ 1
π

PV
∫

R

f (y)
x−y

dy(5.31)

denotes the Hilbert transform. We will now prove thatψ̂ndx is indeed the equi-
librium measure with respect to the fieldVn. The representation of̂ψn as given in
(5.23) follows easily from (5.22), and therefore it is clear thatψ̂n is nonnegative.
In order to see that̂ψn is also a probability measure, we use the two representations
for Fn, namely, (5.20) and (5.29). The first formula together with the second row
of (5.28) yields thatFn(z) = −1/πiz+O(z−2), whereas it follows from (5.29) that
Fn(z) = −1/πiz

∫ 1
−1 ψ̂n(x)dx+ O(z−2): Thus

∫ 1
−1 ψ̂n(x)dx = 1. Finally, we have

to show thatψ̂n satisfies the variational conditions (4.18)–(4.19). To that end we
conclude from (5.30) and (5.22) that forx∈ R

d
dx

(
2

∫
log|x−y|ψ̂n(y)dy−Vn(x)

)
= 2π(Hψ̂n)(x)−V ′

n(x)

= Re
(−2πi(Fn)+(x)−V ′

n(x)
)

= −Re(r+(x)hn(x)) .

(5.32)

The fact thathn is positive on the real line implies that 2
∫

log|x−y|ψ̂n(y)dy−Vn(x)
is constant on[−1,1], increasing forx< −1, and decreasing forx> 1, and thus
ψ̂n(x)dx satisfies the Euler-Lagrange equations (4.18)–(4.19).

Remark.Note that the density of the equilibrium measure is denoted byψ̂n(x)
in order to distinguish it fromψn(z), which was defined in (2.14) as the analytic
extension ofψ̂n|(−1,1) to C\ ((−∞,−1]∪ [1,∞)).
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Set

gn(z) ≡
∫ 1

−1
ψ̂n(t) log(z− t)dt , z∈ C\ (−∞,1] ,(5.33)

ξn(z) ≡−2πi
∫ z

1
ψn(y)dy, z∈ C\ ((−∞,−1]∪ [1,∞))(5.34)

(cf. (2.14)), and recall the definition of the constant in the Euler-Lagrange equation
given in (2.8)

ln =
1
π

∫ 1

−1

√
1− t2hn(t) log|t|dt−Vn(0) .(5.35)

PROPOSITION5.4 Let n2 ∈ N be given as in Proposition5.3. Then there exists a
δ1 > 0 such that for all n≥ n2 the following holds:

(i) gn is analytic and gn|C± have continuous extensions toC±.
(ii) The map z7→ engn(z) possesses an analytic continuation toC\ [−1,1] and

engn(z)z−n = 1+O(1/z) as z→ ∞ .(5.36)

(iii)

(gn)+(x)− (gn)−(x) =




2πi for x ≤−1

ξn(x) for |x|< 1

0 for x≥ 1.

(5.37)

(iv)

−Vn(x)+(gn)+(x)+(gn)−(x)− ln =




(ξn)+(x)−2πi for x ≤−1

0 for |x|< 1

(ξn)+(x) for x≥ 1.

(5.38)

Furthermore,Re(ξn)+(x)<−√
2h0(|x|−1)3/2 for all |x|> 1 (cf. Proposition

5.3).
(v) The functionξn can be computed explicitly,

ξn(z) = −iHn(z)(1−z)1/2(1+z)1/2−2i arcsinz+ iπ ,(5.39)

Hn(z) =
2m−1

∑
k=0


[m− k+1

2 ]
∑
l=0

Alvn,k+2l+1


zk .(5.40)

Furthermore,

Reξn(z)> 0 for 0< Imz< δ1, −1< Rez< 1,(5.41)

Reξn(z)< 0 for − δ1 < Im z< 0, −1< Rez< 1.(5.42)
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(vi) The constant ln can be expressed in a convergent series ln = ∑∞
k=0 l (k)n−k/2m

with leading coefficient l(0) = −1/m−2log2. More generally,

ln = −
m

∑
k=0

Akvn,2k−2log2.(5.43)

PROOF: 1. Forz1, z2 ∈ C+ one can show using (5.29) that

gn(z2)−gn(z1) = −πi
∫ z2

z1

Fn(y)dy.(5.44)

It follows from (5.22) and (5.29) thatFn is a bounded function. Consequently,
gn is uniformly Lipschitz-continuous in the upper half-plane and can there-
fore be continued toC+. The same argument holds for the lower half-plane.
Furthermore,

(gn)±(x) =
∫ 1

−1
ψ̂n(t) log|x− t|dt±πi

∫ 1

x
ψ̂n(t)dt for x∈ R .(5.45)

2. We observe from (5.45) and the fact thatψ̂ndx is a probability measure with
support[−1,1] that the jump(gn)+ − (gn)− vanishes on(1,∞) and equals
2πi on(−∞,−1). Henceengn(z) can be continued analytically outside[−1,1].
From

log(z− t) = logz−
∞

∑
k=1

1
k

(
t
z

)k

(5.46)

for all t ∈ [−1,1], z∈ C\ (−∞,0] with|z| ≥ 2, it follows easily that

gn(z) = logz+O(1/|z|) ,(5.47)

which in turn proves (5.36).
3. This follows immediately from (5.45) and the definition ofξn in (5.34).
4. Equation (5.45) implies

(gn)+(x)+(gn)−(x)−Vn(x) = 2
∫ 1

−1
ψ̂n(t) log|x− t|dt−Vn(x)(5.48)

for all x ∈ R. As ψ̂n satisfies the Euler-Lagrange equations (4.18)–(4.19),
equation (5.38) is clear for|x| < 1. The other two cases follow from the
calculation in (5.32). The proof of the estimate on Re(ξn)+(x) follows easily
from Proposition 5.3 and from (5.34).

5. Recall thathn is a polynomial of degree 2m− 2 (cf. Proposition 5.3), and
therefore by elementary calculations there exists a polynomialHn of degree
2m−1 and a constantΛn such that

ξn(z) = −i
∫ z

1
(1−y)1/2(1+y)1/2hn(y)dy

= −i
(
Hn(z)(1−z)1/2(1+z)1/2 +Λn(arcsinz−π/2)

)
.

(5.49)
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One can determine the coefficients ofHn andΛn inductively. However, we
find it more convenient to proceed as follows: From (5.38), (5.47), and (5.49)
one remarks that

ln = lim
x→∞

(−Vn(x)+2logx+Hn(x)
√

x2−1−Λn log(x+
√

x2−1)) .(5.50)

Clearly, the limit can only exist ifΛn = 2 and

lim
x→∞

(
Hn(x)− Vn(x)

x
√

1−x−2

)
= 0.(5.51)

Expanding(1−x−2)−1/2 immediately leads to (5.40).
We next prove (5.41) and (5.42). Asξn is purely imaginary on(−1,1), we

only need to show that there exists a suitable neighborhood of the interval
(−1,1) on which the imaginary part of the derivative ofξn is negative for all
n≥ n2. This, however, follows from the uniform positivity ofhn as stated in
Proposition 5.3.

6. In order to evaluate formula (5.50), we observe that

lim
x→∞

(2logx−2log(x+
√

x2−1)) = −2log2(5.52)

and that forx large

Hn(x)
√

x2−1 =


2m−1

∑
k=0

[m− k+1
2 ]

∑
l=0

Alvn,k+2l+1xk+1


( ∞

∑
j=0

Bjx
−2 j

)
,(5.53)

whereBj denote the coefficients of the expansion of(1−x)1/2 at x = 0. Be-
cause theAj denote the Taylor coefficients of(1−x)−1/2 atx= 0, we have for
everyr ≥ 1 that∑r

j=0AjBr− j = 0. A straightforward calculation then shows

that the constant term of−Vn(x)+Hn(x)
√

x2−1 is given by−∑m
k=0Akvn,2k.

5.3 The Transformed RHP for T

In this section we state the RHP for the matrixT.

THEOREM 5.5 Let U : C\R → C
2×2; recall the definition of the Pauli matrix

σ3 =
(

1 0
0 −1

)
,

and let gn, ln, andξn be as calculated above. Furthermore, set

T(z) ≡ e−nln
2 σ3U(z)e−n(gn(z)− ln

2 )σ3 for z∈ C\R .(5.54)

The function U solves the Riemann-Hilbert problem(4.3)–(4.5)if and only if T
solves(5.55)–(5.57).

T : C\R → C
2×2 is analytic.(5.55)
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T+(s) = T−(s)




(
e−nξn(s) 1

0 enξn(s)

)
for −1< s< 1,

(
1 en(ξn)+(s)

0 1

)
for |s| ≥ 1.

(5.56)

T(z) = I +O
(

1
|z|
)

as|z| → ∞ .(5.57)

PROOF: Employing (i), (ii), (iii), and (iv) of Proposition 5.4, it is a straightfor-
ward calculation to show that any solutionU of (4.3)–(4.5) leads to a solutionT of
(5.55)–(5.57), and vice versa.

Note that the jump matrix forT is oscillatory in(−1,1) and converges expo-
nentially fast (asn→ ∞) to the identity outside[−1,1].

6 Steepest Descent: Jump Matrix Factorization and Contour
Deformation

The basic idea behind the steepest-descent method is to deform the contour so
that the rapidly oscillating terms become exponentially decaying. Note that by
Proposition 5.4(v) the entries of the jump matrix forT have analytic continuations
into a neighborhood of(−1,1), where the 11-entrye−nξn decays exponentially (as
n → ∞) in the upper half-plane and grows in the lower half-plane, while the 22-
entry enξn has the opposite behavior. However, we can split the 11-entry and the
22-entry by the following factorization of the jump matrix:(

e−nξn 1
0 enξn

)
=
(

1 0
enξn 1

)(
0 1

−1 0

)(
1 0

e−nξn 1

)
≡ v−v0v+ .(6.1)

We now deform the Riemann-Hilbert problem in the sense of [17, 18, 19] to an
equivalent Riemann-Hilbert problem for a 2×2–matrix-valued functionS on the
oriented contourΣS shown in Figure 6.1, where

S(z) ≡ T(z) for zoutside the lens-shaped region,(6.2)

S(z) ≡ T(z)v−1
+ (z) = T(z)

(
1 0

−e−nξn(z) 1

)
in the upper lens region,(6.3)

S(z) ≡ T(z)v−(z) = T(z)
(

1 0
enξn(z) 1

)
in the lower lens region.(6.4)

The precise shape of the lens will be determined in the beginning of Section 7.1
(see Figures 7.4 and 7.5). Of course, it will be contained in the region where (5.41)
(respectively, (5.42)) hold.
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FIGURE 6.1. The contourΣS.

We decompose the contourΣS by ΣS ≡ ⋃5
j=1 Σ j according to Figure 6.1. Fur-

thermore, let

v1(s) ≡
(

1 0
e−nξn(s) 1

)
for s∈ Σ1 ,(6.5)

v2(s) ≡
(

0 1
−1 0

)
for s∈ Σ2 ,(6.6)

v3(s) ≡
(

1 0
enξn(s) 1

)
for s∈ Σ3 ,(6.7)

v4(s) ≡
(

1 en(ξn)+(s)

0 1

)
for s∈ Σ4 ,(6.8)

v5(s) ≡
(

1 en(ξn)+(s)

0 1

)
for s∈ Σ5 .(6.9)

LEMMA 6.1 Let T : C \R → C
2×2, and define S according to(6.2)–(6.4). Then

T solves the Riemann-Hilbert problem(5.55)–(5.57)if and only if S solves(6.10)–
(6.12)below:

S: C\ΣS→ C
2×2 is analytic.(6.10)

S+(s) = S−(s)v j(s) for s∈ Σ j , 1≤ j ≤ 5,(6.11)

S(z) = I +O
(

1
|z|
)

as |z| → ∞ .(6.12)

PROOF: The proof is straightforward, and we will only verify the jump condi-
tions onΣ1 throughΣ3:

Σ1 : S+ = T+ = T− = S−v+ = S−v1 ,

Σ2 : S+ = T+(v+)−1 = T−(v−v0v+)(v−1
+ ) = S−v0 = S−v2 ,

Σ3 : S+ = T+v− = T−v− = S−v− = S−v3 .
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Remark.Again, the jump condition (6.11) is to be understood in the sense thatSis
continuous in each component ofC\ΣS up to the boundary with boundary values
S± satisfying (6.11) onΣS (cf. the remark after Theorem 3.1).

Note that the Riemann-Hilbert problem forS(6.10)–(6.12), which is equivalent
to the Riemann-Hilbert problem (3.6)–(3.8) forU , has jump matrices that converge
exponentially fast (asn→ ∞) to the identity except on the interval(−1,1), where
the jump matrix is a constant. At this point it becomes clear how to construct a
parametrix, i.e., an approximate solution for the Riemann-Hilbert problem. In a
first step we simply neglect those jump conditions that tend to the identity. We
consider the following Riemann-Hilbert problem:

N : C\ [−1,1] → C
2×2 is analytic ,(6.13)

N+(s) = N−(s)
(

0 1
−1 0

)
for s∈ [−1,1] ,(6.14)

N(z) = I +O
(

1
|z|
)

as|z| → ∞ .(6.15)

The Riemann-Hilbert problem (6.13)–(6.15) can be solved explicitly by diag-
onalizing the jump matrix and hence reducing it to two scalar Riemann-Hilbert
problems. One obtains the (unique) solution

N(z) =
1
2

(
1 1
i −i

)(
a(z) 0

0 a(z)−1

)(
1 −i
1 i

)

=
1
2

(
a(z)+a(z)−1 i(a(z)−1−a(z))

i(a(z)−a(z)−1) a(z)+a(z)−1

)
,

(6.16)

with

a(z) =
(z−1)1/4

(z+1)1/4
.(6.17)

Observe thata is analytic onC\ [−1,1].

Remark.Note thatN as defined in (6.16) does not solve the Riemann-Hilbert prob-
lem (6.13)–(6.15) in the sense described above (see the remark after Theorem 3.1)
as N|C± cannot be extended continuously toC±. However,N(· ± iε) converge
in L2

loc(R) asε↘ 0 to functionsN± in L2([−1,1]) that satisfy (6.14) almost ev-
erywhere on[−1,1]. It is not difficult to show thatN is the unique solution of
(6.13)–(6.15), where (6.14) is interpreted in thisL2

loc sense. This implies, in par-
ticular, that there is no solution of (6.13)–(6.15) with continuous boundary values.
The fact thatN is a solution of a (generalized) RHP is not used in the paper.

As explained in Section 4, we need the parametrix to be uniformly bounded in
order to prove that there is a solution of the full Riemann-Hilbert problem close to
the parametrix. We see thatN does not satisfy this requirement for a parametrix as
there are1

4-root singularities at the endpoints of the interval[−1,1] (cf. Section 4).
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We will therefore introduce a different parametrix close to the endpoints of the
support of the equilibrium measure±1 in the next section.

7 Solution of the RHP for S

7.1 Analysis at the Endpoints of the Equilibrium Measure
In this section we will provide a parametrix for the Riemann-Hilbert problem

(6.10)–(6.12) near the endpoints of the equilibrium measure. Let us first consider
the right endpoint. By a parametrix near 1, we mean a solution of the following
Riemann-Hilbert problem: DenoteUδ := {z∈ C : |z−1|< δ} for 1> δ > 0.

P : Uδ \ΣS→ C
2×2 is analytic ,(7.1)

P+(s) = P−(s)v j(s) for s∈ ΣS∩Uδ, j ∈ {1,2,3,5} ,(7.2)

P(z) ≈ N(z) for |z−1| = δ .(7.3)

This Riemann-Hilbert problem is not fully determined in two ways. First, re-
call that we have not given a precise definition of the contourΣS yet (cf. below
(6.4)), and we will chooseΣS as part of the construction of the parametrix. Second,
the more usual asymptotic condition that normalizes the solution at∞ to ensure
uniqueness is replaced by the approximate matching condition (7.3). We are led to
a unique determination of the parametrix in the construction below by satisfying
(7.3) in an “optimal” way.

The general way to construct such a parametrix is by using the vanishing lemma
[16]. However, in the generic case where the equilibrium measure vanishes as
a square root at the endpoints of its support, we can express the parametrix in
terms of Airy functions. As these functions appear in the asymptotic analysis of
orthogonal polynomials in many different situations (see, e.g., [7, 9, 32, 36]), we
choose to proceed in the latter way; we devote the remainder of this subsection to
constructing an explicit solution of (7.1) and (7.2) using Airy functions that will
satisfy (7.3) up to an error of orderO(1

n).
We begin with an observation that allows us to transform to constant jump ma-

trices. Define

ϕn : C\R, z 7→
{
−1

2ξn(z) for Imz> 0,
1
2ξn(z) for Imz< 0.

(7.4)

One concludes easily from the definition ofξn in (5.34) (see also (2.14)) that
(ϕn)+(x) = (ϕn)−(x) for x> 1 and(ϕn)+(x) = (ϕn)−(x)−2πi for x<−1. Hence
the functionenϕn possesses an analytic continuation toC \ [−1,1]. A straightfor-
ward calculation now yields

v j(s) = e−n(ϕn)−(s)σ3wje
n(ϕn)+(s)σ3 for 1≤ j ≤ 5,(7.5)

where

w1 = w3 =
(

1 0
1 1

)
, w2 =

(
0 1

−1 0

)
, w4 = w5 =

(
1 1
0 1

)
.(7.6)
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FIGURE 7.1. The contourγσ with opening angle 2σ.

Note that ifP satisfies (7.2), thenPe−nϕn(z)σ3 satisfies the corresponding jump re-
lations wherev j is replaced by the constant matrixwj .

We now introduce the auxiliary contourγσ =
⋃3

j=1γσ, j ∪γσ,5, which depends
on the parameterσ ∈ (π

3 ,π) as displayed in Figure 7.1 below and divides the com-
plex plane into four regions, I, II, III, and IV.

Prescribing the jump matrixwj onγσ, j ( j = 1,2,3,5), we arrive at the Riemann-
Hilbert problem (7.10) and (7.11) below, for which we can write down an explicit
solution in terms of Airy functions (cf. [19]). Denote

ω := e
2πi
3(7.7)

and define

Ψσ : C\γσ → C
2×2 ,(7.8)

Ψσ(ζ) =




(
Ai(ζ) Ai(ω2ζ)
Ai ′(ζ) ω2Ai ′(ω2ζ)

)
e−

πi
6 σ3 for ζ ∈ I ,

(
Ai(ζ) Ai(ω2ζ)
Ai ′(ζ) ω2Ai ′(ω2ζ)

)
e−

πi
6 σ3

(
1 0

−1 1

)
for ζ ∈ II ,

(
Ai(ζ) −ω2Ai(ωζ)
Ai ′(ζ) −Ai ′(ωζ)

)
e−

πi
6 σ3

(
1 0

1 1

)
for ζ ∈ III ,

(
Ai(ζ) −ω2Ai(ωζ)
Ai ′(ζ) −Ai ′(ωζ)

)
e−

πi
6 σ3 for ζ ∈ IV .

(7.9)
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FIGURE 7.2. Map between the contoursΣS andγσ.

LEMMA 7.1 For all σ ∈ (π
3 ,π) the functionΨσ satisfies the following two condi-

tions:

Ψσ : C\γσ → C
2×2 is analytic and(7.10)

(Ψσ)+(s) = (Ψσ)−(s)wj for s∈ γσ, j , j = 1,2,3,5.(7.11)

PROOF: The proof just uses the following identity:

Ai(ζ)+ωAi(ωζ)+ω2Ai(ω2ζ) = 0 for all z∈ C .(7.12)

Suppose now that we have a biholomorphic mapf : Uδ → f (Uδ) ⊂ C with
f (1) = 0 such that the contourΣS∩Uδ is mapped ontoγσ ∩ f (Uδ) (see Figure 7.2).
Then, obviously,Ψσ( f (z))enϕn(z)σ3 will solve (7.1) and (7.2). As we will see below,
the asymptotics for the Airy function together with condition (7.3) determine the
function f (and hence the contourΣS). Finally, we observe that the jump relation
for Ψσ( f (z))enϕn(z)σ3 is not changed under multiplication by an analytic matrix-
valued function from the left. This provides additional degrees of freedom that
enable us to satisfy (7.3) up to orderO(1

n). We summarize with the following:

PROPOSITION7.2 For any biholomorphic map f: Uδ → f (Uδ) satisfying f(Σ j ∩
Uδ) = γσ, j ∩ f (Uδ) for j = 1,2,3,5 (and preserving orientation) and any analytic
map E: Uδ → C

2×2, the matrix-valued function

Uδ \ΣS3 z 7→ E(z)Ψσ( f (z))enϕn(z)σ3 ∈ C
2×2(7.13)

satisfies conditions(7.1)and (7.2).

We now choose the parametersE and f of Proposition 7.2 in order to satisfy the
matching condition (7.3) in an optimal way. To this end, observe first that we have
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to compensate for the (nonanalytic) termenϕn in (7.13). The asymptotic expansion
for Ai (cf. [1, 10.4.59]) shows thatf has to be chosen to satisfy

2
3
( f (z))3/2 = nϕn(z) .(7.14)

We shall now demonstrate that for eachn ≥ n2 (cf. Proposition 5.3) there exists
such a biholomorphic functionf (z) = fn(z).

PROPOSITION7.3 Let n2 be defined as in Proposition5.3. There exists aδ2 > 0
such that for all n≥ n2 there are biholomorphic functionsφn : Uδ2 → φn(Uδ2) ⊂ C

and

(i) φn(Uδ2 ∩R) = φn(Uδ2)∩R, φn(Uδ2 ∩C±) = φn(Uδ2)∩C±.
(ii) φn(z)3/2 = 3

2ϕn(z) for all z∈Uδ2 \ (−∞,1].
(iii) There exists a constant c0 > 0 such that for all z∈ Uδ2 and all n≥ n2 the

derivative ofφn can be estimated by c0 < |φ′n(z)| < 1/c0 and |argφ′n(z)| <
π/15.

Remark.In order to satisfy (7.14), we choosefn = n2/3φn. Note that Proposition
7.3 also implies (2.15) (see (7.4) and (5.34)).

PROOF: We defineφn explicitly. From (7.4), (5.34), and (2.14) it follows that

3
2
ϕ′

n(z) =
[

3
4

hn(z)(z+1)1/2
]
(z−1)1/2(7.15)

for all z∈ Uδ=2 \ (−1,1]. The function3
4hn(z)(z+ 1)1/2 is analytic inUδ=2 and

hence there exists a power series

3
4

hn(z)(z+1)1/2 =
∞

∑
k=0

rn,k(z−1)k .(7.16)

Define

φ̂n(z) ≡
∞

∑
k=0

2rn,k

3+2k
(z−1)k for |z−1|< 2.(7.17)

A short calculation yields

3
2
ϕn(z) = (z−1)3/2φ̂n(z) for all z∈Uδ=2\ (−1,1] .(7.18)

We observe that

rn,0>
3
4

h0

√
2> 0 for all n≥ n2 (cf. Proposition 5.3)(7.19)

and by Cauchy’s integral formula

sup
k≥0,n≥n2

|rn,k|< sup
|z−1|=1,n≥n2

∣∣∣∣34hn(z)(z+1)1/2

∣∣∣∣< ∞ .(7.20)
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Therefore there exists aδ > 0 such that Rêφn(z) > 0 for all z∈ Uδ and for all
n≥ n2. Hence

φn(z) ≡ (z−1)
(
φ̂n(z)

)2/3
for z∈Uδ(7.21)

is an analytic function. The injectivity ofφn on a possibly smaller (butn inde-
pendent) domainUδ2 follows, for example, from the uniform boundedness (inn
andz) of the second derivatives ofφn together with ann-independent lower bound
on |φ′n(1)|, both of which are consequences of (7.19) and (7.20). Similarly, one
shows property (iii). Property (i) follows from the fact thatφn and consequently
also its inverseφ−1

n are real on the real axis. Finally, (7.18) together with property
(i) allows us to conclude (ii).

The only freedom left in the choice of the parametrix is the analytic matrix-
valued functionE (cf. Proposition 7.2). Keeping condition (7.3) in mind, we seek
an analytic approximation to

N(z)
[
Ψσ( fn(z))enϕn(z)σ3

]−1
.(7.22)

This leads to the following definitions: Forn≥ n2 andσ ∈ (π
3 ,π), set

En(z) ≡
√
πe

πi
6

(
1 −1

−i −i

)(
( fn(z))1/4a(z)−1 0

0 ( fn(z))−1/4a(z)

)
(7.23)

for z∈Uδ2, and

Pn(z) ≡ En(z)Ψσ( fn(z))enϕn(z)σ3 for z∈Uδ2 \ f−1
n (γσ) .(7.24)

Remarks. 1. Recall the definition ofa(z) = (z−1)1/4

(z+1)1/4 (cf. (6.17)) and note that

( fn(z))1/4a(z)−1 = n1/6(φ̂n(z))1/6(z+1)1/4 .(7.25)

ThereforeEn indeed represents an analytic function inUδ2.
2. We suppress the dependence ofPn on the parameterσ in the notation.

We now summarize the properties ofPn. To that end, we introduce coefficients
sk andtk, which are taken from the asymptotic expansion of the Airy function at∞
(cf. [1, 10.4.59, 10.4.61]).

Ai(ζ) ∼ 1
2
√
π
ζ−

1
4 e−

2
3ζ

3
2

∞

∑
k=0

(−1)ksk

(
2
3
ζ

3
2

)−k

for |argζ|< π ,(7.26)

Ai ′(ζ) ∼− 1
2
√
π
ζ

1
4 e−

2
3ζ

3
2

∞

∑
k=0

(−1)ktk

(
2
3
ζ

3
2

)−k

for |argζ|< π ,(7.27)

where

s0 = t0 = 1, sk =
Γ(3k+ 1

2)
54kk! Γ(k+ 1

2)
, tk = −6k+1

6k−1
sk , for k≥ 1,(7.28)

andΓ denotes the (factorial) gamma function.
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LEMMA 7.4 Let n2 andδ2 be given as in Proposition7.3and let n≥ n2, σ ∈ (π
3 ,π).

Suppose further thatΣS∩Uδ2 = f−1
n (γσ)∩Uδ2. Then the matrix-valued function

Pn (given by(7.24)) satisfies(7.1) and (7.2). In addition, for 0 < |z− 1| < δ2,
there exists an asymptotic expansion for Pn(z)N−1(z) in powers of u−1, u≡ nϕn(z),
which is given by

1
2

∞

∑
k=0

(
s2k + t2k i(s2k− t2k)

−i(s2k− t2k) s2k + t2k

)
u−2k

+
1
2

∞

∑
k=0

(−(s2k+1a−2 + t2k+1a2) i(s2k+1a−2− t2k+1a2)
i(s2k+1a−2− t2k+1a2) s2k+1a−2 + t2k+1a2

)
u−2k−1.

(7.29)

PROOF: Recall that by Proposition 7.2 we only have to verify the asymptotic
expansion forPnN−1, which in turn follows from the following observation: For
σ ∈ (π

3 ,π), ζ ∈ C \γσ, andu≡ 2
3ζ

3/2 the asymptotic formulae for Airy functions
(cf. (7.26) and (7.27)) yield the uniform expansion

Ψσ(ζ)euσ3 ∼ e
πi
12

2
√
π

(
ζ−1/4 0

0 ζ1/4

) ∞

∑
k=0

(
(−1)ksk sk

−(−1)ktk tk

)
e−

πi
4 σ3u−k .(7.30)

Remark.Note that the expansion (7.29) is uniform inσ andz if σ andzare chosen
to lie in compact subsets of(π

3 ,π), {0< |z−1| ≤ δ2}, respectively.

The following result is immediate from (7.29):

COROLLARY 7.5 Let 0< ε ≤ δ2 and let K be a compact subset of(π
3 ,π). Then

there exists a constant C> 0 such that for allε≤ |z−1| ≤ δ2, σ ∈ K, and n≥ n2∣∣∣∣∣∣∣∣
Pn(z)N−1(z)− I − 1

n

(
2z−12 i(12z−2)

i(12z−2) −2z+12

)
96(z+1)1/2(z−1)2φ̂n(z)

∣∣∣∣∣∣∣∣
≤ C

n2 .(7.31)

Similar calculations also produce the parametrix at−1. We summarize: For
n≥ n2, we define

ϕ̃n(z) ≡
{
ϕn(z)+πi = πi

∫ z
−1ψn(y)dy for Imz> 0,

ϕn(z)−πi = −πi
∫ z
−1ψn(y)dy for Imz< 0,

(7.32)

Ũδ ≡ {z∈ C : |z+1|< δ} ,(7.33)

3
4

hn(z)(1−z)1/2 =
∞

∑
k=0

r̃n,k(z+1)k ,(7.34)

ˆ̃φn(z) ≡
∞

∑
k=0

2r̃n,k

3+2k
(z+1)k for |z+1|< 2,(7.35)
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FIGURE 7.3. The contour ˜γσ.

φ̃n(z) ≡ (z+1)
(

ˆ̃φn(z)
)2/3

for z∈ Ũδ̃2
with suitableδ̃2 > 0,(7.36)

f̃n(z) ≡ n2/3φ̃n(z) for z∈ Ũδ̃2
.(7.37)

Then (2.16) holds, or, equivalently,

2
3
(− f̃n(z))3/2 = nϕ̃n(z) .(7.38)

Furthermore, forσ ∈ (π
3 ,π) we introduce the contour ˜γσ =

⋃4
j=1 γ̃σ, j with γ̃σ,1 =

−γσ,3, γ̃σ,2 = −γσ,2, γ̃σ,3 = −γσ,1, γ̃σ,4 = −γσ,5 with orientation as shown in Fig-
ure 7.3 (cf. Figure 7.1).

Denote

Ψ̃σ(ζ) ≡ σ3Ψσ(−ζ)σ3 for ζ ∈ C\ γ̃σ ,(7.39)

Ẽn(z) ≡
√
πe

πi
6

(
1 1
i −i

)(
(− f̃n(z))1/4a(z) 0

0 (− f̃n(z))−1/4a(z)−1

)
for z∈ Ũδ̃2

,

(7.40)

Pn(z) ≡ Ẽn(z)Ψ̃σ( f̃n(z))enϕ̃n(z)σ3 for z∈ Ũδ̃2
\ f̃−1

n (γ̃σ) .(7.41)

Propositions 7.2 and 7.3 and Lemmata 7.1 and 7.4 hold mutatis mutandis. In par-
ticular, under the assumption thatΣS∩Ũδ̃2

= f̃−1
n (γ̃σ)∩Ũδ̃2

, one obtains

Pn : Ũδ̃2
\ΣS→ C

2×2 is analytic ,(7.42)

(Pn)+(s) = (Pn)−(s)v j(s) for s∈ ΣS∩Uδ̃2
, j ∈ {1,2,3,4} ,(7.43)
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Pn(z)N−1(z) ∼ 1
2

∞

∑
k=0

(
s2k + t2k −i(s2k− t2k)

i(s2k− t2k) s2k + t2k

)
ũ−2k(7.44)

+
1
2

∞

∑
k=0

(−(s2k+1a2 + t2k+1a−2) −i(s2k+1a2− t2k+1a−2)
−i(s2k+1a2− t2k+1a−2) s2k+1a2 + t2k+1a−2

)
ũ−2k−1 ,

where the asymptotic variable ˜u is given byũ≡ nϕ̃n(z). Furthermore,∣∣∣∣∣∣∣∣
Pn(z)N−1(z)− I − 1

n

(−2z−12 i(12z+2)
i(12z+2) 2z+12

)
96(1−z)1/2(z+1)2 ˆ̃φn(z)

∣∣∣∣∣∣∣∣
≤ C

n2 ,(7.45)

where the constantC can be chosen independently ofzandσ as long as|z+1| lies
in a compact subset of(0,δ̃2] andσ lies in a compact subset of(π

3 ,π).

7.2 The ParametrixSpar and the Solution of the RHP forR

In this section we will define a parametrixSpar for the Riemann-Hilbert problem
(6.10)–(6.12). We then state the Riemann-Hilbert problem forR := SS−1

par and show
that its jump matrix is of the formI +O(1/n) in theL2 senseand in theL∞ sense.
Therefore we can expressR in terms of a Neumann series.

As motivated in Section 4, the parametrixSpar for the Riemann-Hilbert problem
(6.10)–(6.12) will be given byPn near the endpoints of the equilibrium measure and
by N everywhere else. We will now make this precise.

First, we will define the contourΣS. Keeping the hypothesis of Lemma 7.8
in mind (i.e.,ΣS∩Uδ = f−1

n (γσ)∩Uδ and similarlyΣS∩Ũδ = f̃−1
n (γ̃σ)∩Ũδ), we

constructΣS depending on the parametersδ, n, andα (a new parameter replacing
σ). Fix n≥ n2 (cf. Proposition 5.3) and setδ0 := min{δ1,δ2, δ̃2} (cf. Propositions
5.4 and 7.3 and equivalence (7.36)). Chooseδ ∈ (0,δ0) andα ∈ (2π

3 , 5π
6 ). From

Proposition 7.3(iii) it is clear that there exists aσ = σ(n,α,δ) ∈ (3π
5 , 9π

10) such that

f−1
n (γσ,1)∩∂Uδ = {1+ δeiα}. By the symmetryfn(z) ≡ fn(z), it then follows that

f−1
n (γσ,3)∩∂Uδ = {1+ δe−iα} (see Figure 7.4).

An analogue construction at−1 leads to Figure 7.5, where the contour within
the circle at 1 is given as the inversefn image ofγσ(n,α,δ) and, correspondingly,
the contour within the circle at−1 is the inversef̃n image of γ̃σ̃(n,α,δ). Define
ΣS≡ ⋃5

i=1 Σi , whereΣ1 ≡ Σ′
1∪Σ′′

1 ∪Σ′′′
1 , and so on. Note that the circlesΣ6 andΣ7

arenotcontained inΣS. Furthermore, defineΣR := ΣS∪Σ6∪Σ7 and forz∈ C\ΣR,
let

Spar(z) :=

{
Pn(z) if |z−1|< δ or |z+1|< δ ,

N(z) otherwise.
(7.46)

The following proposition can be easily verified:
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PROPOSITION7.6 Let n≥ n2, 0< δ ≤ δ0, α ∈ (2π
3 , 5π

6 ), and S: C\ΣS→ C
2×2 be

a matrix-valued function. Define

R(z) ≡ S(z)S−1
par(z) for z∈ C\ΣR.(7.47)

S is a solution of the Riemann-Hilbert problem(6.10)–(6.12)if and only if R solves
(7.48)–(7.50)below:

R : C\ΣR → C
2×2 is analytic,(7.48)

R+(s) = R−(s)




N(s)vi(s)N−1(s) for s∈ Σ′′′
i , i = 1,3,4,5

Pn(s)N−1(s) for s∈ Σ6∪Σ7

I inside the circles and onΣ′′′
2 ,

(7.49)

R(z) = I +O
(

1
|z|
)

as|z| → ∞ .(7.50)

Note that any solution of (7.48)–(7.50) will have jumps only on the smaller
contourΣ̂R = Σ′′′ ∪Σ6∪Σ7, whereΣ′′′ = Σ′′′

1 ∪Σ′′′
3 ∪Σ′′′

4 ∪Σ′′′
5 (see Figure 7.6).

We now give estimates for the jump matrixvR on Σ̂R. Set

∆R := vR− I .(7.51)

PROPOSITION7.7 Let K be a compact subset of(0,δ0]. There exist positive con-
stants c1,C1 > 0 such that for all n≥ n2, δ ∈ K, andα ∈ (2π

3 , 5π
6 ), the following
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FIGURE 7.6. The contour̂ΣR.

estimates hold:

‖∆R‖L1(Σ6∪Σ7) +‖∆R‖L2(Σ6∪Σ7) +‖∆R‖L∞(Σ6∪Σ7) ≤
C1

n
,(7.52)

‖∆R‖L1(Σ′′′) +‖∆R‖L2(Σ′′′) +‖∆R‖L∞(Σ′′′) ≤C1e−nc1 .(7.53)

Furthermore,∆R has an analytic continuation to, say, aδ100 neighborhood ofΣ′′′
with

|∆R(z)| ≤ e−nc1|z| for dist(z,Σ′′′) ≤ δ

100
.(7.54)

PROOF: The estimate (7.52) is immediate from (7.31) and (7.45). In order to
prove (7.53), note first thatN andN−1 are uniformly bounded outside the circles
Uδ andŨδ for δ ∈ K. The claim then follows from (5.41), (5.42), (6.5), and (6.7)
on Σ′′′

1 andΣ′′′
3 and from (6.8), (6.9), and Proposition 5.4(iv) onΣ′′′

4 andΣ′′′
5 . Using

the additional information on the polynomialshn provided by (5.25) and (5.26), the
pointwise estimate (7.54) is immediate (by decreasingδ0 if necessary).

Proposition 7.7 implies, in particular, that

C∆R( f ) ≡C−( f ∆R) for f ∈ L2
(
Σ̂R;C2×2)(7.55)

defines a bounded linear operator fromL2(Σ̂R;C2×2) into itself with operator norm
‖C∆R‖= O

(
1
n

)
. Thus1−C∆R can be inverted by a Neumann series forn sufficiently

large. We define

µR := (1−C∆R)
−1(C−∆R) ∈ L2(Σ̂R) .(7.56)

We are now able to present an explicit formula forR.

THEOREM 7.8 Letδ ∈ (0,δ0] andα ∈ (2π
3 , 5π

6 ). For n sufficiently large, the unique
solution of the Riemann-Hilbert problem(7.48)–(7.50)is given by

R= I +C(∆R+µR∆R) .(7.57)

PROOF: Let R denote the unique solution of (7.48)–(7.50). We first prove that
in C\ Σ̂R

R= I +C(R−∆R) ,(7.58)
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FIGURE 7.7

which is equivalent to the Plemelj relation

R− I = C((R+− I)− (R−− I))(7.59)

(cf. (7.51)). Although this formula is well-known for smooth contours without
self-intersections, we shall verify it directly for the contourΣ̂R. It is easy to see
that forz∈ C \ Σ̂R the termC((R+ − I)− (R−− I))(z) is equivalent to the sum of
five integrals, each of which is the integral of

1
2πi

R(s)− I
s−z

along the positively oriented boundary of one of the five components ofC\ Σ̂R (see
Figure 7.7). Together with (7.50), relation (7.59) and consequently (7.58) follow
from Cauchy’s theorem.

From (7.58) we conclude that

R−− I = C∆R(R−− I)+C−(∆R) .(7.60)

Since1−C∆R is invertible onL2(Σ̂R), we conclude

R− = I +(1−C∆R)
−1(C−∆R) = I +µR.(7.61)

By (7.58) this proves the claim.

We now deduce a useful corollary of Theorem 7.8, which states the uniform
boundedness ofR.

COROLLARY 7.9 For every compact subset K⊂ (0,δ0], there exist n0 ≥ n2 and
C> 0 such that the unique solution R of(7.48)–(7.50)satisfies

|R(z)| ≤C for all z∈ C\ Σ̂R, α ∈
(

2π
3

,
5π
6

)
, δ ∈ K , n≥ n0 .(7.62)

PROOF: Proposition 7.7 implies that

‖∆R+µR∆R‖L2(Σ̂R) = O
(

1
n

)
(7.63)

uniformly in α andδ. Clearly, by (7.57) there exists a uniform bound on|R| for
all z∈ C satisfying, say, dist(z,Σ̂R) ≥ δ/100. In order to obtain a uniform bound
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FIGURE 7.8. Contour deformation.

for all z∈ C\ Σ̂R, we use a contour deformation argument. Suppose, for example,
thatz is close toΣ′′′

5 . DefineR̃as shown in Figure 7.8, where the radius of the half-
circle is chosen to beδ/100. ThenR̃ satisfies the same Riemann-Hilbert problem
(7.48)–(7.50) asR except that the dotted contour is to be replaced by the half-
circle and the jump at the half-circle is given by the analytic continuation ofvR,
which exists by Proposition 7.7. By (7.54) the estimates (7.52) and (7.53) also
hold for the deformed Riemann-Hilbert problem, and the analogue of Theorem
7.8 holds as well. Thus the boundedness ofR̃(z) follows now as above, since
dist(z,Σ̂R̃)> δ/100. This completes the proof asR(z) = R̃(z) by definition. Finally,
note that forz close toΣ6∪Σ7, the contour deformation can also be achieved by
varying the parametersδ andα.

The following theorem demonstrates how one can extract an explicitly com-
putable asymptotic expansion forR from (7.57):

THEOREM 7.10 For every compact subset K⊂ (0,δ0], there exists n0 ≥ n2 such
that for all n≥ n0, δ ∈ K, andα ∈ (2π

3 , 5π
6 ) the unique solution R of(7.48)–(7.50)

has an asymptotic expansion in n−1/2m of the form

R(z) ∼ I +
1
n

∞

∑
k=0

rk(z)n−
k

2m .(7.64)

Here rk(z) are bounded functions that are analytic inC \ (Σ6 ∪ Σ7) and can be
computed explicitly. The expansion is uniform in z and in the parametersα andδ.

PROOF: Fix α ∈ (2π
3 , 5π

6 ), δ ∈ K, and letl ∈ N. We define

∆l (s) :=

{
∑l

j=1β j,n(s) 1
nj for s∈ Σ6∪Σ7

0 for s∈ Σ̂R\ (Σ6∪Σ7) ,
(7.65)
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where (cf. (7.29) and (7.43))

β2k,n(z) :=




1
2

(
s2k + t2k i(s2k− t2k)

−i(s2k− t2k) s2k + t2k

)
ϕn(z)−2k for z∈Uδ0 \{1}

1
2

(
s2k + t2k −i(s2k− t2k)

i(s2k− t2k) s2k + t2k

)
ϕ̃n(z)−2k for z∈ Ũδ0 \{−1} ,

(7.66)

and

β2k+1,n(z) :=




1
2a(z)2ϕn(z)2k+1

(
−(s2k+1 + t2k+1a(z)4) i(s2k+1− t2k+1a(z)4)
i(s2k+1− t2k+1a(z)4) s2k+1 + t2k+1a(z)4

)

for z∈Uδ0 \{1} ,

a(z)2

2ϕ̃n(z)2k+1

(
−(s2k+1 + t2k+1a(z)−4) −i(s2k+1− t2k+1a(z)−4)
−i(s2k+1− t2k+1a(z)−4) s2k+1 + t2k+1a(z)−4

)

for z∈ Ũδ0 \{−1} .

(7.67)

Note thatβ j,n is meromorphic inUδ0 ∪ Ũδ0 with poles of order(3 j +1)/2 at±1
(see (6.17) and (7.18)). Following (7.55) we define

C∆l ( f ) ≡C−( f ∆l ) for f ∈ L2(Σ6∪Σ7) .(7.68)

Finally, set

µl :=
l

∑
j=0

(C∆l )
j(C−∆l ) ,(7.69)

Rl := I +C(∆l +µl ∆l ) .(7.70)

We will show below that

R(z) = Rl (z)+O
(

1
nl+1

)
,(7.71)

where the error term is uniform inα, δ, andz. Note that the Cauchy operators used
for the definition ofµl andRl correspond to a contour consisting of the two circles
Σ6 andΣ7 only. Furthermore,µl has an analytic continuation inside the circles and
∆l has a meromorphic continuation inside the circles with poles of order(3l +1)/2
at±1. Therefore one can computeRl explicitly using the calculus of residues. The
asymptotic expansion (7.64) follows then immediately from the expansion forϕn

in powers ofn−1/2m (cf. (7.66), (7.67), (7.4), (7.32), Proposition 5.4(v), (5.34), and
(5.16)).

It remains to prove (7.71). We first consider the case that the distance between
z and the circlesΣ6∪Σ7 is bigger thanδ/100. Denote byC̃ the Cauchy operator
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associated with the contourΣ6∪Σ7. We estimate

|R(z)−Rl (z)| ≤ |C(∆R+µR∆R)(z)−C̃(∆R+µR∆R)(z)|
+ |C̃[(∆R+µR∆R)− (∆l +µl ∆l )] (z)| .

(7.72)

Using the assumption that dist(z,Σ6∪Σ7)> δ/100, one can prove (7.71) by show-
ing that for eachl ∈ N there exist a constantCl > 0 such that for allδ ∈ K,
α ∈ (2π/3,5π/6), andz∈ C\ Σ̂R with dist(z,Σ6∪Σ7)> δ/100, the following two
inequalities hold:

|C(∆R+µR∆R)(z)−C̃(∆R+µR∆R)(z)| ≤ Cl

nl+1 ,(7.73)

‖(∆R+µR∆R)− (∆l +µl ∆l )‖L2(Σ6∪Σ7) ≤
Cl

nl+1 .(7.74)

We first prove (7.73). Recall the definition ofΣ′′′ ≡ Σ′′′
1 ∪Σ′′′

3 ∪Σ′′′
4 ∪Σ′′′

5 (see
(7.50)). By (7.61) and (7.51), inequality (7.73) is equivalent to∣∣∣∣ 1

2πi

∫
Σ′′′

R+(s)−R−(s)
s−z

ds

∣∣∣∣≤ Cl

nl+1 .(7.75)

Note thatR+−R− has an analytic extension to aδ/100-neighborhood ofΣ′′′ given
by Rv−1

R ∆R on the+ side and byR∆R on the− side ofΣ′′′. Since dist(z,Σ6∪Σ7)>
δ/100, we can always deform the contourΣ′′′ of the integral (7.75) to a contourΣ′′′

z
lying in aδ/100-neighborhood ofΣ′′′ such that dist(z,Σ′′′

z )> δ/100 and
∫

Σ′′′

R+(s)−R−(s)
s−z

ds=
∫

Σ′′′
z

R+(s)−R−(s)
s−z

ds.(7.76)

BecauseR is uniformly bounded (cf. Corollary 7.9), inequality (7.75) now follows
from (7.54). (In fact, the bound in (7.75) is exponentially small inn.)

Now we verify (7.74). The definition of∆l together with Lemma 7.4, (7.44),
and (7.53) yield that

‖∆R−∆l‖L1(Σ̂R) +‖∆R−∆l‖L2(Σ̂R) +‖∆R−∆l‖L∞(Σ̂R) = O
(

1
nl+1

)
.(7.77)

Writing µR∆R−µl ∆l = (µR−µl )∆R+µl (∆R−∆l ) and using (7.52), (7.65), and
(7.69), it suffices to show that‖µR−µl‖L2(Σ6∪Σ7) = O(1/nl+1). By the definition
of µR andµl (see (7.56) and (7.69)), this follows from

‖C−∆R−C−∆l‖L2(Σ̂R) = O
(

1
nl+1

)
(7.78)

and from the following estimates of operator norms:

‖(1−C∆R)
−1− (1−C∆l )

−1‖ = O
(

1
nl+1

)
,(7.79)

‖(1−C∆l )
−1−

l

∑
j=0

(C∆l )
j‖ = O

(
1

nl+1

)
.(7.80)
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Estimates (7.78) and (7.79) are immediate consequences of (7.77), and (7.80) fol-
lows from ‖C∆l‖ = O(1

n). This completes the proof of (7.71) in the case that
dist(z,Σ6∪Σ7)> δ/100.

In order to prove (7.71) for arbitraryz∈ C \ Σ̂R, we note as in (the final sen-
tence of) the proof of Corollary 7.9 that one can always achievez to be bounded
away fromΣ6∪Σ7 by at leastδ/100 by modifying the parametersδ andα without
changing the value ofR(z) . Using Cauchy’s theorem, it is not then difficult to see
that the value ofRl (z) is also unchanged under the modification of parameters.

8 Proof of the Main Theorems

8.1 Proof of Theorem 2.1

Recall from Theorem 3.1 the formulae for the leading coefficientsγn (see (3.11))
and the recurrence coefficientsan and bn (see (3.12)). The solutionY of the
Riemann-Hilbert problem (3.6)–(3.8) withw(s) = e−Q(s) is connected to the solu-
tion Rof the Riemann-Hilbert problem (7.48)–(7.50) by a series of transformations

Y →U → T → S→ R(8.1)

(see Propositions 5.1 and 7.6 and Lemmas 5.5 and 6.1). We will now unfold these
relations.

For large|z|
U(z) = enln

2 σ3R(z)N(z)en(gn(z)− ln
2 )σ3 .(8.2)

Clearly,U has an expansion in powers of1
z of type (3.10), andN(z) andengn(z)σ3

have asymptotic expansions in powers of1
z by explicit calculations. It follows from

(8.2) thatR(z) also has such an expansion. Using (7.57), (6.16), (6.17), (5.33), and
(5.46), we derive

R(z) = I +
R1

z
+

R2

z2 +O
(

1
|z|3
)

,(8.3)

where

R1 = − 1
2πi

∫
Σ̂R

∆R(y)+µR(y)∆R(y)dy,(8.4)

R2 = − 1
2πi

∫
Σ̂R

y(∆R(y)+µR(y)∆R(y))dy,(8.5)

and

N(z) = I +
N1

z
+

N2

z2 +O
(

1
|z|3
)

,(8.6)

where

N1 =
1
2

(
0 i
−i 0

)
, N2 =

1
8

(
1 0
0 1

)
,(8.7)
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and

engn(z)σ3

(
z−n 0
0 zn

)
= I +

G1

z
+

G2

z2 +O
(

1
|z|3
)

,(8.8)

where

G1 =
(−n

∫ 1
−1 tψn(t)dt 0

0 n
∫ 1
−1 tψn(t)dt

)
, G2 =

(∗ 0
0 ∗

)
.(8.9)

From Proposition 5.1, we learn

Y1 = cn

(
cn

n 0
0 c−n

n

)
enln

2 σ3(R1 +N1 +G1)e−nln
2 σ3

(
c−n

n 0
0 cn

n

)

+
(−ndn 0

0 ndn

)
,

(8.10)

Y2 = c2
n

(
cn

n 0
0 c−n

n

)
enln

2 σ3Ze−nln
2 σ3

(
c−n

n 0
0 cn

n

)

+
(

Y1−
(−ndn 0

0 ndn

))(
(1−n)dn 0

0 (1+n)dn

)

+

(
n(n−1)

2 d2
n 0

0 n(n+1)
2 d2

n

)
,

(8.11)

Z = R2 +N2 +G2 +R1N1 +R1G1 +N1G1 .(8.12)

We are interested in the following entries ofY1 andY2:

(Y1)11 = cn

(
(R1)11−n

∫ 1

−1
tψn(t)dt

)
−ndn ,(8.13)

(Y1)12 = c2n+1
n enln

(
(R1)12+

i
2

)
,(8.14)

(Y1)21 = c1−2n
n e−nln

(
(R1)21− i

2

)
,(8.15)

(Y2)12 = c2n+2
n enln

[
(R2)12+

i
2
(R1)11+

(
n

∫ 1

−1
tψn(t)dt

)(
(R1)12+

i
2

)]
(8.16)

+(Y1)12dn(1+n) .

We apply formulae (3.11) and (3.12) from Theorem 3.1 and obtain

γn =
(

c2n+1
n enlnπ (1−2i(R1)12)

)−1/2
,(8.17)

bn−1 = cn

(
1
4

+
i
2

((R1)21− (R1)12)+(R1)12(R1)21

)1/2

,(8.18)

an = dn +
cn

1−2i(R1)12
[2(R1)11−2i ((R1)11(R1)12+(R2)12)] .(8.19)
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We conclude the proof of Theorem 2.1 by determiningR1 and (R2)12 up to
orderO(n−2). Note that by Theorem 7.10 one can compute all coefficients of the
asymptotic expansions ofR1 andR2 explicitly. Recall the definition of∆l in (7.65).
From (7.77) we learn that‖∆R−∆l=1‖L1(Σ̂R) = O(n−2). Moreover, Proposition 7.7

implies that‖∆R‖L1(Σ̂R) = O(n−1), and it is a consequence of (7.61) and Theorem

7.10 that‖µR‖L∞(Σ̂R) = ‖R−− I‖L∞(Σ̂R) = O(n−1). Thus

‖(∆R+µR∆R)−∆1‖L1(Σ̂R) = O
(

1
n2

)
(8.20)

Using estimate (7.54), one can prove in addition that
∫

Σ̂R

|y||(∆R(y)+µR(y)∆R(y))−∆1(y)|dy= O
(

1
n2

)
.(8.21)

From (8.4) and (8.5), it then follows that

R1 = − 1
2πi

∫
Σ6∪Σ7

∆1(y)dy+O
(

1
n2

)
,(8.22)

R2 = − 1
2πi

∫
Σ6∪Σ7

y∆1(y)dy+O
(

1
n2

)
.(8.23)

These formulae can be evaluated using Cauchy’s theorem, and we obtain

R1 =
1

48n

{
1

hn(1)

(
3 4i
4i −3

)
+

h′n(1)
hn(1)2

(
3 −3i

−3i −3

)
(8.24)

+
1

hn(−1)

(−3 4i
4i 3

)
+

h′n(−1)
hn(−1)2

(
3 3i
3i −3

)}
+O

(
1
n2

)
,

(R2)12 =
i

16n

(
3hn(1)−h′n(1)

hn(1)2 − 3hn(−1)+h′n(−1)
hn(−1)2

)
+O

(
1
n2

)
.(8.25)

8.2 Proof of Theorem 2.2

Recall thatpn denotes the normalizednth orthogonal polynomial with respect
to the measuree−Q(x)dx. We will now derive the asymptotics forpn in the variables
cnz+dn. From (3.9), (4.2), and (8.17) we learn that

pn(cnz+dn) = γncn
nU11(z) =

[
πcnenln (1−2i(R1)12)

]− 1
2
U11(z) .(8.26)

We now determineU11(z) in the different regions by relatingR andU as in the
proof of Theorem 2.1 above (cf. (8.1)).

RegionAδ

In this region we obtain formula (8.2) by Proposition 7.6 and Lemmas 6.1 and
5.5, i.e.,

U(z) = enln
2 σ3R(z)N(z)en(gn(z)− ln

2 )σ3 .(8.27)
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Therefore

U11(z) = engn(z)N11(z)
[
1+(R11(z)−1)+R12(z)

N21(z)
N11(z)

]

= engn(z)N11(z)
[
1+O

(
1
n

)]
.

(8.28)

The last line can be derived from Lemma 7.10 together with the fact thata−a−1

a+a−1 is
uniformly bounded onAδ (see (6.17) for a definition ofa). Furthermore, note that

gn(z) =
1
2
(Vn(z)+ ln + ξn(z)) for all z∈ C± .(8.29)

This relation follows forz∈ [1,∞) from (5.38) and can be extended to all ofC± by
analyticity. Definitions (2.1) and (2.2) imply

nVn(z) = Q(cnz+dn)(8.30)

and hence

U11(z) = e
1
2Q(cnz+dn)e

nln
2 e

nξn(z)
2 N11(z)

[
1+O

(
1
n

)]
.(8.31)

Relation (2.17) now follows readily from (8.26), (5.34), (6.16), and (6.17).

RegionBδ

HereU is represented by

U(z) = enln
2 σ3R(z)N(z)

(
1 0

e−nξn(z) 1

)
en(gn(z)− ln

2 )σ3 .(8.32)

Let arcsin be defined as an analytic function onC\((−∞,−1]∪ [1,∞)) as described
in remark 2 after the statement of Theorem 2.2. Then the following relations hold:

a(z)+
1

a(z)
=

√
2

(1−z)
1
4 (1+z)

1
4

e−
i
2 arcsinz for z∈ C+ ,(8.33)

−ia(z)+
i

a(z)
=

√
2

(1−z)
1
4 (1+z)

1
4

e
i
2 arcsinz for z∈ C+ .(8.34)

Employing equation (8.29), we find forz∈ Bδ

N(z)
(

1
e−nξn(z)

)
engn(z)σ3 =

e
n
2(Vn(z)+ln)

√
2

(1−z)
1
4 (1+z)

1
4

(
cos
(

in
2 ξn(z)+ 1

2 arcsinz
)

i sin
(

in
2 ξn(z)− 1

2 arcsinz
)
)

,

(8.35)
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and therefore

(8.36) U11(z) = e
n
2(Vn(z)+ln)

√
2

(1−z)
1
4 (1+z)

1
4

×
[
R11(z)cos

(
in
2
ξn(z)+

1
2

arcsinz

)
+ iR12(z)sin

(
in
2
ξn(z)− 1

2
arcsinz

)]
.

Theorem 7.10 together with (8.26) and (8.30) yield (2.18).

RegionsC1δ and C2δ

By definition of the parametrixPn nearz= 1, the setC1,δ ∪C2,δ consists of two
regions I′ and II′ (which do not necessarily agree with regionsC1,δ andC2,δ) such
that

U(z) = enln
2 σ3R(z)Pn(z)en(gn(z)− ln

2 )σ3 , z∈ I′ ,(8.37)

U(z) = enln
2 σ3R(z)Pn(z)

(
1 0

e−nξn(z) 1

)
en(gn(z)− ln

2 )σ3 , z∈ II ′ .(8.38)

Using the definition forP in (7.24) together with (7.4), (7.9), and (8.29), we obtain
the following formula forall z∈C1,δ ∪C2,δ:(

U11(z)
U21(z)

)
= enln

2 σ3R(z)En(z)
(

Ai( fn(z))
Ai ′( fn(z))

)
e−

πi
6 + nVn(z)

2 ,(8.39)

whereEn is as defined in (7.23). We are led to

U11(z) = e
n
2(Vn(z)+ln)

√
π

{
R11(z)

[
fn(z)1/4Ai( fn(z))

a(z)
− a(z)Ai ′( fn(z))

fn(z)1/4

]

−iR12(z)

[
fn(z)1/4Ai( fn(z))

a(z)
+

a(z)Ai ′( fn(z))
fn(z)1/4

]}
.

(8.40)

This immediately implies the estimate in the regionC1,δ (cf. Theorem 7.10, (8.26),
(8.30)). Forz∈C2,δ we can do a little better. First note that by Proposition 7.3(iii)
that fn(z) lies in S := {y∈ C : 0≤ argy≤ 4π

5 } for z∈C2,δ. Furthermore,

sup
y∈S

∣∣∣∣∣y
−1/4Ai ′(y)
y1/4Ai(y)

∣∣∣∣∣< ∞ .(8.41)

This follows from the asymptotic formulae for Ai and Ai′ (cf. [1, 10.4.59, 10.4.61])
and from the fact that the Airy function has no zeros inS . Therefore by choosing
δ0 sufficiently small we can achieve

sup
z∈C2,δ

∣∣∣∣∣ a(z) fn(z)−1/4Ai ′( fn(z))
a(z)−1 fn(z)1/4Ai( fn(z))

∣∣∣∣∣≤ 1
2
.(8.42)

This proves (2.20).
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RegionsD1,δ and D2,δ

The proof is the same as for regionsC1,δ andC2,δ.

We refer the reader to the proof of Theorem 7.10 for obtaining an explicit as-
ymptotic expansion for the error terms.

Remark.Varying the parameterδ in the construction, one sees immediately that the
asymptotic formulae for the different regionsA, B, C, andD match at the bound-
aries. Nevertheless, we will now verify the matching of the leading-order terms
from the asymptotic formulae in Theorem 2.2.

RegionsAδ and Bδ

From (8.33) it follows that

(8.43)

(
(z−1)1/4

(z+1)1/4
+

(z+1)1/4

(z−1)1/4

)
exp

(
−nπi

∫ z

1
ψn(y)dy

)
=

√
2

(1−z)1/4(1+z)1/4
exp

(
−nπi

∫ z

1
ψn(y)dy− i

2
arcsinz

)
.

Furthermore, note that Re(−πi
∫ z

1 ψn(y)dy) = Re(ξn(z)/2) > 0 for all z on the
boundary between the regionsAδ andBδ (cf. (5.34) and (5.41)). Thus, for some
c> 0,

(8.44) exp

(
−nπi

∫ z

1
ψn(y)dy− i

2
arcsinz

)
=

2cos

(
nπ

∫ z

1
ψn(y)dy+

1
2

arcsinz

)(
1+O(e−cn)

)
.

RegionsAδ and C2,δ

Proposition 7.3 implies that 0≤ arg( fn(z)) ≤ 5π
6 . Therefore we can apply the

asymptotic formulae for the Airy function and its derivative as shown in (7.26) and
(7.27). Finally, we use the relations

2
3

fn(z)
3
2 = nϕn(z) = −nξn(z)

2
(8.45)

(cf. (7.14) and (7.4)) and obtain

a(z)−1 fn(z)
1
4 Ai( fn(z))−a(z) fn(z)−

1
4 Ai ′( fn(z)) ∼

1
2
√
π

(
a(z)−1 +a(z)

)
exp

(
−nπi

∫ z

1
ψn(y)dy

)
.

(8.46)
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RegionsBδ and C1,δ

Again from Proposition 7.3 we learn thatπ ≥ arg( fn(z)) ≥ 2π
3 . Using the

asymptotics for the Airy function and its derivative as given in [1, 10.4.60,62],
together with (8.33) and (8.34), we obtain

a(z)−1 fn(z)
1
4 Ai( fn(z))−a(z) fn(z)−

1
4 Ai ′( fn(z))

∼ 1√
π

[
a(z)−1e

iπ
4 sin

(
nξn(z)

2i
+
π

4

)
+a(z)e−

iπ
4 cos

(
nξn(z)

2i
+
π

4

)]

=
1

2
√
π

[
exp

(
nξn(z)

2

)
(a(z)−1 +a(z))+exp

(
−nξn(z)

2

)
(ia(z)−1− ia(z))

]

=

√
2
π

1

(1−z)
1
4 (1+z)

1
4

cos

(
nπ

∫ z

1
ψn(y)dy+

1
2

arcsinz

)
.

(8.47)

8.3 Proof of Theorem 2.3

In order to locate the zeros ofpn, we proceed in two steps. We first construct a
decreasing sequence 1> y0,n> · · ·> yn,n>−1 such that the signs ofpn(cnyk,n+dn)
alternate ink. As pn has exactlyn zeros, one concludes thatyk−1,n >

xk,n−dn
cn

> yk,n

for 1≤ k ≤ n. The second step then consists in finding a zero ofpn in each of the
intervals(cnyk,n +dn, cnyk−1,n +dn).

We begin by extending (2.18) to intervals(−1+ L
n2/3 , 1− L

n2/3 ). More precisely,
we claim that there exist positive constantsL andC0 such that∣∣∣∣

√
πcn

2
(1−y2)

1
4 pn(cny+dn)e−

1
2Q(cny+dn)

−cos

(
nπ

∫ y

1
ψn(t)dt+

1
2

arcsiny

)∣∣∣∣< C0

n(1−y2)3/2

(8.48)

for all −1+ L
n2/3 < y< 1− L

n2/3 . By (2.18) we only need to investigate thosey that
are close to±1. Here one uses (2.19) or (2.21)), respectively, together with the
asymptotic expansion for the Airy function (see [1, 10.4.60,62]) to estimate the
left-hand side of (8.48) byC(n−1 + |nπ ∫ y

1 ψn(t)dt|−1) for someC> 0 (cf. (8.47)).
The claim now follows from Proposition 5.3.

Step 1

In order to specify the sequenceyk,n, we introduce some notation. Recall that
all the zeros−ιk of the Airy function Ai and the zeros−ωk of its derivative Ai′ are
located in(−∞,0) and interlace

0>−ω1 >−ι1 >−ω2 >−ι2 > · · · → −∞(8.49)

(cf. (2.26)). LetL andC0 be the constants determined above (see (8.48)) and denote
C̃ := supn{hn(1),hn(−1)}<∞ (see (5.25) and (5.26)). We choose an integerk0 ≥ 9
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to satisfy the following four conditions:

2C̃C0

ω
3/2
k0

< 1/10,(8.50)

1
2

(
2

C̃2

)1/3

ωk0 > L ,(8.51) ∣∣∣∣∣ ιk(
3π
8 (4k−1)

)2/3
−1

∣∣∣∣∣< 1
k2 for all k≥ k0 ,(8.52)

∣∣∣∣∣ ωk(
3π
8 (4k−3)

)2/3
−1

∣∣∣∣∣< 1
k2 for all k≥ k0 .(8.53)

The existence of such a numberk0 can be easily deduced from the asymptotic
expansion forιk andωk (see, e.g., [1, 10.4.94,95,105]). Finally, recall the definition
of ζn as the inverse function of

∫ 1
x ψn(t)dt (see below (2.26)). We set

yk,n :=



ζn( 2

3πnω
3/2
k+1) for 0≤ k< k0 ,

ζn( k
n) for k0 ≤ k≤ n−k0 ,

ζn(1− 2
3πnω

3/2
n−k+1) for n−k0 < k≤ n,

(8.54)

wheren is chosen sufficiently large so that allyk,n are well-defined. Note that the
behavior ofζn(z) for z near 0 or 1 can be deduced from (2.14),

ζn(z) = 1−
(

3π√
2hn(1)

)2/3

z2/3 +O
(

z4/3
)

for 0< zsmall(8.55)

and

ζn(z) = −1+
(

3π√
2hn(−1)

)2/3

(1−z)2/3 +O
(
(1−z)4/3

)
for 0< 1−z small.

(8.56)

Hence we can assume that

1− 1
2

(
2

hn(1)2

)1/3

ωk0

1

n2/3
> yk0−1,n > 1− δ0 ,(8.57)

−1+
1
2

(
2

hn(−1)2

)1/3

ωk0

1

n2/3
< yn−k0+1,n <−1+ δ0 ,(8.58)

by choosingn sufficiently large.
We verify now that the sequenceyk,n has the properties described above. Mono-

tonicity follows from the monotonicity ofζn and from condition (8.53). We now
show that

sgn[pn(cnyk,n +dn)] = (−1)k .(8.59)



STRONG ASYMPTOTICS OF OP’S 1543

CASE 1. 0≤ k< k0: Since|1−yk,n|< δ0, we may use (2.19). From (2.15) and
from the definition ofζn, we see thatfn(yk,n) = −ωk+1 and hence we learn
from (2.19) that

sgn[pn(cnyk,n +dn)] = sgn[Ai(−ωk+1)] = (−1)k .(8.60)

CASE 2. k0 ≤ k≤ n−k0: From (8.57), (8.58), and (8.51) it follows that−1+
L

n2/3 < yk,n < 1− L
n2/3 , and estimate (8.48) can be applied. Condition (8.50)

then implies that

C0

n(1−y2
k,n)3/2

<
1
10
.(8.61)

Finally, observe that

−kπ− π

4
< nπ

∫ yk,n

1
ψn(t)dt+

1
2

arcsinyk,n <−kπ+
π

4
,(8.62)

which completes the proof of Case 2. Furthermore, it is clear that these
estimates also imply (2.29).

CASE 3. n−k0 < k≤ n: This case is similar to Case 1.

Step 2

In order to locate the zeros ofpn in each of the intervals(cnyk,n+dn, cnyk−1,n+
dn), we use the following basic fact, which is an immediate consequence of the
intermediate value theorem.

PROPOSITION8.1 Let I ⊂ R be an interval, q∈C1(I), r ∈C0(I), satisfying

|q′(t)| ≥ c, |r(t)| ≤ b, for all t ∈ I ,(8.63)

for some b, c∈ R. Suppose, furthermore, that there exists a t0 ∈ I such that(
t0− |q(t0)|+2b

c
, t0 +

|q(t0)|+2b
c

)
⊂ I .

Then there exists a t1 ∈ I satisfying

q(t1)+ r(t1) = 0,(8.64)

|t0− t1| ≤ |q(t0)|+2b
c

.(8.65)

We now prove statement (i) of Theorem 2.3. Fixk ∈ N. Clearly,yk,n → 1 as
n→ ∞. We show that forn sufficiently large

−ωk+1 <−ιk <−ωk ,(8.66)

fn(yk,n)<−ιk < fn(yk−1,n) .(8.67)

The first estimates (8.66) are immediate from (8.49). To see (8.67), note that for
sufficiently largen,

fn(yk,n) =

{
−ωk+1 if 0 ≤ k< k0 ,

−(3πk
2

)2/3
if k≥ k0 ,

(8.68)
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by (2.15), and (8.67) follows from (8.49) and (8.52). Becausefn(yk,n) is indepen-
dent ofn, we can find a closed interval−ιk ∈ Jk that is contained in the open inter-
vals(−ωk+1,−ωk) and( fn(yk,n), fn(yk−1,n)). Recall the definition offn = n2/3φn

and the properties ofφn as stated in Proposition 7.3 (and in the remark after Propo-
sition 7.3). It follows that there exists ac0 > 0 such that

c0n2/3 < f ′n(x)<
n2/3

c0
for all 1− δ0 < x< 1.(8.69)

Finally, we learn from (2.19) that for all 1−δ0< t < 1, the expressionpn(cnt +
d) equals zero if and only if

Ai( fn(t))−
(

1− t
1+ t

)1/2

(− fn(t))−1/2Ai ′( fn(t))+O
(

1
n

)
= 0,(8.70)

where theO(1
n) term is a short notation for some continuous (in fact, analytic)

function (cf. (8.40), theorem 7.10). We apply Proposition 8.1 to (8.70) withI :=
f−1
n (Jk), q(t) := Ai( fn(t)), r consisting of the remaining terms in (8.70) andt0 :=

f−1
n (−ιk). Observe thatq(t0) = 0, |q′(t)|> c0c̃0n2/3, with c̃0 := inf{|Ai ′(s)| : s∈

Jk} > 0 and |r(t)| = O( 1
n1/3 ) as t = 1−O( 1

n2/3 ) for all t ∈ I . We conclude that
|q(t0)|+2b

c = O(1
n). Since the length of the intervalI is of sizen−2/3, it is clear

that the hypothesis of Proposition 8.1 will be satisfied for sufficiently largen, and
we find thatpn(cnt1 + dn) = 0 for somet1 ∈ I satisfying|t1− t0| = O(1

n). Note,
furthermore, thatI ⊂ (yk,n,yk−1,n) by the choice of the intervalJk above, and thus
we have found thekth zeroxk,n of the polynomialpn. So far we have proved

xk,n−dn

cn
− f−1

n (−ιk) = O
(

1
n

)
.(8.71)

Finally, (2.27) follows from inverting

fn(x) = n2/3(x−1)

[(
hn(1)2

2

)1/3

+O(|x−1|)
]

, 1− δ0 < x< 1,(8.72)

which in turn is a consequence of (7.21), (7.17), and (7.16).
The proof of (2.28) is analogous to the proof of (2.27), and we do not repeat it

here.
Recalling (8.48) and the choice ofk0 made above, we can prove (2.30) by find-

ing a solution of

cos

(
nπ

∫ y

1
ψn(t)dt+

1
2

arcsiny

)
+ rn(y) = 0(8.73)

for y∈ (ζn(6k−1
6n ),ζn(6k−5

6n )) (cf. (2.29)), wherern is a continuous function satisfy-
ing

|rn(y)| ≤ min

(
1
10

,
C0

n(1−y2)3/2

)
(8.74)
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(see (8.48) and (8.61)). Again we apply Proposition 8.1 to obtain estimates on the
zero in (8.73), choosingI := (ζn(6k−1

6n ),ζn(6k−5
6n )), r := rn, andt0 := ζn(6k−3

6n + 1
2πn

arcsin(ζn( k
n))). For the derivation of (2.30), we also use the fact that there exists a

constantc> 0 such that

c<
1− ζn(α)2

[α(1−α)]2/3
<

1
c

for all n≥ n0, 0< α < 1,(8.75)

which is an immediate consequence of (8.55) and (8.56).
Claim (iii) of Theorem 2.3 follows from (i) for 1≤ k < k0 or n− k0 ≤ k ≤

n−1. Fork0 ≤ k< n−k0 we apply (2.29) to obtain bounds on the distance of two
consecutive zeros. Estimates for the derivative ofζn follow from Proposition 5.3
and from (8.75).

Appendix A: Properties of the Cauchy Transform and RHPs
Normalized at ∞

We begin by listing some properties of the Cauchy transformC on the line,

C f(z) =
1

2πi

∫ ∞

−∞

f (s)
s−z

ds,

(see, e.g., [42]). Letf ∈ L2(R). Then

1. C f is analytic inC\R.
2. C f(·± iε) converge to(C f)± in L2(R) asε↘ 0.
3. The operatorsC± f ≡ (C f)± are bounded operators fromL2(R) to L2(R) and

C+−C− = 1.
4. The operatorsC± are bounded from the Sobolev spaceH1(R) to itself be-

cause they commute with the derivative. Moreover (see, e.g., [6]), iff ∈
H1(R), thenC f is bounded and uniformly12-Hölder-continuous inC+ and
in C−. In particular,C f has a continuous extension toC+ andC−, and the
values at the boundary are given by(C± f )(z), respectively.

Properties 1, 2, and 3 above for the Cauchy transform, suitably interpreted, are
true for more general oriented contoursΣ 6= R. In particular, these properties are
true for contoursΣ with the following properties:

(i) Σ is a finite union of simple smooth arcsγ j = {zj(t) : 0 ≤ t ≤ 1} in the
Riemann sphere.

(ii) The arcs and line segments inΣ intersect at most at a finite number of points
and all intersections are transversal.

In particular, 1, 2, and 3 are true for contoursΣS, ΣR, andΣ̂R in the text (see Figures
6.1, 7.5, and 7.6).

If s+ iγ(s), −δ ≤ s≤ δ, is a piecewise parameterization of two arcs in a neigh-
borhood of a point of intersection 0+ iγ(0) = 0 (see Figure A.1), then 2 should be
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interpreted to mean

lim
ε↘0

∫ δ

−δ
|C f(s+ i(1+ε)γ(s))−C+ f (s+ iγ(s))|2

√
1+γ ′(s)2ds= 0,(A.1)

etc.
If all the arcs ofΣ are straight lines, properties 1, 2, and 3 can be read off

from standard estimates of the Cauchy transform (see, e.g., [6, p. 88]). The proof
of properties 1 through 3 for contours satisfying (i) and (ii) can be obtained from
the straight-line case by approximating all of the segments locally by straight lines
(see, e.g., [24]). For self-intersecting contours, property 4 requires additional as-
sumptions onf that can be found in [46].

Basic references for RHPs are [10] and [24]. LetΣ be an oriented curve in the
plane satisfying properties (i) and (ii) above. By convention, the+ side (respec-
tively, − side) of an arc inΣ lies to the left (respectively, right) as one traverses the
arc in the direction of the orientation (see, e.g., Figure A.2).

Let Σ0 = Σ \ {points of self-intersection} andv be a smooth map fromΣ0 →
Gl(k,C) for somek. If Σ is unbounded, we require thatv(z)→ I asz→ ∞ alongΣ.
The RHP (Σ, v) consists of the following (see, e.g., [10]): Establish the existence
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and uniqueness of ak×k–matrix-valued functionY(z) (thesolutionof the RHP (Σ,
v)) such that 


Y(z) is analyticC\Σ,

Y+(s) = Y−(s)v(s) for s∈ Σ0,

Y(z) → I asz→ ∞.

(A.2)

HereY±(z) = limz′→zY(z′) wherez′ ∈ ± side ofΣ. The precise sense in which
these boundary values are attained, and also the precise sense in whichY(z)→ I as
z→ ∞, are technical matters that should be specified for any given RHP (Σ, v). In
this paper, by a solutionY of an RHP (Σ, v), we always mean (in this connection,
cf. the remark at the end of Section 6) that

Y(z) is analytic inC \Σ and continuous up to the boundary (in-
cluding the points inΣ\Σ0) in each component. The jump relation
Y+(z) = Y−(z)v(z) is taken in the sense of continuous boundary
values, andY(z) → I asz→ ∞ meansY(z) = I +O( 1

|z|) uniformly
asz→ ∞ in C\Σ.

(A.3)

Given (Σ,v), the existence ofY under appropriate technical assumptions onΣ and
v is, in general, a subtle and difficult question. However, for the RHP (3.1)–(3.3)
(which is nonregular at infinity), and hence for all RHPs obtained by deforming
(3.1)–(3.3) (see, e.g., (4.3)–(4.5)), we will prove the existence of a solution directly
by construction (see Theorem 3.1); uniqueness, as we see, is a simple matter.

The solution of an RHP(Σ,v) can be expressed in terms of the solution of an
associated singular integral equation onΣ (see (A.6) and (A.7) below) as follows:
Let C± be the Cauchy operators onΣ.

Let

v = b−1
− b+ ≡ (I −w−)−1(I +w+)(A.4)

be any factorization ofv. We assumeb±, and hencew±, are smooth onΣ0, and if
Σ is unbounded, we assumeb±(z) → I asz→ ∞ alongΣ. Define the operator

Cw( f ) ≡C+( f w−)+C−( f w+) .(A.5)

By the above discussion, ifw± ∈ L∞(Σ, |dz|), thenCw is bounded fromL2(Σ, |dz|)
→ L2(Σ, |dz|). Suppose that the equation

(1−Cw)µ= I on Σ(A.6)

has a solutionµ ∈ I +L2(Σ), or more precisely, supposeµ− I ∈ L2(Σ) solves

(1−Cw)(µ− I) = CwI = C+(w−)+C−(w+) ,(A.7)

which is a well-defined equation inL2(Σ) provided thatw± ∈ L∞ ∩ L2(Σ, |dz|).
Then the solution of the RHP (A.2) is given by (see [10])

Y(z) = I +
∫

Σ

µ(s)(w+(s)+w−(s))
s−z

ds
2πi

, z /∈ Σ .(A.8)
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Indeed, for a.e.z∈ Σ, from (A.6) and from property 3 of the Cauchy transform
stated above,

Y+(z) = I +C+(µ(w+ +w−)) = I +Cw(µ)+(C+−C−)(µw+)

= µ+µw+ = µ(z)b+(z) ,
(A.9)

and similarlyY−(z) = µ(z)b−(z), so thatY+(z) = Y−(z)b−1
− (z)b+(z) = Y−(z)v(z)

a.e. onΣ. Under appropriate regularity assumptions onΣ andv, one then shows
thatY(z) solves the RHP (Σ, v) in the sense of (A.3).

Appendix B: The Hermite Case

In this appendix we use well-known facts in the theory of orthogonal polynomi-
als to motivate the introduction of theg-function of Section 4 in the case of Hermite
polynomials.

Here the weight function is given byw(x)dx= e−x2
dx. As before, letx1,n >

· · ·> xn,n denote the roots ofπn(z). From (3.5),

Y11(z;n,w) = πn(z) =
n

∏
j=1

(z−xj,n) = exp

[
n

(
1
n

n

∑
j=1

log(z−xj,n)

)]
.(B.1)

It is a well-known fact that under the appropriate scalingxj,n 7→ x̂j,n ≡ xj,n/
√

2n, the
normalized counting measureνn := 1

n ∑n
j=1δx̂j,n (whereδa denotes the Dirac mea-

sure concentrated ata) converges weakly to a measureν that has support[−1,1],
dν(x) = 2

π

√
1−x2dx. Similar facts are true for a very general class of orthogonal

polynomials (see [34, 37, 40]). Hence from (B.1) we expect that

Y11(
√

2nz;n,w) ≈ (2n)n/2en(
∫

log(z−x)dν(x)) = (2n)n/2eng(z)(B.2)

whereg(z) =
∫

log(z−s)dν(s). This motivates

1. the rescalingY →U (here±√
2n are the MRS numbers) and

2. the introduction of the phase factore−ng in the transformationU → T

in Section 4.
Direct integration yields

g(z) = z2− 1
2
− log2−2

∫ z

1
(t −1)1/2(t +1)1/2dt ,(B.3)

and it is easy to verify directly the phase conditions (4.7), (4.8), and (4.12)–(4.15)
with l = −1−2log2.

Appendix C: A Second-Order Differential Equation for the
Orthogonal Polynomials

Denote byY the solution of the Riemann-Hilbert problem (3.6)–(3.8) with re-
spect to the weight functionw(s) = e−Q(s), whereQ is a polynomial of even degree
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2m and with positive leading coefficient. Set

Ỹ(z) := Y(z)

(
e−

Q(z)
2 0

0 e
Q(z)

2

)
, V(z) := Y(z)

(
z−n 0
0 zn

)
.(C.1)

One easily verifies that

Ỹ+(s) = Ỹ−(s)
(

1 1
0 1

)
,

(
dỸ
dz

)
+

(s) =
(

dỸ
dz

)
−

(s)
(

1 1
0 1

)
,(C.2)

for s∈ R. ThereforeH(z) := dỸ
dz(z)Ỹ

−1(z) is an entire matrix-valued function, and
we find

dV
dz

V−1 = H(z)+
(

Q′(z)− n
z

)
V

(
1 0
0 −1

)
V−1 .(C.3)

From (3.9) and (C.1),

V(z) = I +
Y1

z
+ · · ·+ Y2m−1

z2m−1 +O
(

1
|z|2m

)
, z→ ∞ (cf. (3.10)) ,(C.4)

and
dV
dz

(z)V−1(z) = O
(

1
|z|2
)

, z→ ∞ .(C.5)

Expanding (C.3) atz= ∞, we learn from (C.4) and (C.5) that the entire functionH
is a polynomial of degree 2m−1, which can then be determined explicitly fromQ′
and from the matricesY1, . . . , Y2m−1 (see (C.4)). Finally, we arrive at a differential
equation forY, using (C.1) and the definition ofH,

dY
dz

(z) = H(z)Y(z)+Q′(z)Y(z)
(

1 0
0 −1

)
.(C.6)

The first column of (C.6) reads(
π′n(z)

γn−1π
′
n−1(z)

)
=
(

H11(z)+Q′(z) H12(z)
H21(z) H22(z)+Q′(z)

)(
πn(z)

γn−1πn−1(z)

)
.(C.7)

Standard manipulations now lead to a linear second-order differential equation for
πn. The coefficients of this differential equation are regular except at the zeros of
H12. As remarked in Section 1, differential equations for the orthogonal polynomi-
als have been derived in [3, 8, 9, 33, 35, 41].
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