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Abstract

We consider the orthogonal polynomials {P,(z)} with respect to the measure
2
|z —a)*Me N qA(2)

over the whole complex plane. We obtain the strong asymptotic of the orthogonal polynomials
in the complex plane and the location of their zeros in a scaling limit where n grows to infinity
with V.

The asymptotics are described in terms of three (probability) measures associated with the
problem. The first measure is the limit of the counting measure of zeros of the polynomials,
which is captured by the g-function much in the spirit of ordinary orthogonal polynomials
on the real line. The second measure is the equilibrium measure that minimizes a certain
logarithmic potential energy, supported on a region K of the complex plane. The third measure
is the harmonic measure of K¢ with a pole at co. This appears as the limit of the probability
measure given (up to the normalization constant) by the squared modulus of the n-th orthogonal
polynomial times the orthogonality measure, i.e. |P,(2)|?|z — a|?‘N°e_N|Z|2 dA(z).

The compact region K that is the support of the second measure undergoes a topological
transition under the variation of the parameter ¢ = n/N; in a double scaling limit near the
critical point given by t. = a(a + 24/c) we observe the Hastings-McLeod solution to Painlevé
I in the asymptotics of the orthogonal polynomials.
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1 Introduction

In this paper, we study orthogonal polynomials with respect to a weight function that is supported
on the whole complex plane. Let P,(z) = P,, n(z) be the monic orthogonal polynomial such that

/ P n(2) P (2) e NP AA(2) = hy NOpm  (n,m =0,1,...), (1.1)
C

where N is a positive real parameter, @@ : C — R is called the external potential, dA(z) is the
standard area measure on C, and h,, = h,, n is the (positive) norming constant.

Our principal motivation is the connection between these orthogonal polynomials and so-called
“random normal matrices”, see [24] for a complete description of this connection. One considers the
space of n x n normal matrices (those that commute with their adjoint) equipped with a probability

measure of the form 1

ZN7’I’L

where the z;’s are the n complex eigenvalues of a normal matrix M and dM represents the measure

e N1 QG | (1.2)

induced on normal matrices by the Euclidean metric on the space C" ofall nxn complex matrices.
One of the fundamental quests within random matrix theory is to understand the statistical behavior
of the eigenvalues in the limit when n (and N) tend to infinity. Most natural statistical quantities
concerning eigenvalues can be expressed in terms of the associated orthogonal polynomials. In
particular, the averaged density of eigenvalues is

n—1 2
I _Na |Pjn (2)]
. == Ll ELAGZA 1.3
on,N(2) ~e jgo e (1.3)

Using this fact, once one has complete asymptotic control of the orthogonal polynomials, it is an
interesting challenge to compute many different statistical properties of the eigenvalues in a concrete
fashion as n and N tend to co.

There is only a handful of external potentials ) for which these polynomials can be explicitly
computed, and the average density can be analyzed asymptotically, as n and N tend to co. Taking



the simplest case, Q(z) = |z|?, one obtains the hj n’s and the averaged density of eigenvalues o, N
in terms of the Gamma function. For this choice of (), the associated matrix model is called the
Ginibre ensemble, and has been studied to great effect via the simple orthogonal polynomials z™
(see for instance [24, 17] and the appendix of [28]). In fact, for any radially symmetric potential
Q(z) = Q(]z]), the orthogonal polynomials are the monomials 2™.

A harmonic deformation of the Gaussian case, i.e. Q(z) = |z|?> + (harmonic), is particularly
interesting (because of its relation to a growth model called the Hele-Shaw flow [27]). The simplest
such deformation of the Gaussian normal matrix model uses the potential @ = |z|? + A (2 +2°) .
The associated orthogonal polynomials are now Hermite polynomials [15], for which the asymptotics
are well known. The case with cubic deformation was recently studied in [8].

Concerning the limiting density of eigenvalues, there are other approaches [16, 2], which connect
to a classical energy problem from potential theory.!

Let us scale the real parameter N with n so that lim,,_,o, n/N = t for some fixed positive number
t. The general fact [16, 2] is that, under some basic assumptions on the potential @, the (normalized)
counting measure of eigenvalues, averaged over the probability measure (1.2), converges as n — co
(in the sense of measures) to the unique probability measure p* in the plane which minimizes the
functional £(p):

£ =t [ Q) du) + 2 ] Tog ——du(z) di(w). (1.4
CxC

This functional is the well-known Coulomb energy functional in R?, and has a well-developed
classical variational theory [26]. The measure p* is equivalently characterized in terms of the Euler-
Lagrange variational conditions, which can be summarized as follows: p* is said to satisfy the
Euler-Lagrange conditions if there is a constant £op so that

Qz) — 2t/(clog |z — w|dp*(w) + Lop > 0, (1.5)

for all z in C (up to a set of capacity zero), with equality on the support of the measure p* (again up
to a set of capacity zero). The left hand side of the above is denoted by Uap, the effective potential
of the Coulomb system, and of which the smooth extension, U, (defined at (2.24)) will show up in
Corollary 1.9 in a conspicuous way.

It is a general fact [26] that under very mild assumptions on the growth of Q(z) the min-
imizing equilibrium measure p* is supported on a compact set. Moreover, for Q(z) = |z|? +
(harmonic function), it is also known that the density of the equilibrium measure is uniform over
the support.

In this paper we study one of the simplest cases, given by

Q(2) := |2]* + 2clog ﬁ, ¢>0,a>0. (1.6)

The case of a € C\ {0} can be reduced to the above by a rotation of the coordinate. We will assume
a # 0 (for a =0, one has P, n(z) = 2").

This case has been studied in [3, 27] where the corresponding equilibrium measure is described.

In the following paragraphs we shall define the region K C C in terms of a, ¢ and t; these regions

will be proved to be the support of the equilibrium measure in Proposition 2.4 and Proposition 2.6.

In random Hermitian matrices, these are analogous to the saddle point approach from the physics community
(see, for example [9]), which is put on a solid mathematical footing originally by Johansson [20].



Definition of K and the related objects: The region K that we are going to define will have
area 7t and depend on the parameters a, ¢, t of our problem. As Figure 1 indicates, K undergoes a
topological transition at the critical time ¢, given by

te == a(a+ 2v/c). (1.7)

The next ingredient is a smooth curve which will be the attractor set for the zeros of the orthogonal
polynomials. We will denote it by B. As we will define below, B also undergoes similar topological
transition as the set K.

We separate our analysis into the following three cases:

e the pre-critical case, 0 < ¢t < t.: The set K is defined to be the interior of the real analytic
Jordan curve given by the image of the unit circle {v||v] = 1} with respect to the rational

map, o o
fv)=pv— -, (1.8)

V-« «

whose (positive) parameters p, k and « are given in terms of a, ¢ and ¢ below.

t+ a%a? (1—a?)(t — a%a?)
= -, KR = 2aa . (19)

2a «

The parameter « is given by the unique solution of P(a?) = 0 where

(1.10)

2 2
w3 a®+4c+ 2t 9 1
PX)=X <2aQ X +@,

such that 0 < o < 1 and k > 0. The existence of « satisfying this definition is stated in
Lemma 2.5 and the comment right below the lemma. The proof that K is the support of the
equilibrium measure is provided in Proposition 2.6.

We denote the critical values and critical points of f by
K . . [k
B:=f(vg) =ap— —+2i/kp where vg:=a+i,/—. (1.11)
a Vo

and their complex conjugates, 3 and v3.

We define the smooth arc B by the following three conditions:
— B has the endpoints at 3 and f.

— BB intersects the negative real axis.

— On the curve B the following equation is satisfied.

a*(z — 22£Za)2§3(2 —B) d22 <0, b:= %7 (1.12)

where dz is the standard differential.



The uniqueness and the existence of B satisfying these three conditions is shown in Lemma
2.14 (and the remark below the lemma).

We define y(z) dz by the square root of the quadratic differential in (1.12), i.e.

a(z = b)y/(z = B)(z — B)

y(z) == c—a) , 2 &8, (1.13)

by choosing B as the branch cut, and taking the analytic branch that satisfies lim,_, ., y(z) = a.

the post-critical case, t > t.: We define K to be the region between two circles, i.e.

K = D(0,vt+c)\ D(a,c) (1.14)
where D(A, B) stands for the disk of radius B centered at A. The proof that K is the support
of the equilibrium measure is provided in Proposition 2.4.

We define the two points 8 < b on the real axis by

b a2+t+\/(t2—a2)2—4a2c 7 5= a?+t—/(t —a?)? — 4a2c . (1.15)
a

2a

We define the simple closed curve B by the following three conditions:

— B is a simple closed curve with 5 € B.
— B has 0 and « in its interior.

— On the curve B the following equation is satisfied.

a2Wdz2 <0 (1.16)

The unique existence of the curve satisfying the three conditions is argued in the 2nd paragraph
of Section 2.3.

Using B we define the function y by

—b)(z — : z € Ext(B);
y(2) = 4G DE=B) 4z € Ext(B); (1.17)
2(z —a) —: z € Int(B).
the critical case, t ~ t.: We consider a scaling limit to the criticality such that
t—te=O(N"2/3), (1.18)

that is, we look at the scaling limit such that limy_, N2/3(t — t.) converges.

We define b and 8 by (1.15) as in the post-critical case. When ¢ > t. these definitions give
complex b and B such that b = ; we choose b and 3 such that Im3 > 0 > Imb. Using
these b and 3 the rest of the definitions, for B and the function y, are exactly same as in the
post-critical case. The uniqueness and the existence of B in this case is stated after (2.31).



Figure 1: K (shaded regions), B (lines) and 3 and/or 3 (dots). The pre-critical (left), critical
(middle), post-critical (right) cases.

In the next two definitions we will introduce two functions. The first function, ¢, will be the
main object for the steepest descent analysis, namely we take the steepest descent with respect to
R¢. The latter is also the effective potential of the limiting distribution of the zeros. The second
function, g-function, is the function whose real part is the logarithmic potential of the limiting
distribution of the zeros. Outside K, the latter coincides with the logarithmic potential of the
uniform measure supported on K.

Definition 1.1. For all t, we define the multi-valued ¢(z) by
#(2) ::/,3 y(s)ds (1.19)

where the integration contour lies in C\ B.
Regarding the multi-valuedness, see the remark below Definition 3.4.

Definition 1.2. For all t, the g—function is defined by

2¢9(z) = %V(Z) — %gb(z) + 4. (1.20)

The constant £ € R is defined such that lim,_,[g(z) — log z] = 0.

For the critical and the post-critical cases, the g—function turns out to be simple:

lnz—!—jln(

> , 2 € Ext(B);
%z—i—f, z € Int(B);

g(z) = zZ—a (1.21)

where the Robin’s constant ¢ is chosen so that Rg(z) is continuous at 5 € B and thus given by:

(= %?R[(t + ¢)log B — clog(B — a) — Bal. (1.22)

We should mention that the curve B is a part of the level set Rg(z) = 0 because of the conditions
(1.12) and (1.16). We also note that R is needed when S is complex for the critical case (i.e. in the
scaling regime), see the next paragraph below (1.18).



Summary of results: We consider the following version of the scaling limit, given by
N=(n-r)/t, n— oo, forfixed constants, t € Rt and r € Z. (1.23)

Note that N is defined by (1.23) in terms of n,r,t and thus is not an integer. We express our
asymptotic results in terms of geometric quantities related to K (we believe that, in such form, the
asymptotic expression holds for more general Q). Let us define P(K) to be the polynomial convex
hull of K (which in the present cases may be defined as the set whose complement is precisely the
connected component of K¢ containing co). Since K is either simply connected (¢ < ¢..), or multiply
connected (¢ > t.) as shown in Figure 1, we have

pre-critical case.

K
P(K) = ’ 1.24
(5) {{z |zl < Vt+c¢}, critical and post-critical cases. (1.24)

Below, we describe some quantities naturally associated with the geometry of K.

— Let F be the conformal map F : C\ P(K) — C\ D (where I is the unit disk centered at

the origin and C = C U {o0}) such that F(z) = z/p+ O(1) for some p > 0 as z — oco. The
constant p is called the logarithmic capacity of P(K).

— We extend the domain of F'. In the pre-critical case, we will show that F' extends analytically
to C\B (See Lemma 2.8). In the post-critical case, as well as the critical case, F'(z) = z/v/t + ¢
extends analytically to the whole Ext(B), where B is a closed Jordan curve as defined below
(1.15).

— For z ¢ K, g(z) is exactly the complex logarithmic potential of the measure uniformly supported
on K (see Lemma 3.6). For the critical and the post-critical cases, g(z) is given explicitly by
(1.21).

To state our results, we define the regions {2+ to be on each side of B as in Figure 7 and Figure 8.
(These regions are only used to describe the region around B and, therefore, we do not need their
exact extent away from B.)

We further define a few constants:

B(8 - a) bi/3cl/6
= o =2, b = . 1.2
n alb—p)’ 7 al/3 at Ve (1.25)
Theorem 1.3 (Pre-critical). For any fized t < t., we have
Pun(2) = (140 (N"1)) v/oF'(2) (pF (2))"eN ), (1.26)

uniformly over z in compact subsets of@ \ B. For z near B but away from 3 and (3, we have

P, n(z) =N /pFi(2) ((pF(z))T + eNe(=) (;‘(;) pF(\Z/)’Tf ot 0(N1)> : (1.27)

uniformly over z in compact subsets of Qi \{B, B} (respectively for ). The real parameters, k and
a, are uniquely determined from the conformal map F by

1
F(z)zz—I—H—i—K-i-O(Q), z — 0. (1.28)
p o ap =z z



Lastly, in order to describe P, x near 3, define 2(¢) = 8 + (CBN)_W?’( with

2B(8 — a)

where 8 and b are defined at (1.11) and (1.12). We have

uniformly over ¢ in compact subsets of C. The correct branch of the 4th-root is determined by
knowing that the factor comes from the leading behavior of pF'(z) when z — (. The case for
z — [ is obtained by the replacement: 3 < 3.

In (1.30) we write the asymptotic formula such that one can easily see that it matches the
formula (1.26) as |((z)| — oo.

Theorem 1.4 (Post-critical). Fort > t., we have

(1+(9(N3/2))z”< - )NC, z € Ext(B);

zZ—a

nN (2) =
'YIBT _3/2 ) eNaz-i—tNZ
(\/2ﬂN+O(N ) -z’

uniformly over z in compact sets of((A: \ B. The constant ¢ is defined in (1.22). For z near B but
away from B, we have

(1.31)

z € Int(B);

oo [ (55) (g o). semion
n,N\Z) =

) ) T 1 _ -
oNaztiNe (276N¢(z> _ \f/y;fiNﬂZ +o(N 3/2)>, z € Qe \ {8}

uniformly over z in compact subsets of Qx \ {B}.
To describe P, y near 3, we define z(¢) := B+ v N~Y2¢ with v, defined at (1.25). We have

(1.32)

Pn(2(C)) = eNoztiNegr (F(C) +0 (N‘1/2>> : (1.33)
uniformly over ¢ in compact subsets of C, where F is the entire function given by
1 100 e52/2 0 §R< <0
= —d - ’ 1.34
F(©) 2¢7r/m(s—<) 5+{e</2, RC > 0. (1.34)

(This function is plotted in Figure 10.)
Theorem 1.5 (Critical). In the critical case, i.e. t —t. = O(N~2/3), we have

(1 - m +0 (N—2/3)> o (Zia)Nc, z € Ext(B);

Ve 4(5)(be)” a1 gyg) ) etV
( IN1/3 €s +(’)(N ) s

Py n(2) = (1.35)

, z € Int(B);



uniformly over z in compact subsets of@ \ B. Here
s=c"Y0a B )TNt —t,.) and u(s) = ¢ (s)? — sq(s)? — q(s)* (1.36)

with q(s) being the Hastings-McLeod solution of Painlevé II equation.
For z near B but away from 3, we have

Nc raslslvs

) z—a C2NU3(z—b,)  2N/3:7(z—b,)
PnN z) =
’ ro3lslvs
Naz+tNe (1 _ Yeu(s) r Né(z) Yeq(s) (be)"e3 o (N-2/3
¢ << INBG—b) ¢ T T aNBG b ( ) ’
(1.37)

uniformly over z in compact subsets, respectively, of Q_ \ {8} and of QO \ {B}.

Remark. We note that the leading asymptotic behavior of P, in (1.26) is conveniently expressed
in terms of the geometric quantities: p, F' and g. The asymptotic formula in Ext(8) for the post-
critical and critical cases shown in (1.31) and (1.35) can also be expressed in terms of the geometric
quantities if one uses that in the post-critical case the conformal map of the exterior of P(K)
satisfies the simple identity: pF(z) = z, and (1.21). Then the leading terms take precisely the same
form as the leading term in (1.26), i.e. 2" (z/(z —a))"° = (pF(2))"\/pF'(z)eN9(*) Tt has been
conjectured [1] that the asymptotic behavior in K¢ should always take the latter form.

Remark. One can confirm that the strong asymptotics in the critical case match those in the
post-critical case in the limit s — oo, using

e N/
2\@ gl/4’
where the former is obtained from the asymptotic behavior of the Hastings-McLeod solution (6.15),

and the latter is by writing v (1.25) using (2.31). An argument for the appearance of the Painlevé
IT equation in the critical case was explained in [22].

;16

q(s) TG~ as s o0, and 7y~ (1.38)

1
2,/msl/4

Remark. In the above theorems, though not immediately noticeable, the leading asymptotics
(1.27)(1.32)(1.37) near B are analytic on B\ {8 U B} and they are exactly the sum of the two
contributions from both sides of B by analytic continuations of the asymptotic formula on each side.
We also note that the two leading terms for z € Q4 are simply related by [tg(2)]+ = [tg(z) +¢(2)]+.

Equipped with the above asymptotic results concerning the orthogonal polynomials, it is straight-
forward but tedious to prove the following proposition. In this paper we do not give a complete
proof of this proposition. Rather, we provide (at the end of Section 5) a sketch of the important
steps involved in the proof. (See [21] for similar argument regarding the location of zeros.)

Proposition 1.6. The support of the counting measure of the zeros of the polynomials P, ny outside
of arbitrary small disk centered at the turning points z = 3, B (pre-critical) and z = 3 (critical /post-
critical), tends uniformly to the branchcut B for all three cases. Moreover, in the post-critical case,
the zeros are within O(N~1) away from the curve defined implicitly by (5.24) that tends to B at the
rate of O(In N/N) (see Figures 11 and 12). The normalized counting measure of the zeros of P, n
converges to the probability measure (supported on B) whose logarithmic potential is given by Rg.



It is possible to deduce from the proof of Theorem 1.5 an asymptotic description for P, n which
is valid near 8 for the critical case. The formulae, however, are cumbersome in that they involve
the solution of the Painlevé II Riemann-Hilbert problem itself. Rather than highlighting this with
a separate theorem, we provide instead the following proposition, establishing a uniform bound on
P, N in the entire plane.

Proposition 1.7. We have the following uniform bounds:

(N=Y2), over compact subsets of Int(B) for post-critical;
(N=Y3), over compact subsets of Int(B) for critical;
(NY6),  on a neighborhood of {83, B} for pre-critical;
(1), otherwise.

P, n(z) = elNt9) (1.39)

The following theorem, that we prove in Section 7, gives the asymptotics of h,,.

Theorem 1.8. For all t # t., we have

by = (1+O(N71))27r,/%p2”161w”, (1.40)

where Lop is the real number given by Lop = 2tRg(z) — Q(z) for z € OP(K). More explicitly, we
have (see Lemma 7.2)

! a?
(c+t)log(c+1t)—(c+1) fort >t..

2 2
’ 2(c+t)logp—2010ga+(a2—1) <a2_ap>_,0 fort <tg
2D =

(1.41)

See (1.8) and the paragraph that follows for the definitions of f, p, k and a. In fact, lap is
continuous at t = t. and (1.40) holds with the error bound replaced by O(N~1/3).

Harmonic measure from P, n: The harmonic measure w of a domain €2 C C with a pole
at oo (assume oo € Q) is the probability measure supported on 9 that satisfies the identity
floo) = $50 f(2) dw(z) for any continuous function f on 9 where f:Q — C is the unique
bounded harmonic extension of f.

If 02 consists of piecewise smooth Jordan curves, then we have [18]

1
dw(z) = —|F'(2)| dé(z) (1.42)
2w
where F : Q — D is a conformal map that preserves oo, and d/ is the length measure on 9f).
We define the following probability density function:
1
pn(2) == o

n

|P,(2)|2eNQG), (1.43)

This is but a single term in the average density (1.3) of the eigenvalues, representing “the density
of an additional eigenvalue on top of n eigenvalues”. In the scaling limit, an additional eigenvalue

10



Figure 2: The graph of 2 arctan({/(z)) for the pre-critical case; the right side is a view from the top.
The parameters are a = 3.7619, ¢ = 6.9168, t = 4.0557 (p = 2.1;a = 0.4;k = 1/2). Indicated are
the boundary of K (thin green line) and the branch cut B.

gives an infinitesimal increase to ¢ by an amount of 1/N (recall that ¢t ~ n/N). By considering the
perturbation of ¢ in the functional £(u) (or, equivalently, by taking the t-derivative of (1.5)), one
can deduce that the incremental growth of the measure, d(tu*)/d¢t, can be expressed in terms of the
harmonic measure of C \ P(K) with a pole at co. This suggests that the measure p,dA converges
to the harmonic measure. This fact was conjectured in the physics literature [1] and proved in
Theorem 7.7.3 of [2].

Below we obtain global uniform asymptotics for p,, which not only shows that p,dA converges
to the harmonic measure, but also shows in a very precise way how p, converges pointwise. We
mention that the leading term in (1.43) was reported in [1].

Corollary 1.9. We have p,(z) = O(1) e~ NUGE) uniformly in z € C and, furthermore,

pu(z) = (140 (N713)) —'F(;:'ZT @ |F! ()| e~ U (1.44)

uniformly over z in compact subsets of C \ B for the pre-critical case and of Ext(B) for the critical
and post-critical cases. Ouver compact subsets in Int(B), we have p,(z) = O(N~1) e NUGE) for the
post-critical case, and p,(z) = O(N—2/3)e=NUE) for the critical case. For the pre-critical case,
over a neighborhood of B, we have p,(z) = O(N/3)e=NU(),

Proof. The proof follows from Proposition 1.7, the asymptotic formula (1.26) and Theorem 1.8. Let
us only check it for z in compact subset of C\ B and of Ext(B) (the other regions can be similarly
considered). Using the remark below Theorem 1.5 the leading term (1.26) applies to all values of ¢.
Substituting the asymptotics of P, (1.26) and h,, (1.40) into p, (1.43) we obtain

2r ,2NtRg(z)
_ _13\\ [oF (2)|[pF (2)[*"e _NO(2)
pnl2) = (1 +0 <N )) 27\/7/(2NV) p¥HieNen '

(1.45)

11



Figure 3: Plot of 2m\/7/(2N) pn(z) for ¢ = 1/6, a = 1, N = 30, n = 25, t = 0.83, t. =
1.81649, Nt. = 54 ~ 55. The red dot is the location of z = a; The red line shows the height |F’(2)|
for z € OK.

The error bound comes from the worst case: (1.35) in the critical case. The result follows from the
identity U(z) = Q(z) — 2tRg(z) + fop which can be seen from (2.2) and Lemma 3.6. O

Corollary 1.9 says that, for the pre- and the post-critical cases, the probability density function
pr, is exponentially suppressed away from 0P (K) where U is minimized (Lemma 2.18, Lemma 2.20).
For the critical case, U is minimized on K by Lemma 2.21 so p, may be peaked on 0K N Int(B)
also. However, p, = O(N~2/3)e=NU(2) in Int(B), and this means only O(N~2/%) amount of mass
from the probability measure p, dA can be within Int(8B). For the pre-critical case, no mass can
be accumulated at 3 or 3 in the scaling limit because O(N v 3)e—NU (#) is exponentially suppressed
there. To see how we obtain the approximation of the harmonic measure, let p be a point on OP(K)
and n be a unimodular complex number whose direction in the complex plane is perpendicular to
OP(K). Then we see from (2.6), the fact that I is the smooth extension of Usp to the interior,
together with (1.44) that

F'(p+zn 12N _opna2
pn(p+zm) ~ |(277T)|\F(p+xn)|2 \ e N (1.46)

where we see the normal distribution approximation of the Dirac delta function of the boundary
(z = 0) in the trailing term. This means that the density p,(p+xn) is localized around P (K) with
the typical width ~ /1/N. Since 5= |F'(p)|d¢(p) (with d¢ being the length measure on OP(K))
gives the harmonic measure and |F(p)| = 1, we conclude that p,dA converges to the harmonic
measure and moreover p,, converges pointwise to the density of the harmonic measure (with respect

to the area measure).

Strategy of the proofs: In Section 2, we begin by defining the region K in terms of explicit
formulae. We introduce the Schwarz function S(z) in terms of which we define y(z) that facilitates
the construction of the g-functions.
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Section 3 contains the crucial step in our analysis, showing that P, y is an orthogonal polynomial
with respect to an analytic weight supported on a contour in the complex plane. This leads us to a
Riemann-Hilbert formulation of P, x and the asymptotic analysis is performed in the subsequent
sections via the steepest descent analysis [13] on the corresponding Riemann-Hilbert problem.

The proofs of Theorem 1.3, Theorem 1.4, and Theorem 1.5 are respectively in Section 4, Section
5, and Section 6.
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2 2D equilibrium measure problem

We introduce a compact region K as the support of the equilibrium measure p* that minimizes
L(p) defined in (1.4). From (1.5), it is well known that under certain regularity assumptions on the
potential @), the measure p* is known explicitly: du* = #58@ -1g. (We denote 0 = %(@ —10y)
and d = 1(8, +10,); except when 9 is followed by a set; then it means “boundary”.) The central
problem then becomes the determination of the support set K.

For our specific potential @ given in (1.6) (which is of the type Q(z) = |z|> — (harmonic))
%1 xdA is the unique equilibrium measure, if the following holds.

(A) There exists fop € R such that Usp = 0 on K
(B) For the ¢3p chosen above, Usp > 0 on K¢;

where )
Usp(z) == Q(z) — ;/ log |z — w|dA(w) + lap. (2.2)
K
The following definition is specific? to @ given by (1.6).

Definition 2.1. Given a compact set K C C of area wt, if there exists a function S : K¢ — C such
that the following three conditions are satisfied

i) S(z) has continuous boundary value on OK and satisfies S(z) =z on 0K,
ii) S(z) — ¢/(z — a) is analytic in K°,
iii) S(z) = (c+1t)/z+ O(272) for z — oo,

then we say that S is the Schwarz function of K or K has the Schwarz function S.

2The standard notion of the Schwarz functions can be found in [12].
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If K has the Schwarz function S, the following identities make a useful connection between the
Schwarz function and Usp.

_ 1 wdw _ 1 % S(w)ydw  _ c
+ — =2+ - =zZ= ) ze K,
1/dA(w)_ 2T Jo 2 —w 21 Jog z—w z—a 2.3)
Tk z—w ] 1 wd 1 S(w)d '
K —_ ww:fj{ MZS(Z)— ¢ , z2¢ K
2im Jo z—w 27 Jogrg z—w z—a
Here the contour 0K is positively oriented with respect to K. This identity gives
0 ze K
OUsp (2) =1 ’ 2.4
20 (2) {Z—S(z), ¢ K. 24)
From the equation (2.4) we obtain, for each connected component of K¢,
Usp(2) = |22 — |20* — 2R [/ S(w) dw] , 2z € (a component of K¢), (2.5)
Z0

where zg € 0K is any point on the boundary of the same component.

Lemma 2.2. Suppose K is a compact set such that each connected component of K¢ is bounded by
a finite union of closed real analytic curves (without any singularity) and K has a Schwarz function
as in Definition 2.1. Then K is the strict local minima of Usp in the sense that, for e > 0 small
enough (i.e. near the boundary 0K ),

Usp(zo + e(ng +iny)) = 262 + O(e?), V2o € 0K, (2.6)
where (ng,ny) is the unit vector that is outward normal to 0K at z.

Proof. We use the fact that the Schwarz function S(z) can be analytically continued in a neighbor-
hood of a real analytic curve K. This then gives a smooth extension, say U (later at (2.24) we
define this quantity as the maximal extension), of Usp in a neighborhood of 9K by using (2.5). We
have U = Usp on K¢€.

On 0K, OU(z) = OU(z) = 0. Because AU = 4, the Hessian has trace 4. Because |S'(z)| = 1 for
z € OK (since S(z) = Z there), the determinant of the Hessian of U, which is given by

1((00U(:))? — (U@ UE) ) =4 (1 - IS ()P). (27)

vanishes. So the Hessian of I/ has eigenvalues 0 and 4. Since the flat direction is tangent to 9K the
direction normal to 0K gives the steepest ascent of U as described in the lemma. O

Lemma 2.3. Suppose K is a compact set of area wt such that each connected component of K¢
is bounded by a finite union of closed real analytic curves and K has a Schwarz function as in
Definition 2.1. Then using this set K in (2.2), (A) in (2.1) is satisfied. If, furthermore, Usp has
no more than one critical point in K¢ then B) is also satisfied.
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Proof. One shows (A) of (2.1) by direct calculation using Stokes’ theorem and dUop = OlUsp = 0 in
K by (2.4).

Suppose there is a local minimum of Usp at K. Then the Mountain pass theorem says that
there must be a critical point on a path connecting K and the local minimum. To briefly explain,
one crosses a critical point zc;; (i.e. a mountain pass) by following a path for which the maximal
elevation is minimal, i.e. Uop(Zerit) = Inf(paths)[MaX.c(path) U2p(2)].) This requires at least two
critical points in K¢. Therefore, if there is no more than one critical point in K¢ then there is no
local minimum in K¢, and the lemma follows. O

Plan of the proofs: In the rest of this section, we define the region K explicitly. Then we show
that i) there exists the Schwarz function of K and ii) Usp has no more than one critical point in
K¢. By Lemma 2.3 this is enough to conclude that K is the global minima of Usp.

Proposition 2.4. Fort > t., the global minimum of Usp is exactly at the doubly connected region

K = D(0,vt+ ¢) \ D(a,+/c) where D(a,r) stands for the disk of radius r centered at a.

Proof. Our proof relies on the Schwarz function of K:

S(z) = {(t+c)/z, 2| > Vite,

a+c/(z—a), |z—a| <+ 28)

To show that there is no critical point of Usp at K¢ note that any point that satisfies S(z) = Z is
on OK. The proof is complete by Lemma 2.3. O

For the pre-critical case, the region K is defined by the following lemma.

Lemma 2.5. For 0 <t <{., there exists a unique simply connected compact region K C C and a
conformal mapping f: C\D — C\ K given by
K K

f(v):pv_vfa_a’ pER+, KJER-H 046(0,1), (29)

with its inverse conformal map denoted by F : C\ K — C\ D, such that the function S(z) given by
S(z) = f(1/F(z)), is the Schwarz function of K, see Definition 2.1. The three parameters satisfy

1-a2> % (2.10)
P
The proof of this lemma is given in Appendix A. We note that the unique K in the above lemma
is exactly the one defined at (1.8) through the equations (1.10) and (1.9); the latter two equations
are derived in the proof.
Note that the lemma asserts the existence of functions p(t), a(t), k(¢); it is a direct consequence
of the proof that these are analytic in ¢ for 0 < ¢ < ..
In what follows we will need the deck transformation, defined via

(2.11)

This function is characterized as the unique nontrivial function satisfying f(v) = f(deck(v)).
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Proposition 2.6. For the pre-critical case, K defined by the conformal mapping in Lemma 2.5
satisfies (A) and B) of (2.1), i.e. the global minima of Usp are exactly at K.

The existence of the Schwarz function follows from Lemma 2.5. We will complete the proof of
Proposition 2.6 in Section 2.1, by showing that there is only one critical point of Usp.
2.1 Definitions of y(z) and F'(z); Proof of Proposition 2.6 (pre-critical)

There are two critical points of f : C — C at a£iy/k/p. By (2.10), both of them are inside . Let
us denote by vg the critical point in the upper half plane, and let us denote by 3 the corresponding
branch point (critical value) in the upper half plane:

B:zf(a—i—z\/;)—ap——i—%\/i and vg::a—i—i\/j. (2.12)

The complex conjugates, [ and vg, give the other critical value and the branch point.
Lemma 2.7. The branch points 3 and B are in the interior of K.

Proof. Since vg € D is a critical point of the 2-to-1 branched covering map, v is the only point that
maps to S under f: C — C. If 8 is not in the interior of K, then by the surjectivity of f : D¢ — K¢
one of the preimages of § must be outside the unit disk, which is a contradiction. O

Because (v — a)(f(v) — f) is a quadratic polynomial in v with double roots at vs we have
(v—a)(f(v) — B) = p(v —vg)? and, similarly, (v — a)(f(v) — B) = p(v — v5)?. We also have
(v —)(v — deck(v)) = (v — vg)(v — T3) which, combined with the above, gives

(v —deck(v))? = p~*(f(v) = B)(f(v) — B)- (2.13)
We also obtain by a direct calculation that
v+ deck(v) = ll)f(v)—l—;(az-i-Z) = %(f(v)-i— 151), (2.14)
where we use .
18] = ap + o (2.15)

that is obtained by taking v = 0 in (2.13). From (2.13) and (2.14), for any v ¢ {vg,Ug}, there is
exactly one choice of sign such that

& |0+ 1812w = 7w - B =0 (2.16)

is satisfied; The other sign gives deck(v). Now let us select our branch cut to be inside K and to
intersect R only at the negative real axis. This is possible because K NR_ # () which is simply
confirmed by f(-1) = —p — k/(a(1 + «)) < 0. Having determined the branch cut, we select the
branch of the square root by [(z — 8)(z — B)]'/? ~ z + O(1) as z — co. Then (2.16) gives the
following lemma.
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Lemma 2.8. Take any simple smooth curve B in K that starts at 8 and ends at 3 while intersecting
R only once at the negative real axis. The map F (the inverse of f; see Lemma 2.5) has the analytic
continuation over C with the branch cut at B via the formula

Flz)= = |2+ 18|+ /(= B)(z—B)|, deckoF(x) = — |2+ 18— \/(: = B)(z = B)| . (217)
2p 2p

Proof. It is enough to determine the sign in front of /7 by considering F'(z) ~ z/p as z = co. [

Using this F', the analytic continuation of the Schwarz function is given by S(z) = f(1/F(z)),
of which the explicit form is announced in the next lemma.

Lemma 2.9 (Definition of y(z)). S(z) has analytic continuation to the entire complex z plane with
the branch cut at B (that is defined in Lemma 2.8) via the formula

(z=b)\/(z = B)(z = B)

a c¢ 1 c+t 1
_ 4. _Z = 2.1
5() 2 o a2 2y(z), y(z) =a (z—a)z ’ (2.18)
where y(z) satisfies three conditions respectively near a,0 and oo:
—c ct+t t 9
~ ~ ~a——-4+0(1 ) 2.19
Y~ e~ L e Lo (219)

We also note that the middle condition in (2.19) and the last condition in (A.2) gives

b=181/(t+¢) = a/p. (2.20)
Tt is useful to define a function Spacx (the analytic continuation of S through the cut B) by
Sback(2) = f(1/deck(F(2))) = 5(2) + y(2). (2.21)
The following Lemma, combined with Lemma 2.3, proves Proposition 2.6.
Lemma 2.10. The only point that satisfies S(z) =% and F(z) ¢ OD is at z =b € (a,0).

Proof. If z satisfies z = S(z) then v = F(z) satisfies f(v) = f(1/v) = f(1/7). This implies
deck(v) = 1/v if v ¢ 0D, and we have

S(z) = f(1/v) = f(v) = f(©) = f(1/(1/0)) = f(1/deck(v)) = Sback(2). (2.22)

Therefore, z = b because vg is fixed under the deck transformation.

To show that b € (a, 00), one notes that K NR is connected (otherwise K is not simply-connected)
and lies to the left of a (which can be checked from the conformal map). Because Uap grows to oo
at a € R and 400, Usp : R — R must have at least one local minimum at (@, c0), which must be a
critical point of Usp, where S(z) = Z holds. O

The last lemma tells that Usp has at most one critical point in K¢, which proves Proposition 2.6.
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2.2 Branch cut of y(z): pre-critical case

Having defined S(z), y(z), F(z), as the functions on the whole complex plane with the branch cut
on B, we can define the following objects

tore(2) = | IR dul (2.23)
U() = |22 — |22 — 2R U S(w) dw] . for a point 2 st. F(z0) €D, (2.24)

where the integration contour is in C\ B. From (2.5) we note that I is the smooth extension of
Usp from C\ K.

In the previous subsection, we have not specified the exact location of the branch cut B except
that it is inside K and intersects the negative real axis. In this section we determine the precise
location of the branch cut in such a way that will be useful to the subsequent Riemann-Hilbert
analysis of the orthogonal polynomial.

Definition 2.11. The level line(s) from a point, say p, is defined to be the connected component
of the set {z : §R[fpz y(w)dw] = 0} which contains p, and, since the integral defines a continuous
function up to sign, the level line is given independently of the branch cut.

We first prove that the level line from /3 does not intersect the level line from b.

Lemma 2.12. We have
Wop(z) = U(2) + U(Spack(2)) = |Sack(2) — ZI°. (2.25)

The proof uses the anti-holomorphic involution structure, and can be found in Appendix C. We
obtain the following corollary that tells that the level lines from 8 and b do not intersect.

Corollary 2.13. We have %[fgy(z) dz] = Uep(b) > 0. The contour of integration is in C\ B.

Proof. By Lemma 2.10, we immediately obtain the first equality. The last inequality is from Propo-
sition 2.6. Note that, by Lemma 2.10, b is not in K so U(b) = Usp (). O

In Figure 4 we show all the three possibilities that the level lines from S and b can place
themselves in topologically distinguished ways. We explain this below.
The rules for the level lines from b are as follows.

The lines are symmetric with respect to the real axis;
A closed loop of level line must include pole(s) at 0 and/or a; (2.26)
Four level lines emanate from b; '

Out of four, at most two level lines can go to infinity;

Following these rules, we first draw all the possible level lines from b (the dotted lines). If none of
the level from b escapes to oo then the level lines from b follows the dotted lines in the left figure;
If one pair of the level lines escape to oo then there are two possibilities, the middle and the right
figures.
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Figure 4: Possible topological configurations of level lines from 8 and b. The last (boxed) configu-
ration satisfies the inequality in Lemma 2.13. The thick lines are the (potential) branch cuts.

BNR /
0 a /b R
N

Figure 5: y(z) on R: schematic view.

With the dotted lines being drawn, the level lines from 5 are now uniquely determined. The
rules for them are exactly same except the last two items must change from “four” to “three”.

Out of the three possibilities, we prove that only the last one satisfies the inequality in Lemma
2.13. Note that y(+o00) = a > 0. Therefore y(z) > 0 if z > b and y(z) < 0if a < z < b,
because there is no branch cut intersecting on [0, +00). (See Figure 5 for the behavior of y(x) on
R.) Therefore, when we restrict = € (a,+00), [, y(s)ds reaches the minimum at b. This means
that, for the left and the middle cases in Figure 4, the dotted lines are “lower” than the regular
lines and R, ; y(z) dz] < 0, which contradicts Lemma 2.13. Therefore we have proven the following
lemma.

Lemma 2.14. For all 0 < t < t., the level lines from b as well as those from 3 and ( are as
shown in the last (bozed) configuration of Figure 4. More precisely, the level lines from b consist of
three analytic arcs, one which encircles the point a and two which diverge to co. Two components
of the level lines from B are analytic arcs which terminates in B, and together form a closed curve
encircling 0.

We note that this proves the unique existence of B as we mention near (1.12). Note that the
the equation (1.12) means that B is a level line according to Definition 2.11.
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We want to choose the branch cut of y(z) from one of the level lines from /. For this to be
consistent with the previous definition of B (that appeared in Lemma 2.8), we only need that the
chosen level line be inside K. Below we prove exactly this. N

The logic requires to use lots of hats (™) temporarily. We define B by the unigue level line from
B to B that _intersects the negative real axis. Then we define the hatted version of the functions:
S(z), y(2), F( ), by the formula (2.17) and (2.18) with the branch cut at B. After showing that B
is inside K, we can replace all the hatted objects by the un-hatted ones.

Definition 2.15. We define B by the unique level line from B to B that intersects the negative real
azis. We place the branch cut of S( ) and y(z) exactly at B using the formula (2.18). We also use
(2.23) and (2.24) accordingly to define Uop and U3

Lemma 2.16. For anyp € B\{ﬂ,B} let us define the normal derivative On := ny;0;4+n,0y atp along
either of the two unit vectors n := (ng, ny) that is perpendicular to B at p. Choose + and — sides of
the cut such that n points toward the + side. Then we have Bnlxlop(p)|+ = —0ullop(p)|_ = —

Proof. The absolute value of anﬁop(p)|+ is |g(p)| because anﬁop(p)’+ is purely real. Defining
n = ng + in, we have (the other — side works similarly)

3nUOP(P)|+ = (“3+ﬁ5)UOP(P)|+ =% (n : ﬂ(P)|+) . (2.27)
By the definition of B, n - 7(p) is purely real and either of =£|g(p)|. The correct (—) sign can be
determined at the point BN R from Figure 5. O
Lemma 2.17. There is no local minima of U(z) on B.

Proof. Taking the same notations as in Lemma 2.16 we have, for p € E\ {8, 8},
[0all(9)], — [0ull(P)] _ = [Oullor(p)] , — [Bullor(p)] = —2/T(p)|- (2.28)

This means that at least one of [&Jj{ (2)] L and — [anz,? ()] _ is negative. Therefore, U(z) decreases

in one of the directions perpendicular to B.
If p = B we consider the expansion around (:

a(z) = (real analytic in R?) + LA{OP(Z)
=U(P) + er(z = RB) + ealy — 3B) + Reo(z — B)*/*) + O(l= — BI°)
where ¢1,¢2 € R and ¢y € C is determined to match 3(z) = 2cgv/z — B+ O((z — 8)%/?) and ¢
is nonzero. If either of ¢; or ¢y are non-vanishing, then there exists a point z near (8 such that

Z/Al(z) < &(5) If both ¢; and ¢, vanish, there still exists such a point that lowers the value of if by
the non-vanishing term R(co(z — £)3/2). This proves Lemma 2.17. O

(2.29)

Lemma 2.18. For the pre-critical case, we have Bc K, and, by taking B = g, U(z) has the global
minima ezactly at OK .

3The existence of a point zg follows from {3, 8} C K: starting from B that is completely inside K (so that all
z € OK satisfies S(z) = Z) one cannot make B cross the whole of 9K by any continuous deformation B — B.
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Proof. If B intersects 0K at p then any neighborhood of p contains a region where U = U , and
U(p) = U(p) by continuity (U is continuous by definition). By the previous lemma, p cannot be the
global minimum of ol and there must be a point z ¢ B where U reaches the global minimum. This
point satisfies |F(z)| # 1 because, for |F(z)| = 1, one can show that U(z) = U(p). Then z must
satisfy U(z) = Z — 5(z) = 0 and, by Lemma 2.10, z must be b. Both B and B do not intersect
[0,4+00) and we have U(b) = U(b), and U(b) — U(p) = U(b) —U(p) > 0 by Corollary 2.13. Therefore

~

B does not intersect K, and K is the global minima of /. O

2.3 Branch cut B: The post-critical and the critical case

Post-critical case: We define y by

c _t—l—c)’ {+:z€Ext(B), (2.30)

z)=x(a+
y(2) ( s —a 2 —: z € Int(B),

for some closed Jordan curve B that we determine below. In fact, this formula is consistent with
the one (2.18) for the pre-critical case, if one uses the formulae in (2.8) respectively for Ext(5) and
Int(B). Note that the previous definition of y in (1.17) with the definitions of b and S at (1.15) is
equivalent to the above definition of y.

Figure 6: Topological configuration of level lines from S and b for the post-critical case.

One can check that a is less than 8. With such configuration, there is topologically only one
way to draw the level lines from g, which is illustrated in Figure 6. The proof is similar but simpler
than that for the pre-critical case. Consider all the (three) possible ways of drawing level lines from
b using the rules in (2.26); there exists only one case where the level lines from § can be drawn
consistently with the level lines from b.

Critical case: For t —t. = O(N~2/3) we choose y(z) to be given by the equation (1.17) except
that we extend the definition for ¢ < .. As a result, the two critical points y(z), b and (3, are exactly
given by (1.15) (taking the principal branch of the roots). Their asymptotic behavior is given by

ct/

4 cl/4
b=b.+ —+t—t. t—t.), =b. — —/t —t. t—t.), 2.31
vl +O( ), B 7z V +O( ) (2.31)
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with b, := a + /c. For t > t. the level lines from § are exactly as in the post-critical case. For
t < t., one can verify, similarly as in the post-critical case, that the level lines from [ are arranged
as shown at the left side in Figure 8.

Definition 2.19 (B, y(z), U, Uop). For the critical and the post-critical case, we define B by the
unique level lines of B that is a Jordan curve enclosing both 0 and a. We define Ext(B) and Int(B)
respectively to be the exterior (including co) and the interior of the Jordan curve B. We define y(2)
by (1.17) and then S(z) is accordingly defined over the estended domain C\ B by

a c 1 c+t 1
Using the above defined y(z) and S(z), we define Uop and U by (2.23) and by (2.24) (where we can

choose explicitly zo = /t + ¢).

We note that, for the post-critical case B is not inside K, and S(z) does not match S(z) at (2.8)
in some part of {z: |z — a| < \/c}.

Lemma 2.20. For the post-critical case, B is contained in P(K) = {z : |z] <Vt +c}. Also U(z)
has the global minima exactly at OP(K) = {z : |z] =Vt + c}.

Proof. Since the proof is similar to the pre-critical case, some details are omitted. It can be shown
that the global minima of & cannot occur on B\ {8} as in the proof of Lemma 2.17. One can show
B € Bisin {z: |z —a| < +/c} by using \/(t — a?)? — 4a%c > t — a® — 2a,/c with the formula for
B at (1.15). The point S is ruled out from the global minimum by explicitly comparing U(3) with
U(\/t + ¢). Therefore, the global minima can only occur in {z: |z| = vVt +c} U{z: |z —a| = /c}
(those are the only values of z where OU(z) = Z — S(z) = 0 can possibly occur), and B\ {§} should
not intersect both circles simultaneously. This means that B is in the interior of the larger circle and
(whether B intersects the smaller circle or not) the global minima of #f is on {z : |z| = vt +c}. O

Lemma 2.21. Fort =t., B\ {8} is contained in K = {z: |z| < V/t+c and |z — a|] > /c}. Also
U(z) has the global minima exactly at 0K = {z : |z| = Vi +c}U{z: |z — a| = /c}.

Proof. By the same logic as in the pre-critical case, there is no global minima on B\ {8}. Then the
only possible global minima is where S(z) = Z, which is the big circle and/or the small circle. Both
are indeed the global minima because they are the limit of 0K as t 7 t. where K is the global
minima for all ¢ < ¢, by Lemma 2.18. As a consequence, the cut B\ {8} is strictly inside K. O

3 Orthogonal polynomial on a contour

As the first step toward the asymptotic analysis of P, v we show that P, y is an orthogonal
polynomial with respect to a non-hermitian, n-dependent orthogonality measure on certain contours
in the complex plane. This observation hinges on the following lemma which relates the area integral
to a contour integral.

Lemma 3.1. The following identity holds

N ¢ _Niz I'(Nc+k+1) ;
ff P(z—a) |z—al*Ne NFdA(z) = o NNaHhFT ﬁ w1, n(2) dz, (3.1)
¢
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where ( )N N
z—a)VCe V2
Wy N (2) = N z2€C\[0,qa] . (3.2)

The contour of integration I is a closed loop enclosing both 0 and a counterclockwise.

Proof. The integrand in the left hand side of (3.1) can be re-expressed using the function y, defined
as follows:

x(2) == (z — a)¢ /Z(s —a)Netke=Nzsqs 2 € C\ (—00,a), (3.3)

where the contour of integration is chosen so as not to intersect the half-line (—oo,a). Clearly x

satisfies 7 )
Ix(z) = (z=a)*|z — aNee NI, (3.4)

The degree to which x is smooth can best be seen from the alternative representation, easily
obtainable by tricks of calculus:

1
X(Z) — |Z o a|2Nc(§_ a)kJrlefNaz/ chJrkesz(Zfa):vdx. (35)
0

If Ncis a positive integer, then clearly x is infinitely differentiable. Otherwise y has | N¢| continuous
partial derivatives. In our case, Nc¢ tends to infinity and thus x is at least twice differentiable (which
will be enough to apply Stokes’ theorem below).

The integral in x(z) can be divided into two terms by

z ZX 00 ZX 00
/ (s_a)Nc-‘rke—stds:/ (S_a)Nc-‘rke—stdS_/ (S_a)Nc-‘rke—stdS
’ y z (3.6)

I'(N k+ 1)eNaz
- (szZ)NZk)fl +O (e N2)

where the branch cut of zV¢T*+1 lies on (—o0, 0].

We derive the last equality below. For fixed N, c,k, there exist R > 0 such that the above
integrand satisfies |(s — a)Ntke=N=s| < |eN25/2=N=s| for all s € [2,Z x 00) and 2| > R. Therefore
the last term in the first line in (3.6) is bounded by

~N|z|*/2

Z X 00
/ (s —a)NetheN2sds |z| > R. (3.7)

< 67NZS/2d51267,
/R N|z|

The first term after the first equality in (3.6) becomes, by the change of variables: X = z(s — a),

—Nza

Z X 00 e +oo
_ \Nc+k_—Nzs _ Nc+k —NX _
/ (s =) e s = oy /0 XNethe=NAdX =
a

[(Nc+k+1)e Nez

(N z)Neth+1 (3-8)
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Since y is twice differentiable, we can apply Stokes’ theorem to get

- i ¢ —Nzz
(LHS of (3.1)) = 711}120 jj A(z—a) |z—al’N e NFdA(2) (3.9)
|z|<r
~ lim H 2 Ox(2)dA(z) = lim o f{z-r 21 x(2)dz (3.10)
. 1 i F(NC +k+ 1)€7Naz _ 2
— - J(sy _ ,\Ne Nlz[2/2
Tlin;o % fj |—rZ (z—a) ( (Nz)Nerkei +0 (e )> dz. (3.11)

The first term is independent of 7 as long as the circle |z| = r encloses 0 and a; and the last term
vanishes in the limit » — oo. O

This lemma allows us to view P, y as an ordinary orthogonal polynomial: indeed the system
(1.1) is equivalent to

0 k=0,1 n—1
(z—a)NCe Naz ) o s 4y ) )
-%F.Pn,N(Z) ZN7C+’§+1 dZ = 9 NN c+n—+1 h N k . (312)
I'(Ne+n+1) ™77

By relabeling k — n — 1 — j, we get a standard system of non-hermitian orthogonality relations

) P JZ_Q)NC ae ™y = 0,1 1 3.13
N ()7 Newn z= (j=0,1,...,n—1). (3.13)

Remark. The proof of Lemma 3.1 can be extended to treat weights of the form

K

Wi(z,z) = o~ NIz +R(az+82) H |z — aj\NCj

j=1
and allows to relate the bimoments f(c 27Z¥W (2,%Z)d?~ with the moments of an iterated contour
integral; this realizes the orthogonal polynomials as the biorthogonal polynomials appearing in [4]
for a specific semiclassical bilinear moment functional. In particular one could use the formalism
in loc. cit. to produce a corresponding Riemann—Hilbert problem (whose dimension depend on the
integer K, however). We do not pursue this issue here.

3.1 The Riemann-Hilbert Problem

It is well-known that the polynomial P, n(z) can be characterized by a 2 x 2 Riemann-Hilbert
problem [19] which we recall in our setting. Let us define

vy 1= j{ 2w, N (2)dz. (3.14)
r
Introduce the polynomial
%) 141 e Up—1
1 %1 1%} . Un
Qn-1,n(2) := det : : (3.15)
det [ViJFj]OSi,an—l ! !
Vp—2 ... Von—3
1 z 21
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Note that Q),,—1,n is not necessarily monic and its degree may be less than n —1: its existence relies
uniquely on the nonvanishing of the determinant in the denominator, which will be shown below in
Proposition 3.2. It is also orthogonal to the powers 1, z,... 2" 2. Define the matrix

1 [P, n(2
Pn,N(Z) T 7;1\[(2: )wn,N(z')dz’
Y(2) = o ];é/) (3.16)
—27iQn-1n(2) — %wnw(z')dz’
- _
Then Y satisfies the standard [19] Riemann-Hilbert problem:
Y (2) is holomorphic in C\ T’
B 1 wyn(2) )

v (1o (L))o s

if and only if det [vi4 5], j<n—1 # 0: this is seen by noticing that if @, y exists as given by (3.15)

then
_ /F MMH’N(Z/)dz/ ~ 2z (14 0(z7Y) (3.18)

z—z

We thus need to show the nonvanishing of the determinant in the following proposition.
Proposition 3.2. The determinant det[uiﬂ»]ogi,jgn,l does not vanish.

The proof can be found in Appendix D.

3.2 The g-function and the 1st transform

Given the Riemann—Hilbert characterization in egs. (3.17), the asymptotic study can be addressed
using the Deift—Zhou [13] steepest descent method by means of an appropriate g—function.

In our context we cannot rely upon the minimization of an energy functional as in the case
of ordinary orthogonal polynomials on the real line. Therefore we will resort to constructing the
g-function in terms of y(z) that is defined at (2.18)(1.17) and in Definition 2.19 for all three cases.

The weight function can be expressed in terms of a potential V' (of the semiclassical type [23])
by

wy n(2) =277 NVE) L Vi(z)i=az—cln(z—a)+ (c+t)Inz. (3.19)

We choose the cut of the logarithms at [0, 4+00).

Lemma 3.3 (Definition of T'ys and I',5). The steepest “ascent” path (the mazimal elevation) of

Uop from B reaches b. Equivalently, the steepest descent paths from b reach B and 3; Let us denote
the former (that reaches ) by I'vg and the latter by Ly

Proof. In the last part of Appendix C we show that f ﬂb y(s) ds is purely real. This means that b is
on the steepest ascent path from 5. (See Figure 7 for a numerical confirmation.) O
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Figure 7: B (thick line); level lines (dotted lines); steepest descent/ascent paths (the other lines).
All the lines are with respect to the function Upp and emanate from 3 or b. We close the contour I"_
at some region R(z) < 0 (by deviating from the steepest descent paths) such that 2_ is a bounded
region. (All the lines are numerically plotted for t = c=a = 1.)

Definition 3.4. For all t, we define ¢(z) by
z
6(2) = /B y(s) ds (3.20)

where the integration contour lies in C\ (BUT' g U [b, +00)) for the pre-critical case and in C\ (BU
[8,4+00)) for the other cases. We have Uop(z) = Rp(z) by (2.23).

Remark. By this, we replace the definition of ¢ given at Definition 1.1. Note that this definition is
exactly the same as the Definition 1.1 except the additional “cuts” to remove the multi-valuedness
of ¢. This difference is irrelevant when we state our main theorems in Section 1, because ¢ always
appears in the exponentiated form, eN¢(*)| which is (as the reader may verify) single-valued because
the multivaluedness of ¢ is additive by integer multiples of 4irt and N = (n —r)/t (1.23) with n,r
being integers.

Below, we recall that the g-function is defined in Definition 1.2 through ¢ that is re-defined
above.

Lemma 3.5. For all the cases except for the critical case, we have

o(2) = —— /B log(z — ) [y(s)] |ds| (3.21)

~ ont

where we take the branch cut of the logarithm in B U Tyg U [b, +00) for the pre-critical case and
BU[B,400) for the post-critical case.
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L L L L -4 L L L L
-1 0 1 2 -1 0 1 2

Figure 8: The level curves and contours for the critical case with ¢ < ¢, on the left; and ¢ > t. (for
both the critical and the post-critical case) on the right. The branch cuts B (thick lines) are chosen
by one of the level lines from [; the other level lines from 8 and b are shown with dotted lines; the
other lines are steepest descent/ascent paths. (All the lines are numerically plotted for ¢ = a =1
and t =t. — 0.02 (left) and t = ¢, 4 0.02 (right) where t. = 3.)

Proof. One can check that ¢'(z) is analytic away from B; the singularities of y(z) as described at
(2.19) exactly cancel those of V/(z). Let us only consider the pre-critical case as the post-critical
case is similar. To check the jump discontinuity of g on z € B we evaluate

- 7 7 i (B
0] =2 [ ys)ds = —2 U y(s)- ds — / y<s>+ds] / wis)llds) (3.22)

2t ), 2t t

where =+ sides are with respect to the orientation of B directed from S to 3 for the pre-critical case
(and counter-clockwise for the post-critical case). The integration contour is taken away from the
cuts of both V' and ¢. In the last equality, we use that y(s)ds = %i|y(s)||ds| for the infinitesimal
line segment ds tangential to B. The sign can be determined at the intersection of B with the real
axis using Figure 5; as in the proof of Lemma 2.16. The above calculation gives exactly the jump
of the proposed formula for the g—function. O

Lemma 3.6. On the exterior of P(K), the g—function is the complex logarithmic potential from
the probability measure that is uniformly supported on K, i.e.

Rg(z) = % /Klog 2 — w|dA(w), = ¢ P(K). (3.23)

Above, the exponential is applied to disregard the (unimportant and arbitrary) branch cut.

Proof. 1t is enough to show that

70 =5 V) -39 = 1 (56) -~ ) =10 ~ue) == [ A o

Tt zZ—w



where each equality is from (1.20),(2.18),(2.24), and (2.2), in the order of appearances. O

From (the proof of) Lemma 3.5 the sign of R¢ is negative on both sides of the cut B.
We may choose the contour I' (of orthogonality) by any continuous deformation within C\ [0, a].
We choose

o BUTyg U L'z pr.e—.critical, N (3.25)
B critical and post-critical.
We write some useful relations that follow from Upp = Re¢.
1 1/2" z € B;
Nt(g4(2)+g-(2)—0) — = ;—N(¢+(2)+9-(2))/2 _ ’ ’
wn.N(2)e = —e = 3.26
() 2" {eNZ”OP/,zT7 zeT'\B. (3.26)

Definition 3.7 (I'y and Q4). We choose contours I'y and I'_ following the steepest descent paths
(as shown in Figure 7 and Figure 8) from B (and B for the pre-critical case) such that Re(z) =
Uop(z) < 0 on those contours. We choose T'_ to be the unbounded ones. We then deform T _, away
from the steepest path, to make it a single bounded curve such that Uop(z) < 0 on the deformed
curve. Then the domains Q01 are defined by the open sets enclosed by B and I'y respectively. See
Figure 7 for the pre-critical case and the right side in Figure 8 for the post-critical case.

On T (3.25), we have

Yi(z) =Y (2) { o Yo (2) ] . (3.27)
Correspondingly we introduce the matrix A(z) as follows:
1 z2€C\QLUQ_
ENL 1 0 2z e ¢
z):=e "2 Y (z —1/w e V\9E)ITL )8 .
A(z) Y(2) Vjwyn 1 + tN(9()~%) (3.28)
1 0
{an’N 1] z€Q_
The RHP for A is
1 0
Ay =A [ N } on I'y;
A+:A_[ 702,« Zg } on B;
(3.29)
—r_—NUop
A+A_H e ] on T\ B;
1 T
Az) = (I—l—(’)()) [ 26 ZQT } z = 0.
z

The remaining jump of g is +2i7 and hence e *V9(*) does not have additional jumps besides the
ones indicated above. On 'y, Uop = R¢ is negative, and on T'\ B (pre-critical only) it is positive
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and uniformly so except near the endpoints 3 and 5. At any finite distance away from B, the jump
matrices in (3.29) are exponentially close to the identity jump in any LP norms and in L° norm.
Following the nonlinear steepest descent method, one first constructs a model RHP where only the
jump exactly on B is retained. This is done below.

4 The pre-critical case: t <,

Outer parametrix: We define the following model RHP for ® by

O, =0 OT Z() ] on B,
: | (4.1)
1 2" 0

<I><I+O<>) B z— 00 .
z 0 ="

There are several ways of expressing the solution ¢ and we provide the one that is most relevant
to the geometry of K.

We use f: C — C as the uniformization mapping of the domain
with the branch cut C\ B. This map is 2-to-1 branched covering
map and we have defined the inverse map F at (2.17). There are
regions, ¥ = F(C\ B) and & = deck o F(C \ B), such that ¥ and &
are each conformally equivalent to C\ B. We define v = [F(B)] 4,
the two preimages of B under f when approached from =+ sides. See
Figure 9.

Proposition 4.1. The scalar function given by

satisfies the following properties:
1. D(z) is analytic and nonzero in C\ B ; Figure 9: Uniformizing plane;
2 Dy()D_(s) = 2, 2 € B: See the text.
3. Doo :=1lim, o, D(2)/z € Ry
Proof. The proof relies on the identity
f(v) = (p/a)vdeck(v). (4.3)
This can be shown by
0 = (v — a)(deck(v) — @) + r/p = vdeck(v) — a(v + deck(v)) + o + K /p
= vdeck(v) — (a/p) f(v),

where the last equality comes from v+ deck(v) = (f(v)+|B])/p at (2.14) and |3| = (p/a)(a®+k/p)
that is shown right below (2.14). Using (4.3) and that F(z)|; = deck(F(2))|— on z € B, we have

(4.4)

D, (2)D_(z) = gdeck(F(z)) F(2) = f(F(z)) =2, z€B. (4.5)
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The last condition is checked by Do, = lim, o0 \/p/a F(2)/z=1/\/pa > 0. O

Proposition 4.2. The solution to (4.1) is given by

) (pa)"(rp)'/?
2 =VIFE | _payrpyz | PG (46)
pF(z) — pa !

We choose the principal branch of the square root, i.e. \/pF'(z) =1+ O(1/2) as z — oo.

Proof. Though the solution may be checked by a direct calculation, here we present a self-contained
derivation (which is essentially the spinor construction in [6]).
For the solution ®, there exists an analytic matrix valued function H : 3 — SL(2,C) such that

H(F(2)) = (Do) ®(2) D(2)""7. (4.7)
This satisfies the RHP (4.1) of ® for r = 0, i.e.

H(F(2)), = H(F())_ { C ] . H(F(2) = T+ 0(1/2), = — . (4.8)

We may freely extend H on the whole complex plane by putting

H(v) := H(deck(v)) { g ] . ves. (4.9)

This makes H to be continuous on 74, by the jump condition in (4.8). On v € y_ we evaluate the
jump as we approach from ¥ and ¥ by

H(v)|,, = H(deck(v)) { v ] — —H(v)|s, venq. (4.10)

The last equality uses (4.9) with the continuity of H(deck(v)) across y_. Then RHP for H is given
by
)|y = —H(v

V)5
o _Ho(i)

H(v):[ 0

Ve ;

(4.11)

1o +0Ww—a) voa.

This gives a scalar RHP for each entry. It is sufficient to find the diagonal entries of H as the others
are then given by (4.9). We obtain

1 L
2 (kp) 12 v —a

VD) 1 s 1 , (4.12)
Kp



where we take the branch cut on v_ such that

1/2 p1/2

f’(’l}): P vV — 005

vV—«

(v—vg)(v—T3) ~ { (4.13)

kY2 (v — a), v = Q.
Using f/(F(z)) F'(z) = 1 and the formula for D(z) at (4.2) we obtain

1 1 K

B = )V |y SOTEE e (e
(rp) 2 F(2) — a !

This proves the proposition. O

Local Parametrices: The procedure for constructing the local parametrices near the points 3, 3
is standard and the reader may refer to [13, 14]. Here we only consider a neighborhood around 3
and skip the similar construction around f.

Let ]D)E be a small disk centered at § with a finite radius. We define the local coordinate ¢ by

4 _
3% = N (6() - ¢(B)) , = €Dy, (4.15)
such that ¢ maps FbB N DE into Ry. Then ¢ maps I'+ respectively into the rays [O,eﬂi”/?’oo).
This defines a conformal map ((z) from the fixed disk to a domain in the (-plane that expands as
O(N?/3).

We want to find the function Pz(2) in Dy (and, similarly, Pg(z) in Dg) such that

B(2)z— (/Do) r/Dea satisfies the jump of A at (3.29); (4.16)
s converges to ®(z) on the boundary of Dz as N — oc.
This is satisfied by the following Riemann-Hilbert problem:
0 —1] 0 1
[PB(Z)L_ = [ 1 0 [Pg(z)]_ [ 10 } on BNDz, (4.17)
I 1 0
[PB(Z')]+ = [,PB(Z):I B E%C(Z)3/2 1 on Fi n ]D)E 5 (418)
(1 e 35¢(=)°%2
[P3(2)], = [P5(2)]_ 0 ) onIzND5, (4.19)
Pzlz) ~ I+ O(¢(2)7%/?) as z = Dz, (4.20)
P5(z) ~ O(C(2z)~1% as z — 3 . (4.21)

The last condition is necessary later for “the error matrix” to be analytic at 3.
The solution to the above RHP is given in terms of the standard Airy parametrix A(¢) by

Pl = | 1 @A, (422

31



where

328 :ﬁ% } ei*os  arg( € (0,2r/3);
| LG G et mece erinm
A(C) == V2me™ T ] o)
:338 3%58 } e3¢?s arg( € (m,57/3);
ZZ% Z’igg ] o arg( e (5m/3,2m)
We have used the standard Airy function to define:
yJ(C) = iji(ij), j=0,1,2, w= e2i7r/3. (424)

Using @ (4.6) and P5 (4.22) we define A which we show (in the following Error analysis) to
be the leading approximation of the matrix A(z) defined at (3.28).

D(2), for z outside of the disks Dg U D;
A (2) = ®(2)2= /273 Pg(2) (/28 inside Dg; (4.25)
<I>(z)z_(’”/m“Pg(z)z(r/m‘”, inside Dy.

Error analysis: We define the error matrix £ by
E(z) = A®(2)A7(2). (4.26)

As a consequence of the jumps of A and A*°, £ has jumps only on the boundaries of the disks, Dg
and Dz and on the parts of I'y and I' \ B that lie outside of those disks.
The jumps of £ on the boundary of the lens, I'y \ (Dg U DB)’ is given by

[E@IE)TH(2)]- = [A% )]+ [ATH ()4 [AR)] - [(A%) 71 (2)]- = @(2) (I + O(e™M)) 7 (2)
=T+ 0> M), for some ¢ > 0. (4.27)
The jumps of £ on the boundary of the disc, 8]]])3, is given by (plus side is inside the disc)
EGLE) ()] = B()z BP0/ — T ONTY), (4.28)

using the boundary behavior of (4.20) and (4.15). So £ satisfies a small-norm RHP and we conclude
that

A(z) = (1+ 0 (;{)) A%(2) (4.29)

uniformly in (a compact set of) the (extended) complex plane.

Strong asymptotics: The asymptotic for the orthogonal polynomial can now be read off from
our approximation (4.25) by tracing back the transformations from Y'(z) (3.16) to A(z) (3.28).
Though the computation is straightforward we show a few steps for the interested readers.
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Away from B: The asymptotic for the orthogonal polynomial can now be read off from our
approximation using that P, n(z) = [Y(2)]11 = A11€'N9() outside of Q;. Using the asymptotic
behavior (4.29), we get the strong asymptotics in C\ (Dg UDz U UQ_) as follows.

Po(2) = [(I+ O(1/N)) A%, ¢'No) (4.30)
— (1+ O(L/N)) V/pF'(2)(pF (2)) eV, (4.31)

Near B but away from § and 3: Tracing back the transformations from Y (z) (3.16) to A(z)
(3.28) we find, respectively for z € Q4 \ (Dg UDg),

_ | tNto tN(g(z)—L)o 1 0

P,(2) = |:e 273 A(z) e 2)73 [ w1 Hll (4.32)
_ tNLos 7ﬁ¢o(z)03 1 0 ﬂV(z)o'g
= {e 273 A(z)e” 2 { 1o } e } . (4.33)

Recalling that A(z) = (I + O(N71))A>®(z) and A*® = & in the region of our interest, we find
respectively for z € Q4 \ (Dg UDg),

Po(2) = ¥ VOO (=500 (@)1 (14 OV ) + 9070 (2)1a(1 + OV )

= ¢"N9() ([(I’(Z)]n +eNP 2T 0(2))ho + O(Nfl)) (4.34)
=MV E) <(pF(Z))T el <1*?(z)> pF(\Z/)FTf pa " O(Nl)) ' (4:3)

The leading term is analytic on B; To check this, it is most convenient to use the expression
in the first line using [e¥¢/2], = [e"V?/2]_ on B and the jump relation, ([®(z)]11,[®(2)]12), =
(=2"[®(2)]12, 27" [®(2)]11) _-

Near 3 (and ): Inside D7 one can similarly obtain the strong asymptotics (1.30) of P, n
from A® (4.25) as in the previous calculations. We leave the (straightforward) calculation to the
interested reader, mentioning only (1) that the relation 73 = «/3/p (which is obtained from (1.11))
can be useful and (2) that we defined Cz at (1.29) such that

y(z) =2C5(z = B)'/? (1+ O(z - B)) . (4.36)

In (1.30) of Theorem 1.3 we express the asymptotics in the scaled coordinate ((z) ~ (CEN)W?’(Z—B)
taking only the leading linear term in the Taylor expansion of {(z) around B.

5 The post-critical situation: ¢ > ¢,

As t increases, 3 approaches a as 8 ~ a + ac/t + O(1/t?) and b escapes to co. We define A by the
same equations (3.28) with the regions Q1 as illustrated at the right side in Figure 8. The RHP
for A is exactly the same as specified in eqs. 3.29 with the proviso that now I' = B and hence the
fourth condition in (3.29) is irrelevant.
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In this case, the solution ® to the RHP at (4.1) is very simple.

278 z € Ext(B) ,

®(z) = {_01 (1)] > e nt(B) .

(5.1)

Local parametrix at the double point: We define the local coordinate ((z) near 8 such that

o(z), ze€DgnInt(B),

—¢(2), z€DgNExt(B), (5.2)

¢2(z) = 2N{

where Dy is a sufficiently small but fixed disc around z = f such that {(z) is one-to-one. Under

the mapping ¢ the contour B maps to the straight rays [0, e!™/400) U [0, e~*"/400), and T’y maps to

the imaginary axis. See Figure 10 for the images of the contours under the conformal mapping (.
We get the following expansion near z = (3.

() 1 _ |B(B=a)
N1/2 _%(2_5)(““9(2_@)’ TN e -B)

Inside D we want to find P such that ®(z) 2~ 293P (2)227¢ satisfies the jump conditions of the
RHP (3.29) for A; This leads to

(5.3)

[P(2)], = [P(2)]_ [ e4(21)2/2 (1) ] , z €'y NDg, (5.4)
P, = [ v ] P(2)] [ o } , 2 e BNy, (5.5)
P(z) =1+ O (1/N), 2 €Dy . (5.6)

Figure 10: (Left) Contour under ¢(-mapping; (Right) Plot of log|F(¢)] s.t. the brightness increases
with the value. The dark dots are where the zeros of F are. (F is defined at (1.34).)
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A solution can be written by

Ho(2)F(¢(2)) ,

Plz) = [(1’ N }Ho(z)F(C(z))[_Ol H » € Tnt(B) N Dy, (5.7)
where L
F(() := . % _ml(j /g) ds | = <I+ \/%% [ 8 (1) ] +O(<3)> : (5.8)

For any choice of Hp that is holomorphic and unimodular in Dg, P defined by (5.7) satisfies the
jump conditions in Dg. We define the matrix Hy by
0 1

0 1
0 0

,Ylﬁrz—r

such that it satisfies, for z € 0Dg as N — oo,

Hy(2)F(C(2)) E(2) "' =T+ 0 (¢(2)7%).

The logic of how we choose Z(z) is as follows: we require that i) Z(z) is meromorphic in the extended
1 1 [ 0 1

Ho(z) = =(2) (1

(5.10)

complex plane with poles exactly at 8 and oo; ii) the pole singularity of E(z) at S matches the pole
I+ —— 5.11
or 0 0 (5.11)

singularity of
(2) } ’

and iii) ®(2)z~ (/273 . Z(2) - 2("/2)73 has the same growth behavior as that of A(z) as z — co.
This construction is based on the algorithm called “partial Schlesinger transform” introduced
in [5] to compute the higher order corrections to the Riemann-Hilbert asymptotic analysis. In the
critical case, we repeat a similar construction.
Now we define the strong asymptotics of A(z) by

_r 1 "Ylﬁrzir 0 1 r
P(2)z 2 |\ [+ ——=—7— 2278
(2) ( VorN z—8 [0 OD

A% (2) :

0 —zr | r
g3 I+
2" 0 (

1
2r N

mp "
z—p

|

01
0 0

r

B(z) 27274 P(2) 229

(5.12)

1 18" 1
(IJFW,Z—% 0
<+ 1y 1])[01

V2rN z— I 0 -1 0
D(2) 27 293P(2) 2293,
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Remark. Note that, unlike the pre-critical case, the outer parametrix is modified from ® by a left
factor. As we will see soon, if we used the unmodified outer parametrix ® in the definition of A>°
we would have gotten the same strong asymptotics for P, y in Ext(B) with a larger error term,
namely O(1/+/N). This error term turns out to be too large for the analysis in Int(B) because the
leading behavior of P, y there is only of order O(1/v/N).

Error analysis: We define the error matrix by
E(z) == A®(2) A7 (2) . (5.13)

One can show that the jump of £ is bounded such that the solution satisfies £(z) = I + O(N~3/2).
Let us perform the computation on the contour, 0Dg N Ext(B). Below, + side is to the side of Dg.

E(2)+(E(x)-) " = A% (2)4 (A% () )"

=®(2) 27 27P(2) 2272 2 <I

1 T =T ”
s [8 (1)]>”03‘p(z)1 514

(using (5.7) = 2575 Ho(2)F(C(2)) (1— QLN% {8 é]) 2503 (5.15)
(using (5.10)) = 2293 (I +0 (N*3/2>) PREAS (5.16)
—71+0 (N*E"/Q) . for z € 9Dy N Ext(B). (5.17)

A similar calculation gives the same error bound on Int(8) N dD.. The jump matrices of £ on
the other contours are exponentially close to the identity in large N and, therefore, £ satisfies a
small-norm RHP and we conclude that

Az) = (I o (N‘3/2)> A% (2) (5.18)

uniformly in the whole complex plane.
As in the pre-critical case, the analysis of the asymptotic for the orthogonal polynomial can now
be read off from our approximation in (5.12).

Away from B: The analysis of the asymptotic for the orthogonal polynomial can now be read
off our approximation using that P, (z) = [Y(2)]11 = A11e/V9() outside Q4. Using the asymptotic
behavior (5.18), we get the strong asymptotics outside the disk Dg and Q4 as follows (see also (1.21)
and recall that tN =n —r).

Po(z) = [(1 +O (N*3/2>) AOO(Z)] e (5.19)
1+0 (N_3/2)) ZTetNe(2), z € Ext(B) ,

N (\f/y;ﬁiNﬂlz-i-(’)(N_g))etNg(z) z € Int(B) ,
. _

where £ is given in (1.22). This holds uniformly over compact subsets of C\ B because I'x can be
moved as close to B as one wishes.

(5.20)
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Figure 11: The zeros of Psg with N =30, a=1, ¢ = %, r=0. Heret = § = 1.96 and t, ~ 1.8164.
The thick line is B, where the zeros converge. The solid (blue) line and the dotted lines are where
(5.24) holds. As can be surmised from the figure, the dotted lines do not approach B\ {8} in the
limit N — oo; only the solid line approaches B\ {8} and the roots seem to line up along that solid
line. The shaded region indicates K.

Near B but away from [: In order to analyze the asymptotic on B we need to trace back the
transformation that Y was subject to within the region .. We thus obtain

1 0
P,(z) = e%‘”zﬁl(Z')e“V(“"(z)_%)‘73 i 1 1 , 2 €Qq, (5.21)
w’ﬂ,N 11
where A = (I + O(N—3/2))A>. A straightforward computation yields
u No¢(z)
ZTetN9(@) (1 — ng e +(’)(N_3/2>), z€Q_\Dg,
Pu(2) = varN &z~ ) i

(5.22)

rtNg(z) [(No _ nB 1 —3/2
z'e e TTNZT(Z_B)—FO(N ) , z2€ Q1 \Dg.

The leading term is analytic on B because [t g(z)|+ = [t g9(2) + ¢(2)]+.

Location of zeros: Here we explain the idea of the proof of Proposition 1.6 concentrating on the
post-critical case. In order to locate the zeros of P, we observe that they may only lie (asymptoti-
cally) where the following terms appearing above cancel each other:

Nz _ BT 1
e — , z€Qg. 5.23
V2rN 2" (2 — f) * (5:23)
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Figure 12: The zeros of P, with N =30, a =1, c=
in Figure 11 for more details.

%, r =0, n = 55,60,65,---. See the caption

Recall now that v = O(v/N) and that Ré(z) < 0 on both sides of B; this means that the zeros
of P, may possibly lie only within Q4 (i.e. slightly on the inside of B) on a region that lies
within R¢ = O(In N/N). Therefore the location of the zeros of P,(z) converges to the curve given
implicitly by

N V2rNzr(z—B)| 2N ' N ! V2ra(b—B)z"(z - B)|

Their (integrated) density is asymptotically determined by the difference of the imaginary parts of
the two sides in (5.24) along the said curve. We remark that the above carries information on the
location and density of zeros only on parts of B that are away from the point 5.

To prove the statement in Proposition 1.6 one starts by noticing that there is asymptotically no
zero outside a strip of width O(1/N) around the connected component of the set (5.24) that tends
to B (at the rate O(In N/N)). This is seen by noticing that, where (5.24) is satisfied, the two leading
terms in (5.22) for z € Q, have the same order O(N~1/2) and the error is of order O(N~3/2). Next
one uses the asymptotics of the polynomials together with some form of the argument principle, to
show that the zeros actually lie in a strip of size O(1/N) around the curve where (5.24) is satisfied.
The Figures 11 and 12 clearly demonstrate such convergence.
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To conclude, we mention the convergence of the counting measure of the zeros, to the measure
whose logarithmic potential is given by Reg. We claim that, if po is the probability measure
supported on B such that

) = [ log(z = w) dpo(w) (5.25)

we have the weak convergence: i, y — o Where p, y is the normalized counting measure of the
zeros of P, n(z). This can be proven by observing, from the strong asymptotics of P, n, that

1
lim —log P, n(2) = g(2), (5.26)

n—oco N

uniformly over compact subsets of C \ B, see [26] (Chapter III) and [25] (Theorem 2.3).

6 The critical case: t ~ t,.

For the critical case, $g is the logarithmic potential for a signed measure and, therefore, R¢ may
not satisfy the inequality R¢ < 0 near B. This does not cause any problem for us, because the
region where the inequality is violated is contained inside the domain of the local parametrix where
we do not require the inequality.

Following Definition 3.7 we define the (lens-opened) region Q2+ by the region enclosed by B and
the steepest descent lines of R¢ from 5. We define A by the same formula as in (3.28) such that it
satisfies the Riemann-Hilbert problem (3.29) except that there is no I' \ B.

Bounded away from b. = a + +/c the jump matrices of A are all uniformly and exponentially
close to the identity jump, save for the jump on B (3.29). We define ® by (5.1) to solve (4.1) as in
the post-critical case.

Local conformal coordinate: We remind the reader that ¢ has been defined in Definition 3.4
as a carefully defined anti-derivative of y(z) (which is defined in (1.17)), and possesses a jump
discontinuity across B. As described in Section 2.3, the two critical points of ¢ (5 and b) approach
b, = a+ +/c as N — oo for the critical case. Below we intend to find a conformal map W which
captures the important local behavior of ¢ in a vicinity of b and 8. This is accomplished by defining
a cubic polynomial

1 1 2
Ps(W) = g(w — W;s)2(W +2W;) = §W(z)f" - WiW(z) + gwg (6.1)
where
31/3 L 1, t<t
= /3 = e 2
Ws := S 7lo()]'/? { o (6.2)

This cubic polynomial satisfies the following:
Ps(Wg) = P5(Wg) = P3(—=Wg) =0 and — 8iPs(—W;g) = [()]mxt (6.3)

Lemma 6.1. For t near t. there exists a fized disk D. centered at b. and the conformal map
W:D, = W(D,) (for each t) that satisfies

o(2), z € D, N Ext(B);

—¢(2), z€D.NInt(B). (6.4)

— 8P (W(2)) = {
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The lemma is stated in Theorem 1 in [11] (with different notation: here we only note that the
right hand side of (6.4) is an analytic function in D, because ¢(z) has a jump discontinuity across
B whereby ¢ = —¢_). We also refer to Section 4.3 in [10] for another presentation.

We define the scaled local coordinate £(z), (g and the scaled time coordinate s by

1/3 1/3 2/3y1,2 ct/ON2/B
£(2) == NV2W(2), (p:=N/""Wp, s:=—-4AN"W;= W(t —t)(1+ Ot —t.)). (6.5)
such that we have
(4 3 8 5 N¢(z), ze€D.nExt(B),
— 2 — — = .
' <3£(Z) +8(e) + 3<5> {—N¢(z), 2 € D, N Int(B). (6.6)

We will consider the vicinity ¢t — ¢, ~ O(N~2/3) such that s remains finite in the limit of large N.
We define b} to be the root of W(z) = 0 and a calculation (using ¢(b) + ¢(8) = 2¢(b%)) shows

b = be + (t —te)/(4be) + O((t — tc)?). (6.7)
Taking the derivative of (6.6) we have &' (2)].—p+ = (—2is) ' N[y(b})]gxt(p), Which gives

. N1/3 (bc)1/301/6
Ve = W =%+ @ (\/t — tc) s Ve = 27 (68)

Later we need that, for z € D, and for a fixed N and s, we have

) = e+ oG-, ©9)

c

See Figure 13 for how the various contours map under the mapping &.

Local RHP: We require that the local parametrix solve the RHP for A (3.29) exactly on D; i.e.
we seek a matrix P(z) such that

o O(2)27573P(2)227 solves the jump conditions of A within the disk D,;
o O(2)27573P(2)227 is bounded in D,;

These conditions are satisfied if P satisfies

0 -1 0 1

— P(z)_ , € B;

PE) = 0] <z>[10] :
1 0

= — (4 3 3 s r 3 1
P(z)+ =P(2) [ te(gE(z) +s€(z)+%C5) 1 ‘| zely (6.10)
P =P ! 0 r_;
()4 =P(2)- o A(Be e +8) 1 [0 FEL
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Figure 13: The contours in the local scaling (-coordinate for ¢ < t. (left) and for ¢ > t. (right)
under the mapping &. The branch cut (thick lines); the level lines of R (%C?’ +sC+ %Cg) from (g
and (g (dotted lines); the steepest ascent/descent lines (thin lines).

The solution is not determined without specifying the boundary condition at z € 9D, and, therefore,
the solution can be written up to an undetermined holomorphic matrix H.(z) by

e 15T H (2)TI(&(2)) '35, 2 € nt(B) N D,
— s s - 6.11
Pe) [ g Hezgcﬁasmz)n(s(z))elsw“ 01], sem)np.

Note that the jump conditions (6.10) for P are satisfied for any holomorphic invertible matriz H.(z),
if the matrix II solves the RHP with the following (in fact, only the first three) conditions.

4 (¢) = _(¢), ¢ eB;
1 0
14 (¢) =1 (¢) [ 2i(3ci+s0) ] ) cely;
L a(see) (6.12)

I (¢) = I(¢) l 0 ) 1 , cely
(¢) =I+0(™), ¢ = 00;

See Figure 13 for the geometry of contours in (-coordinate. The name of the contours in the local
coordinate are given to match the corresponding contours under the mapping &; So ( € B implies
that ¢ € £(B) etc.

Remark. Without the extra term H.(z) in (6.11) (i.e. H.(z) = I), we would have eventually
found that o s
P(z) = e 1555 TI(€(2)) 155578 = [ + O(N~Y/3) | z € OD,. (6.13)
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This eventually determines the error of the strong asymptotics that turns out to be too large to see
the leading effect in Int(53). This is why we introduce H.(z).

The solution to the RHP (6.12) can be found in the literature about ordinary orthogonal polyno-
mials [7] and is related to a particular solution called the Hastings-McLeod solution of the Painlevé
IT equation. Consequently one obtains

_ 1 u(s) q(s) 1 ()2 2 4

() =1+ ﬂ |: —q(s) —u(s) +0 ? ,oou(s) =4q'(s)” —sq(s)” —q(s)”, (6.14)
where ¢(s) is the so called Hastings-McLeod solution of the Painlevé II equation: ¢”(s) = sq(s) +
2q(s). We recall the asymptotic behavior of g(s):

4.3/2 2.3/2

-3 —%s

Mo (e si/4 - 2\/;?31/4 (1 +0 (5_3/2)) ) 87 F00;

(o)

Strong asymptotics and error analysis: We follow the same construction of H, as that of Hy
in the post-critical case. We define

_. 1 u(s)  q(s)
He(2) = 1= 53 { —q(s) —u(s) ]

e ()1 @)

to exactly cancel the pole singularity of the first subleading term in (6.14). This is invertible for D,
small enough. The conjugation by (z/b#)2%% is introduced to later match the growth behavior of
the outer parametric A> at z = oo that we define below. Then we have

q(s) = (6.15)

(6.16)

e 15378 I (2)II(E(2))ei 36378 = 253,650 (1)~ 500 (I +0 (N*2/3>) , z€ D, (6.17)
where we have defined the following shorthand notation for convenience.
216 ~3
o0 e u(s) q(s) () Te T
S =1+ —— . ¢ . 6.18
B =1 onamc — ) l«@aﬁra?ﬁ —u(s) (0:15)

Now we define our strong asymptotics for A(z) by

®(2) S™(z2), z € Int(B) \ D,
oo —Zo3 0 1 T o3 Qoo —Zo3 0 -1 Zos
AP (z) = P(2) 2" 2 1o 22938%(2) 27 2 Lo 227, z € Ext(B) \ D, (6.19)
B(z) 2727 P(2) 227, z € D,
g —uls) g(s)(0p)eE
It 7 (16 -3 D(z2), D,
- < 2N”%z—w>[«@wmwls% u(s) 5 280 (6.0
P(2) 27293P(2) 2293, z € De.
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As in the pre-critical case, we define the error matrix by
E(z) == A>(2) A71(2). (6.21)
Let us evaluate the jump of the error matrix on Int(8) N dD,. Below, + side is to the side of D,.

E(2)4(E(x)-) " = A(2) 1 (4% (2)_)""
— (=) 25 P(2) 257 (5%(2) (=) !

(using (6.10) = | o |+ 5o S e et s= ) | | 7
(using G17)) = [ ¢ s imesines=o a5 (1v 0 (o) )i [ § )
:I+O<N*2/3), for z € Int(B) N ID,. (6.22)

A similar calculation gives the same error bound on Ext(B) N dD.. The jump matrices of £ on
the other contours are exponentially close to the identity for large N and, therefore, £ satisfies a
small-norm RHP and we conclude that

Az) = (1 +O (N*2/3)> A%(2) (6.23)

uniformly in the whole complex plane.

To find the strong asymptotics of the orthogonal polynomial we need to undo the transformations
that lead us from Y'(2) to A(z) and then rewrite it in terms of the approximation A% (z). We skip
the calculations as they are similar to the ones for the pre-critical and the post-critical cases. We
note that the final form of the asymptotics contains b} and v which can subsequently be replaced
by b, and . using the approximations (6.7) and (6.8). This gives Theorem 1.5.

To show the Proposition 1.7 near § we also need to evaluate P, y inside D., that involves the
Painlevé II parametric II. We only need to use that II({) in (6.12) is bounded uniformly over ¢ in
any compact subsets of C.

7 Proof of Theorem 1.8

First we relate the norming constant of P, y with respect to the weight w,, n(z) dz with the norming
constant, h,,, with respect to e "N?() dA(z). Let us define the former by (recall the definition of v;
in (3.14))

- det[vitilo<ii<n
hn Z]{R% Z2)Wp, dz = TN . "
d N (2)wn, N det[viyjlo<ij<n—1 o

Proposition 7.1. We have (note n = Nt +r)

I'(Ne+n+1)  hy

hp = —
n 924 NNct+n+1 Pn+1,N(0)

1 . m(c+t) N((t+c) ln(t+c)7(t+c)) I
=1 — ) ———= _ .
( +O<N)>z(c+ ) SN © Prin(0) (7.3)
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The proof can be found in Appendix E.
The importance of Proposition 7.1 relies in the fact that we can find the asymptotics for h,, in
terms of the RHP already set up. Indeed it follows from eq. (3.16) that

By = —2mi lim 2"+ [Y(2)]12 (7.4)

Z—00

Considering the post-critical case first, using (5.12), we have

B = —2ni lim 2"V (2)], = (1+ O (N7Y)) ! %vlﬁrew, (7.5)
2—$00 2

and using (1.31) we have

Poiin(0)=(1+0 (Nil)) \/%TN’Ylﬂreth(O) =(1+0 (Nfl)) \/ %%WlﬂreNtZ. (7.6)

Note that the leading order behavior of both En and P, 4+1,n come from the subleading order of A
(5.12) which is of order O(N~1/2). This gives h,,/P,+1.n5(0) = —27i and, from Proposition 7.1 we
obtain

= (140 (V7)) 2my [ (e 4 oy 12 (o a—iera), (7.7)

Understanding that p = v/c 4+t and fop = (t+¢) In(t+¢) — (¢ +¢) for the post-critical (and critical)
case, we obtain Theorem 1.8 for the post-critical case.

The calculation for the critical case gives exactly the same result except that the error bound
gets worse to O(N~1/3). The leading terms of both h,, and P, y are written in terms of the
Hasting-McLeod solution of Painlevé II, however, they cancel when one computes h,. Note that
the leading order behavior of both h, and P,41,n come from the subleading order of A> (6.20)
which is of order O(N~'/3). Combined with the behavior of the error matrix in (6.23), one can
obtain the error bound of h,, for the critical case.

Let us evaluate h,, for the pre-critical case. Using A* in (4.25), we obtain

Fon = —2im lim 2"+ [etN%Us (I+0(N"Y1+2))) A%(2) etN(g(z%%)ffs] . (7.8)
= —27i (ap)"\/rp e (1+ 0 (N7Y)). (7.9)

The z-dependence in the error O (N~ /(1 + |z|)) comes because the non-trivial jumps of the error
matrix £ (4.26) are on a bounded set of contours.
Using the identities (that follow from (2.17) and the last equation in (A.2))

pF(0) = |8] = ap+ r/p = (c + )a/p,

pF'(0) = (18] — RB)/(2I8]) = r/(a%p + k) = Lo — (7.10)

a2c+t’
we have
Pot1(0) = (14 O(1/N))/pF'(0)(pF (0))"+1eNts(®)
pr 1 (c+t)Tla"t! Nt9(0) (7.11)

= oM
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Collecting the above results with Proposition 7.1 we obtain the following asymptotic result.

1 . m(c+t) N [(t+c) ln(t+c)7(t+c)] I
h, = {1 — )\ ————= _ 12
n ( +O<N)>z(c+ ) SN P n(0) (7.12)

1 [ 7
= (1 - ) N 241 N (t—tg(0)— (t+c)+(t+c) log(t+c)). 1

We further need the following result that also proves (1.41).

Lemma 7.2. Defining £2p := 2tRg(z) — Q(z) for z € K. Then we have
lop =t(l —Rg(0)) — (c+1t) + (c+ 1) log(c+ ). (7.14)
Exzxplicitly the constant is computed as

2 2

2(c+t)logp —2cloga + (a2 — 1) (a2 — ap) — p—Q fort <t
e e

(c+t)log(c+t) — (c+1t) fort>t.

lop = (7.15)

Proof. We take the limit z — 0 in Lemma 2.12. As z — 0 we have Spack(2) = (c+1t)/2+O(1) — ¢
and Shack(2) 2 = ¢+t 4+ O(2). From Uop(z) = RV (2) — 2tRg(z) + t¢ and using Lemma 2.12 to
rewrite it differently, we have

Wop(z) = —2cloga + 2(c + t) log |z| — 4tRg(0) + 2t + O(z), (7.16)
U(2) + U(Spack(2)) = |Sback(2) — Z|? = —2cloga — 2tRg(0) + 245p (7.17)
—2(c+t)log((c+t)/|z]) +2(c+ t) + O(z), (7.18)

as z — 0. Equating the above two, we obtain (7.14) in the limit z — 0.

We still need to provide the explicit expressions in (7.15). We use the definition of ¢3p =
2tRg(z0) — Q(z0) and zg € OP(K).
Post-critical case ¢ > t.. Choosing zg = v/t + ¢ and plugging straighforwardly into the expression
for g(z) (1.21) and ¢ (1.22) yields the statement after elementary simplifications.
Pre-critical case ¢t < t.. Using the definition of Usp (2.2) and the alternative expression (2.24)
(recall that U coincides with Usp outside of K)

Usp) = Q(2) %/Klog Iz — wldAw) + op = |2 — |20 — 23%/ S(O)de, (7.19)

one obtains that

lop = g/ log |2 — w]dA(w) — 2%/ S(¢)dC — 2¢log sl (7.20)
™ K zZ0

|2 — al

Since this is a constant, we take the limit z — oo and, recalling that the area of K is 7t, we have

lop = Zlglgo {2(t +¢)log |z] — [z0* — 28%/2 S(g‘)dg} . (7.21)
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In order to compute (7.21) we use the uniformizing map f(v) and choose zg = f(1). Recalling that
S(f(v)) = f(1/v) (Lemma 2.5), we must then evaluate

in_ {200+ tox )~ 1f WP -2 [ 1 (1) £wiau]

v—+00

=t {et+atogp— 1 -2 [ (7(1) £ -

V—r+400

(7.22)

o}

In evaluating (7.22), it is necessary to use ¢ +t = p(p + ka~2) (see (A.2)); the integral is straight-
forward and yields a convergent expression (the integrand has behavior O(w=2)) and (7.22) yields

2 212 2 2
2 1- 2(—
2t + ) log p — <p f “) _ 26 (p(1 =) *ra ) loga + 2ELFTPOTH KR 7 o)
l-a « a? (1 —a?) a(la—1)"(a+1)
Using the relations (A.2), elementary manipulations imply the expression (7.15). O

A  Proof of Lemma 2.5

Using the deck transformation (2.11), the injectivity of f on |v| > 1 is equivalent to the condition:
deck(ﬁc) ND° = 0. Since the deck transformation is a Mobius transformation and maps the unit
circle to the circle that passes through deck(+1), the above injectivity is equivalent to the condition:
—1 < deck(£1) < 1, which gives the equation (2.10).

Suppose that f : D° — K¢ is a conformal mapping. (In the last step of the proof, we will check
(2.10) to confirm this.) Since f(v) € 0K when v € 9D it follows that S(z) = S(f(v)) = f(1/v) =
f(v) =Z over z € 0K. So the item i) in Definition 2.1 is satisfied. To satisfiy ii) and iii) we note
that

f(1/v) — oo only when v — 1/ or v — 0. (A1)

It means that the full (multi-valued) analytic continuation of S(z) over the Riemann surface has
two poles at f(1/a) and f(0) = 0. To satisfy ii) in Definition 2.1, since a # 0, we have f(1/a) = a.
Therefore, the conditions ii) and iii) in Definition 2.1 are equivalent to the following three equations
for the the three unknowns p, s, a:

0627 K
f(1/a) = eoieis — o,
res,—q S(2) dz = res,—1/q f(1/v) f'(v)dv = 5 (p + %) =, (A.2)
—res;—oe S(2) dz = —resy—oo f(1/v) f'(v)dv = 25 4 p* = c + ¢
We show that these equations have a unique solution within the proposed parameter space. By
eliminating p and k from equations (A.2) we obtain the equations (1.9), and « must satisfy

2 4 4e+2t 12
O:P(X)::X3—<a+c+ )

2 2

This is a third order equation in X and its discriminant in X is given by t?A/(4a'?) where

A = (a® +4c+ 2t)% — 271%a>. (A.4)
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This is strictly positive for any ¢ > 0 because 9.A = 6(a?+4c+2t)? > 0 and A|.—¢ = (a® —t)*(a®+
8t) > 0. Therefore the equation (1.10) has three real roots among which exactly two are positive,
because the sum of the three roots is positive and the product of the three roots is negative.

For a? <t < t. = a(a + 2y/¢c) we have ¢ > (a? — t)?/(4a?), and

P(0) =1t*/(2a*) > 0; P(1)=-2[c— (a®* —1)*/(4a”)] Ja® < 0. (A.5)

So, there is exactly one real root of the polynomial P(X) in 0 < X < 1 for a® <t < t,.

When t < a?, there may be two roots of P(X) in 0 < X < 1, however there is exactly one root
of P(X)in 0 < X < t/a? <1 because P(t/a?) = —2ct?/a® < 0. We must choose this root to have
k > 0 because, if we choose the other root such that X > t/a? then s becomes non-positive by the
factor (t — a?a?) in the numerator, see (1.9).

In summary, taking the above choice of the root of P(X), a = v/X € (0,1) is the unique solution
that satisfies the system of equations (A.2) as well as the conditions p >0, K >0 and 0 < a < 1.

Lastly, we need to check whether our solution satisfies (2.10). From (1.9) it follows that

t —a’a?
; = (1 — QQ)m <1l-— a2. (A6)

To conclude, the region K defined through the conformal map f has the Schwarz function that
satisfies Definition 2.1.

B Proof of Lemma 2.9

Proof. Using the definition (2.21), S(2) + Spack(z) defines a rational function because it is contin-
uous on B; Crossing B the boundary values satisfy [F(z)]+ = [deck o F(z)]+ by Lemma 2.8, and
therefore [S(2)]+ = [Sback(2)]x. To determine this rational function we only need to identify its
pole singularities.

— S(2) = f(1/F(%)) has a pole at p only if i) F((p) =1/« or ii) F(p) = 0.
— Sback(2) = f(1/deckoF(2)) has a pole at p only if iii) decko F/(p) = 1/« or iv) decko F'(p) = 0.

— i) and iii) are complementary, and p = f(1/«a) for any of them.

ii) and iv) are complementary, p = f(0) = 0 for any of them.
— Since we know that S(z) has a pole at a with residue ¢, i) must hold with p = a.

— ii) is impossible because, F'(0) = |5]/p # 0 by using the fact that 0 is to the right of the
branch cut B.

— So iv) holds, i.e. deck o F/(0) = 0. The residue of the pole of Spack at z = 0 is given by

res Shack(z) dz = 5g%f(1/v) df(v) = — res f/w)df(u) = - xes S(z)dz=t+c (B.1)

— Lastly, Spack(c0) = f(1/deck o F(c0)) = f(1/deck(c0)) = f(1/a) = a.
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The items above uniquely determine

1 c+t
+ .
z—a z

S(2) 4 Sback(z) =a+c¢ (B.2)

The difference satisfies
S(z) — Sback(2) = (F(2) — deck o F'(z)) - (rational map symmetric under F(z) <> deck o F'(2))
=4/(z — B)(z — B) - (rational function). (B.3)

Using the pole structure of S and Spack at a,0, 00, the rational function is determined such that
S(2) — Sback(z) = —y(2) has the pole structure as proposed. O

C Proof of Lemma 2.12 and Lemma 3.3

The proof is based on the anti-holomorphic involution symmetry of v ++ 1/7. Below, we use the
definition Spack(f(v)) = f(1/deck(v)) (2.21), and set v = F(z).

[ vtwraw = [ (S0 - (0 ac
B B

F(1/deck(u)) d f (deck(u / FOL/u) df (w)

vg

(st ) =L a7 0 par

Uficck(v)
- / F(1/u) df (u). (1)

Choosing any point vy € D the last equation can be written by integration by parts:

/; y(w)dw = (/ +/:8Ck(v)> F(1/u) df(u) (C.2)

Vo 1/vo deck(v)
= [T ramar+ [ samarw+ [samso| L ©3)
v 1/deck(v) Vo
Using 1/vg = U and f(1/deck(v)) = Spack(2), we have (defining 2o := f(vo))
QUop( = 23%/ ds = 2R ( ) dZ + ZdeCk( ) +§Sback(z) — 2|Zo|2
Shack (2)
= U(Z) + M(Sback( )) (Z - Sback( ))(Z - Sback(z))- (04)

This proves Lemma 2.12.
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Below, we present the proof of Lemma 3.3. We remark that, if v = F(z) satisfies deck(v) = 1/v
then the left hand side of (C.2) is purely real, which can be confirmed by

deck(v)

/Bz y(w) dw:/vo f(1/u) df(u)+/1/“° F(L/u) df (u) + [f(l/v)f(v)} (C.5)

1/deck(v) o

/ F(1/u) df (u / F(U/u) df (w) + £(D) f(deck(v)) — f(T0)f(o)  (C.6)
- _m/ S(2)dz + |22 — |20 = U(2). (©.7)

Since b satisfies deck(F' (b)) = 1/F(b), we have ¢(b) = U(b). Since a point on the steepest (descent
or ascent) lines from § has purely real ¢ value, b must be on a steepest line from /3.

D Proof of Proposition 3.2

Up to a sign due to a permutation of columns we have

a)NCeN“Zdz} D)

n(n— i—J (Z _
det[viy;]o<ij<n—1 = (—1) (n=1)/2 get [%}Z ! s Ne+1

0<i,j<n—1

All the determinants in this section are for n x n matrices, i.e., 0 < i,j <n—1. Due to Lemma 3.1
the second determinant is given by

o _ Nazd
det [j{ 27 (o) Nc+1 Z] = det ljf (z=a) |z —aNee VA2
T z

Finally, the determinant on the right-hand side is strictly positive because

det [jj 2z — a)j|z - a|2Nce_N‘z‘2dA(z) = det [fj 272 — a|2Nce_N‘Z‘2dA(z)
¢ c

n—1 9; N Net+k+1
H I'(Ne+k+1)
(D.2)

>0 (D.3)

where the equality is due to the fact that the columns of the two matrices are related by a unimodular
triangular matrix, whereas the inequality follows from the positivity of the measure. Finally, since
I'(z) has no zeros (and no poles since Nc¢+ k + 1 > 1), the non-vanishing follows from (D.2).

E Proof of Proposition 7.1

7N|z|2d2

From the determinantal expressions for P, y, defining p;; := [[ 227 |z — a|?*"Ne z, we have

det[pijlo<ij<n

n = . E.1

det[pijlo<i j<n—1 (£
The denominator already appeared in the proof of Proposition 3.2 and is given by
. D(Ne+k+1)

det[psslocij<n—1 = (=1)"" V2 det[viy lo<ijn H oI NNeFRFL (E.2)

k=0
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For the numerator in h,, we have

Nc,—Naz
; i zZ—a e
det[Viyjlo<ij<n = det [ﬁ PR n)(zf)VCJrldz}

0<i,j<n

" o NNeti+l o
= n (n+1)/2 H ? det |:/ ZHl(Z — a)k|z _ a|2Nce,N‘Z‘2dA(Z)
HNe+£+1) 0<i,k<n
n Qi NNett+l
= ()" ] movo e dethnl s
(=1) HFN¢+£+) e[#k]s;g
+1)/2 n i NNettrl o .
B " Tverern D o 0) det|p; i,k<n E.3
( ) HFNC—FE—F )( ) +1,N() e[ﬂk]og,kg ( )

Dividing both sides by det[vi+;lo<i,j<n—1 and using eq. (E.2) we prove the first equality in Propo-
sition 7.1. [ | Netni
~ det|[v;4]o<ij<n 2 NHNern
hn = ITSRISR = P 0) h E.4
" det[Vz#j]Ogi,jgnfl F(Nc+n+ 1) n+1,N( ) " ( )

The last equality comes from the Stirling approximation formula

I'(z) = ﬁ et (14+0(z71). (E.5)

We find (recall that n = tN +r)

P(N(c+t)+r+1) 1 1 D(N(c+1))
NN(HO+r+1 1+0 N (c+1) NN(c+t)

_ i r 277(6 + t) N [(t—i—c) ln(t+c)—(t+c)}
_<1+O<N>>(c+t) —N e . (E.6)
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