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of Recent Experimental and
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Rotating turbulence is a fundamental phenomenon appearing in several geophysical and
industrial applications. Its study benefited from major advances in the recent years, but
also raised new questions. We review recent results for rotating turbulence, from several
numerical and experimental researches, and in relation with theory and models, mostly
for homogeneous flows. We observe a convergence in the statistical description of rotat-
ing turbulence from the advent of modern experimental techniques and computational
power that allows to investigate the structure and dynamics of rotating flows at similar
parameters and with similar description levels. The improved picture about the aniso-
tropization mechanisms, however, reveals subtle differences in the flow conditions,
including its generation and boundary conditions, which lead to separate points of view
about the role of linear mechanisms—the Coriolis force and inertial waves—compared
with more complex nonlinear triadic interactions. This is discussed in relation with the
most recent diagnostic of dynamical equations in physical and spectral space.
[DOI: 10.1115/1.4029006]

1 Introduction

Among a wide range of distortions that can affect the properties
of turbulent flows, rotation is widely studied from its presence in
several contexts, from astrophysical and geophysical to industrial
flows. On Earth or on planets with atmospheres as Jupiter, the
scales are such that the flows are essentially turbulent, and the
Coriolis force induced by rotation about the polar axis is responsi-
ble for a complex dynamics without which strong coherent struc-
tures would not exist: instances are cyclones on the Earth or the
great red spot in the Jovian atmosphere. Various rotation rates
may be encountered now that several extrasolar planets have been
found (the variability of rotation rates in their host stars is
reported, e.g., in Ref. [1]), and this justifies parametric investiga-
tions that help to link orbital disturbances to the internal behavior
of planetary flows, partly driven by solid body rotation. In giant
planets such as Jupiter, the atmospheric circulation is strongly
affected by rotation, in addition to density effects, with variable
intensities found in extrasolar planets [2]. Back on Earth, the
atmosphere has a dynamics strongly related to the diurnal cycle,
which is also the case of flows in the ocean, although the scales
involved in atmospheric flow dynamics may be different from the
oceanic ones.

At human level, rotation also modifies the flow dynamics
through the Coriolis force. This is encountered in turbomachinery,
especially in large-scale energy producing water or wind turbines
[3], and in compressors or turbines of turbofan reactors where
very large rotation rates are present, up to 105 rpm. In these inter-
blade flows, however, pressure and compressibility effects may be
dominant over rotation ones. In industrial flows, rotation is there-
fore also in competition with finite-size effects and the presence
of other distortions which may be of large amplitude; for instance,
walls or solid bodies introduce velocity gradients that often
redistribute energy more efficiently, or faster, than Coriolis force

does. Density variations can also often be strong, and introduce
buoyancy forces that interact with the Coriolis force [4]. There
lies an important specificity of rotating flows, in that the Coriolis
force does no work, unlike other kinds of body forces, Lorentz,
buoyancy, etc., and is not a production term in the same sense as
velocity-gradient-related production in the energy balance equa-
tion [5]. Rotation, however, does redistribute energy in its own
specific way, which is not the object of a wide consensus, con-
cerning its modeling. This focus particularly questions the linear
or nonlinear nature of the effect of rotation on turbulent flows, and
a univocal answer is not yet available, since an accurate analysis
of the different timescales and topological effects involved in the
dynamics is required, all effects that may drive rotating flows to
different regimes. Among the parameters to account for this
complexity, the flow regime is utterly important, characterized by
the Rossby number Ro¼U/(2X‘) and the Reynolds number
Re¼U‘/� – U is a velocity scale associated with an integral
length scale of turbulence ‘. One may also list other effects, such
as confinement, slight asymmetries or perturbations—e.g., biases
induced by periodic boundary conditions in simulations— and the
initial conditions.

In the presence of solid walls, rotation can become a production
term, and different kinds of boundary layers appear depending on
the orientation of the wall: Ekman layers develop along horizontal
boundaries when the orientation of rotation is vertical—which we
are going to assume from now on, with z the vertical direction—
whereas Stewartson layers develop on vertical boundaries [6,7].
The Ekman number E¼ �/(2XL2)—rotation rate X, container size
L, kinematic viscosity �—is used to characterize the thickness of
these layers, being for instance LE1=2 for the Ekman layers. We
shall focus in this review on the dynamics of rotating turbulence
away from solid boundaries, assuming negligible transport phe-
nomena linked with the presence of remote walls, such as Ekman
pumping. In addition, the homogeneity assumption is valid only if
the integral scale ‘ is significantly smaller than the size of the fluid
domain L.

The dynamics of homogeneous rotating turbulence is therefore
a rather intricate issue, which has been tackled in different ways,
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with models ranging from simple to sophisticated, starting from
linear approximations and extending to full nonlinear modeling of
third-order velocity statistics. The famed Taylor–Proudman theo-
rem applies to rapidly rotating flows [6,8,9]: whenever forcing
imposes an external timescale, the neglect of velocity derivatives
along the rotation axis is permitted. Fluid columns are therefore
set in motion like solid bodies, and the flow may be considered to
be two-dimensional, although the vertical velocity component not
necessarily vanishes, and can behave as a convected scalar. The
degree to which homogeneous rotating turbulence becomes natu-
rally two-dimensional is debated and, as mentioned, depends on
several factors. Considering freely decaying turbulence initiated
with given conditions, the Taylor–Proudman theorem does not
apply to explain the two-dimensionalization of the flow, which
also strongly depends on the value of the Rossby number Ro.
When Ro� 1, the turbulent flow evolves much faster than the
timescale over which rotation can be felt, and is thus unperturbed
by rotation. In statistically steady rotating turbulence, a low-
enough Rossby number is required for rotation to affect signifi-
cantly the flow dynamics. In freely decaying turbulence, or in
spatially evolving turbulent flows—e.g., in wind tunnel experi-
ments, or the spatial diffusion of a turbulent patch—the Rossby
number is required to decrease to values below unity for rotation
to effectively modify the flow dynamics. At low values, Ro< 0.1
or below, the rotation timescale 1/X is small enough for the Corio-
lis force to have time to change a turbulent structure which
evolves over a timescale ‘/U, and it progressively affects smaller
scales when the Rossby number decreases. Thus, considering
very large Reynolds number Re, or infinite, the asymptotic limit
Ro ! 0 is an interesting one, considered mathematically in
Ref. [10]. For more realistic values, at finite Reynolds number, the
Coriolis force affects differently large and small scales. The com-
parison of the Coriolis timescale to that of turbulent structures of
a given size led Zeman [11] to introduce the scale lX at which the
inertial and eddy turnover times are equal. The Zeman scale may
therefore be considered as a demarcation value above which large
scales are affected by rotation while the small scales below lX
may recover isotropic turbulence properties.

Different regimes are illustrated as a function of Rossby and
Reynolds number in the schematic of Fig. 1. Inertial waves are
observed in the linear, low Reynolds number regime, whereas
weak interactions are expected to occur in the wave turbulence
regime encountered asymptotically at vanishing Rossby number
for high Reynolds number flows. Quasi-two-dimensional turbu-
lence can be observed for sufficiently energetic flows at Ro< 1.

Not only does rotation act differentially on the various scales of
turbulence, but the Coriolis force modifies the turbulent dynamics
and therefore the turbulent structures in a different way along the
rotation axis or in perpendicular planes. The above-mentioned
trend toward two-dimensionality is a manifestation of the aniso-
tropic pressure effect which couples horizontal and vertical veloc-
ity components. As a result, thanks to the presence of the Coriolis
force which bends fluid particles’ trajectories, inertial wave
propagation is permitted, with a dispersion relation for the time
frequency r ¼ 2X cos h, where h is the angle between the

wavevector and the normal to the rotation axis [12]. Inertial waves
are plane waves that follow the linearized momentum equations
set in a rotating frame. Therefore, rotating turbulence may be
modeled as a superposition of inertial waves propagating from
perturbations that act as sources within the flow, and thus be ame-
nable to wave-turbulence theory, or, in a more intensely driven re-
gime, as strongly nonlinear interactions between motions which
are constrained by rotation. In the latter case, inertial waves may
not be observed over long propagation ranges, but models based
on their nonlinear interactions still appear to be relevant.

Recent significant advances have been made to further under-
stand and model the dynamics and structuration of rotating turbu-
lence; for instance, devoted high resolution direct numerical
simulations and state-of-the-art experiments have permitted to
describe the precise anisotropic energy contents of rotating turbu-
lence both in spectral and physical statistical formalisms [13,14].
However, the exhaustive modeling of rotating turbulence at all
possible regimes is far from being reached, and further efforts are
required.

Our review concerns recent advances about rotating turbulence,
and complements presentations found in recent textbooks [5,15].
After discussing the properties of inertial waves and of the
dynamical equations, we shall inspect in the following the above-
mentioned concepts developed in several approaches of rotating
turbulence, focusing on geometries in which wall effects are
expected to be small, in experiments (Sec. 3), or in numerical sim-
ulations with periodic boundary conditions (Sec. 4). We will then
mention how the anisotropic description of rotating turbulence is
approached in various statistical characterizations, and how the
dynamics of rotating turbulence is still a complex debated subject.

2 Inertial Waves and Wave Turbulence in
Rotating Flows

Rotating turbulence may be described as an interaction of iner-
tial waves, so it should be possible in principle to understand the
main features of rotating turbulence (anisotropy growth, structure
formation, etc.) from the interplay of turbulence and inertial
waves. Inertial waves are anisotropic, dispersive waves that prop-
agate because of the restoring nature of the Coriolis force. We first
briefly describe here their main properties, and we refer the reader
to classical textbooks for more details [6,16].

The Navier–Stokes equations for a fluid placed in a reference
frame rotating at a rate X are written as

@

@t
� �r2

� �

uðx; tÞ þ
rp

q
þ 2Xnþ xð Þ � u ¼ 0 (1)

where x ¼ r� u is the relative vorticity (in the rotating frame),
p the total pressure modified by the centrifugal force, q the mass
density, and � the kinematic viscosity. The axis of rotation is
borne by the unit vector n. Inertial waves are plane-wave solutions
of the form eiðk�x�rtÞ of the inviscid linearized Navier–Stokes

Fig. 1 Schematic of the different regimes of rotating turbulence in the Rossby–Reynolds
parametric plane
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Eq. (1). The frequency r of a Fourier mode k is given by the
dispersion relation

r ¼ 2X
n � k

jkj
¼ 2X

kk

k
¼ 2X cos h

where vertical—along the axis of rotation—and horizontal wave-
numbers are denoted kk¼ kz and k? ¼ ðk2x þ k2yÞ

1=2
, respectively,

and h is the angle between the wavevector and the vertical axis.
This anisotropic dispersion relation shows that a given frequency
r is not associated to a wavelength, but only to a direction of
propagation. The frequency is maximal for wavevectors along the
axis of rotation, and zero when kk¼ 0. This is a first indication
that vertically invariant fluid structures, composed of modes of
purely horizontal wave vectors k (the so-called two-dimensional
manifold), are stationary in the time scale of the waves: this is
the essence of the Taylor–Proudman theorem [8,9]. The group
velocity is

cg ¼ rkr ¼ 2X
k� ðn� kÞ

jkj

which turns out to be normal to the phase velocity c ¼ rk=jkj2.
Accordingly, a localized disturbance of frequency r radiates
energy along all directions allowed by cg, which form a conical
wavepacket making angle h with the horizontal, whereas the iso-
phase surface of the wave travels across the wavepacket (the size
of which is set by the disturbance size, if viscous thickening is
neglected), i.e., along the wavevector. These features are nicely
visualized in the early experiments of G€ortler [17] (Fig. 2), in
which the oblique rays mark the intersection of the conical iso-
phase surface with the vertical plane (see Ref. [18] for similar vis-
ualizations from an oscillating linear source). In confined
domains, the waves reflect on the solid boundaries and may pro-
duce inertial modes or form attractors [19] depending on the ori-
entation of the boundaries.

If inertial waves are of vanishing amplitude, i.e., if their Rossby
number Ro¼ u/(2X‘) is small (where ‘’ k�1), they propagate
without interaction. But waves of finite amplitude (i.e., finite Ro)
can interact nonlinearly by exchanging energy with one another.

In the low Rossby number limit Ro � 1, resonant triadic interac-
tions occur between three inertial waves if

k1 þ k2 þ k3 ¼ 0 and rðk1Þ6rðk2Þ6rðk3Þ ¼ 0 (2)

(see, e.g., Ref. [6]). If we consider now a large ensemble of ran-
dom inertial waves, it is possible to derive under the assumption
of stationarity (constant energy flux supplied by an energy injec-
tion at some prescribed scales) solutions in terms of energy spec-
tra: this is the regime of wave turbulence, explored in several
contexts in physics [20]. For the particular case of isotropic waves
(e.g., surface waves), Kolmogorov–Zakharov spectra of the form
k�a may be derived, but these do not account for the anisotropic
nature of inertial waves.

When the Rossby number is not vanishingly small, near-
resonant interactions, satisfying a less stringent resonance
condition rðk1Þ6rðk2Þ6rðk3Þ ¼ OðRoÞ, must also be consid-
ered. Resonant and near-resonant interactions are therefore
assumed to play a dominant role in the dynamics of rotating turbu-
lent flows at small but finite Rossby number [21,22]. In direct
numerical simulations, the cartesian grid used in Fourier spectral
algorithms is not adapted to the accurate representation of the
spectral subspace described by Eq. (2), whose topology is com-
plex. The passage from the continuous description to discrete
modes is addressed by Bourouiba [23], who finds that discreteness
effects are significant in direct numerical simulations at the
currently available resolutions only for Ro< 10�3. When consid-
ering near resonant interactions, numerical simulations are also
possible, and permit to evaluate explicitly the energy transfers
within three-dimensional wave interactions, and with the two-
dimensional manifold, which corresponds to nonpropagating hori-
zontal modes of zero frequency. This last kind of interaction
between wave turbulence and two-dimensional turbulence is an
important research topic (see, e.g., Refs. [24–26]).

3 Experimental Realizations of Rotating Turbulence

We review here some of the main experimental realizations of
rotating turbulence, with various experimental setups, and the
related data obtained with different experimental techniques.

Fig. 2 Propagation of inertial waves (a) viewed in the experiment by G€ortler [17]. (Repro-
duced with permission from Greenspan [6]. Copyright 1968 by Cambridge University.) (b)
Schematic indicating the conical-shaped isophase surfaces emanating from a point source,
along which velocity propagates at the group velocity cg.
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3.1 Experimental Setups. Several experimental efforts have
been devoted to producing flows with rotation, with various prac-
tical solutions. We describe here some of them, with emphasis on
the recent ones performed on rotating platforms. We restrict our
list to experiments satisfying, or at least approaching, the condi-
tions of homogeneity. They are summarized in Table 1, with typi-
cal ranges of Reynolds and Rossby numbers.

Rotating turbulence experiments can be classified in two cate-
gories, decaying and forced:

(1) Decaying rotating turbulence. In all experimental realiza-
tions of decaying rotating turbulence, turbulence is gener-
ated by a grid, which ensures a reasonable degree of
homogeneity of the initial conditions. Two types of config-
urations have been explored: in wind-tunnel with axial
mean flow [27,28], and in a closed tank mounted on a rotat-
ing platform in which a grid is translated in the fluid ini-
tially at rest. Strictly speaking, the first configuration
belongs to the forced turbulence category; but sufficiently
far downstream the grid, and away from the lateral bounda-
ries, the mean flow is uniform, which conveniently allows
one to interpret the spatial decay in the laboratory frame
as a temporal decay in the frame moving with the mean
velocity. Figure 3(a) shows the wind-tunnel setup used by
Jacquin et al. [28], in which rotation is produced by a rotat-
ing honeycomb mounted upstream of a grid. The first
attempt to use a translated grid on a rotating platform was
achieved by Ibbetson and Tritton [29], using air as working
fluid. Since Dalziel [30] (see Fig. 3(b)), all experiments are
now based on water-filled tanks mounted on rotating
platforms [31–33,40], mainly because of measurement con-
straints (discussed below). Note the decaying but inhomo-
geneous configuration proposed by Davidson et al. [34],
based on a single grid stroke in a small region of the fluid,
in which the diffusion of an initially localized turbulent
cloud is modified by the rotation.

(2) Forced rotating turbulence. Contrarily to decaying turbu-
lence, which may be approximately homogeneous, forced
turbulence is unavoidably inhomogeneous because of the
spatial transport of energy from regions where energy is
supplied. The turbulent Reynolds and Rossby numbers are
now constant in time, but spatially decaying. An interesting
subcase is the “diffusive” turbulence configuration, in
which the energy-input device produces essentially no
mean flow. This can be achieved by means of oscillating
grids, first explored in the classical experiments of Hopfin-
ger et al. [35] (see Fig. 3(c)) and Dickinson and Long [36]
(see Refs. [41] and [42] for more recent realizations, using
fractal grids). Other forcings have been used with similar
results, like arrays of tubes acting as sinks and sources

[43–45] and electromagnetic forcing (see Fig. 3(d))
[37,46,47]. In these latter experiments, an array of magnets
is placed below a container filled with a NaCl solution,
with two elongated electrodes positioned near the bottom at
opposite sidewalls, inducing vertical vortices of alternate
sign. In all cases, the forcing device is homogeneous in a
plane normal to the rotation axis, so turbulence can be con-
sidered as approximately homogeneous in horizontal
planes, while decaying along the rotation axis. Recently, a
new forcing has been proposed in Ref. [48], which consists
of a set of vertical flaps arranged in a circle, continuously
injecting turbulent jets toward the center. In this configura-
tion, turbulence is approximately homogeneous along the
vertical and statistically axisymmetric. Forced rotating tur-
bulence can also be produced in a corotating von Karman
experiments, in which two rotors placed in a cylinder pro-
pel the fluid in the same direction [49]. Turbulence lies
within a large-scale coherent vortex which can be locally
assimilated to a global applied rotation, although the flow is
far from being homogeneous.

A common difficulty in rotating turbulence experiments is to
reach simultaneously large Reynolds numbers Re ¼ u0‘=� and
moderate to small Rossby numbers Ro ¼ u0=2X‘, where u0 is the
characteristic turbulent velocity (measured in the rotating frame)
and ‘ a suitably defined integral scale. The turbulent velocity u0

must therefore satisfy the double constraint

�

‘
� u0 < 2X‘

which requires 2X‘2/�¼Re/Ro� 1. The combination Re/Ro,
which can be expressed as E�1(‘/L)2, where E¼ �/(2XL2) is the
usual Ekman number based on the characteristic size L of the
experiment, is therefore constrained by the size and rotation rate
of the experimental facility. In decaying grid turbulence experi-
ments, Re and Ro are decreasing functions of time, but their ratio
is fixed by the initial value Reg/Rog based on the grid size and
velocity.

For most rotating platforms, mechanical constraints usually
limit the maximum rotation rate such that the characteristic linear
velocity, XL, is of the order of 1m�s�1. Considering water as the
working fluid, taking L ’ 1m and ‘/L ’ 0.1 (a minimum require-
ment to ensure homogeneity), experiments in a rotating platform
are typically such that Re/Ro ’ 104. Choosing Ro¼ 0.1 for
instance (the typical value below which rotation effects are signif-
icant) yields a maximum Reynolds number of Re ’ 103, showing
that turbulence remains unavoidably moderate in this kind of
experiment. Increasing Re/Ro beyond 104, while keeping the
homogeneity requirement ‘/L � 1, is in practice extremely

Table 1 Recap of several rotating turbulence experiments (partially based on van Bokhoven et al. [37]). The Reynolds and Rossby
numbers are based on grid parameters (Reg, Rog) when relevant. Otherwise, Rek 5u0k=m is the Taylor-scale-based Reynolds num-
ber, Rer uses rods’ thickness instead of grid mesh size, Rox 5x0=ð2XÞ is the micro-Rossby number based on rms vorticity,
Rok 5u0=ð2XkÞ is the Rossby number based on the Taylor scale, very similar to Rox.

Authors Flow regime Type of forcing Rog Reg

Ibbetson and Tritton [29] Decay Single grid stroke 0.3–1.9 360
Wigeland & Nagib [27] Spatial decay Grid in wind tunnel 6–500 900–5500
Hopfinger et al. [35] Diffusive Oscillating grid 3–33 1000
Dickinson and Long [36] Diffusive Oscillating grid 1.4–12 3800–5900
Jacquin et al. [28] Spatial decay Grid in wind tunnel 4–95 Rek¼ 10–500
Dalziel [30] Decay Single grid stroke 0.6 7500
Baroud et al. [38] Forced Jets and sinks Rox¼ 0.06–1.1 Rek¼ 360
Morize et al. [31] Decay Single grid stroke 2.4–120 31000–62000
Davidson et al. [34] Diffusive Single oscillation Rox¼ 1.5–3.5 Rer¼ 600
Staplehurst et al. [32] Decay Single grid stroke Rox¼ 1–2.7 Rer¼ 83–130
Van Bokhoven et al. [37] Forced Electromagnetic Rok¼ 0.01–0.15 Rek¼ 90–240
Moisy et al. [33] Decay Single grid stroke Rog¼ 5–20 Reg¼ 42000
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demanding. In terms of Taylor microscale Reynolds number, this
corresponds to Rek ’ 100, which is often considered as a lower
limit to observe inertial range scalings.

The largest rotating platform in the world is the Coriolis plat-
form in Grenoble (France), with a diameter of 13m and a maxi-
mum rotation rate of 0.05Hz. The maximum linear velocity is
indeed of order of 1m�s�1, so in spite of its considerable size the
constraints on Re and Ro discussed above remain relevant even
for this facility. Its size has nonetheless proved to be very useful
for flow configurations where large aspect ratios and/or stratifica-
tion are needed (e.g., Refs. [4] and [33]). In recent years, a series
of rotating platforms of smaller diameters have been set up in dif-
ferent laboratories, with comparable values of Re/Ro, in Austin
(Texas) [38], Orsay (France) [31,50], Cambridge (United
Kingdom) [34], Turin (Italy) [51], Eindhoven (Netherlands) [37],
Zurich (Switzerland) [41], Tel Aviv (Israel) [44], etc. (see
Table 1).

An important concern for turbulence generated in closed rotat-
ing containers, even for experiments performed with a towed grid,
is that inhomogeneities are unavoidably present. These inhomoge-
neities can be in the form of inertial modes produced by the inter-
action of inertial waves with the boundaries, or from large-scale
motion produced by the stirring device, so that the resulting inho-
mogeneity is argued to be an inherent feature of any real system
[30,52]. From a Reynolds decomposition performed over a large
set of decay realizations, Lamriben et al. [50] showed that the
spatial structure of the (time-dependent) ensemble-averaged flow
was indeed given by the resonant eigenmodes of the container. It
is possible, however, with some additional experimental precau-
tion, to reduce those undesirable modes to improve the flow
homogeneity.

3.2 Image-Based Velocimetry. The wealth of recent avail-
able facilities with rotating platforms also reflects the develop-
ment of recent measurement techniques that permit a fine
characterization of rotating turbulence. In order to characterize
the anisotropic structure of the flow, measurements of two-point
correlations or integral scales are necessary along the rotation axis
and in the orthogonal direction. Correlations along the rotation
axis have been obtained from one-point measurements (hot-wire
anemometry) in the early wind-tunnel experiments [27,28], by
making use of the Taylor hypothesis. But this approach was
clearly limited, and did not allow to investigate the geometrical
features of rotating turbulence.

The development in the last two decades of quantitative image-
based diagnostics, namely, particle image velocimetry (PIV) and
particle tracking velocimetry (PTV), has had considerable impact
on experimental fluid mechanics in general, and paved the way
for a better multiscale evaluation of the structure and dynamics of
rotating turbulence. Both techniques are based on images of small
neutrally buoyant tracer particles seeding the fluid. In PIV, the
particles are illuminated by a thin laser sheet, and the Eulerian
velocity fields are computed from correlations of two images sep-
arated by a small time interval. It allows for the measurement of
two components (with a single camera) or three components (with
two cameras in stereoscopic configuration) in the plane of the
laser sheet, referred to as 2C2D and 3C2D measurements, respec-
tively. PTV, on the other hand, allows for three-dimensional
reconstruction of particle trajectories, and requires at least 2 cam-
eras and a powerful light source—laser, light emitting diode
(LED), Xenon discharge tube [53]—illuminating a volume of
fluid (see Fig. 3(d)). This method provides 3C3D Lagrangian
measurements, which could be remapped onto 3C3D Eulerian

Fig. 3 Experimental configurations used for rotating turbulence: (a) rotating wind tunnel
experiment developed at ONERA by Leuchter et al. (Reproduced with permission from Jac-
quin et al. [28]. Copyright 1990 by Cambridge University); (b) towed grid in a tank placed on a
rotating platform. (Reproduced with permission from Dalziel [30]. Copyright 1992 by Springer).
(c) Diffusive turbulence forced in a tank by an oscillating grid. (Reproduced with permission
from Hopfinger et al. [35]. Copyright 1982 by Cambridge University). (d) Electromagnetic forc-
ing of turbulence. Reproduced with permission from Del Castello, and Clercx [39]. Copyright
2011 by American Physical Society).
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grids, although with a much lower spatial resolution than that
obtained with PIV.

The first attempt to perform PIV measurements for experiments
set up on a rotating platform is due to Dalziel [30], a configuration
which has since received considerable interest. Ten years later,
the second attempt was carried out by Baroud et al. [38] in a
forced rotating turbulence experiment. Since then, 2C2D-PIV,
3C2D-PIV and 3C3D-PTV are common tools used in all the
above-mentioned rotating platform experiments. Note that multi-
plane scanning of 2C2D PIV has been performed by Praud et al.
[4], yielding 2C3D measurements, in rotating stratified
experiments.

The temporal resolution of PIV and PTV is usually not an issue
for experiments in rotating platforms, for which the time scale is
constrained by the rotation rate of the platform. On the other
hand, the modest spatial resolution of these methods, which is
constrained by the particle density and the number of pixels of the
cameras, is a strong limitation. In most experiments, the Kolmo-
gorov scale, which is typically of the order of 0.1mm in water
experiments, is hardly resolved. The resulting limited spatial sam-
pling leads to Eulerian velocity fields defined on grids of order
of 1002 vectors only, which is usually sufficient to compute veloc-
ity correlations or structure functions, but which is clearly limiting
for small-scale quantities such as vorticity and dissipation. Com-
putation of spectral quantities from PIV is also delicate because of
strong finite size effects.

4 Numerical Simulations of Rotating Turbulence

Introducing the Coriolis force in numerical simulations can be
much easier than in experiments. For instance, from an existing
code that can treat periodic turbulent flows with a semiconserva-
tive scheme for nonlinear terms as in Eq. (1), one only needs to
add the background rotation 2X to the flow vorticity, although nu-
merical schemes can be adapted to the rotating case with respect
to the isotropic one [54]. Care must, however, be taken when con-
sidering spectral computations in periodic domains, since in that
case the rotation axis is required to be along one periodic direc-
tion, in order for the periodicity condition to be consistently
treated. Thus, to our knowledge, very few simulations have been
performed with an inclined axis, a situation which could be of in-
terest when an additional coupling is considered, for instance with
gravity in density-variable flows, or in conducting fluids with an
externally applied magnetic field. This can be the case in astro-
physical situations [55]. Another issue with spectral simulations
and periodic domains is the propagation of inertial waves, since
they propagate away from the initial source with a velocity
cg ¼ jcgj which is of the order X‘ for an eddy of size ‘. Therefore,
most simulations with periodic boundary conditions may be
biased by a limited extent of the spatial domain, for times larger
than the eddy turnover time. In experiments, a similar issue is
present, which manifests by multiple reflexions of inertial waves

at the boundaries. However, while, in experiments, the axial
growth of turbulent structures is quenched by the presence of top
and bottom lids, in pseudospectral simulations the periodicity of
the domain enhances this growth. This is due to the fact that the
velocity field is described using periodic functions, and, at large
scale, numerical truncation can artificially impose unphysical
vertical periodicity.

Table 2 gathers parameters of a few simulations over the last 15
years, showing the chronological evolution of the parameters;
there are of course many other teams doing simulations of rotating
flows. Currently, the largest available simulations are run by the
group of Mininni and Pouquet with about thirty billion points at a
very large Reynolds number Re ’ 27,000 [56]. Forcing is often
used since much larger Reynolds numbers are reached in forced
turbulence compared with decaying turbulence. In the work by
Mininni et al. [13], for instance, the forcing is done at large scales
by imposing a Beltrami ABC flow (a kind of three-dimensional
Taylor–Green base flow), while other authors prefer to use sto-
chastic forcing, either at large scales or at an intermediate one. It
is also worth noting that most simulations are run in a cubic
domain, although it is interesting to investigate different aspect
ratio boxes, preferentially extended in the axial direction, to
accommodate the axial growth of the structures, or flattened
boxes, as in the work by Smith and Waleffe [24,63].

5 Columnar Structures and
Quasi-Two-Dimensionalization in Rotating Turbulence

As mentioned in the Introduction, anisotropy in rotating homo-
geneous turbulence manifests itself in the form of elongated struc-
tures along the axis of rotation, of a modified energy cascade, and
of spectral scalings modified with respect to isotropic turbulence.

Initially isotropic turbulence submitted to rotation is observed
to organize in columnar structures, that is, structures elongated
along the axis of rotation, as shown in Fig. 4 for freely decaying
turbulence in experiments [32,33,64] and direct numerical simula-
tions [61,65], but also in forced rotating turbulence at various res-
olutions [57,59]. The quantitative statistical characterization of
the elongation of structures can be done using the length scales
associated with directional two-point velocity correlations

L
j
ii ¼

1

hu2i i

ð

huiðxÞuiðxþ rejÞidr

where ej is the unit vector along the jth direction. In this way, for
decaying turbulence from an initially isotropic state, the vertical
scale L311 increases much faster than the horizontal one L111, and
their separation occurs for Ro�O(1) [66].

All results in the above-mentioned references show that the
Rossby number Ro needs to be smaller than unity for elongated
structures to begin appearing. This anisotropy growth corresponds
to a progressive decrease of variations @/@z along the axis of

Table 2 Excerpts of a few direct numerical simulations showing the evolution of the parameters. The forcing Rossby number is
Rof 5 ðefk

2
f Þ

1=3Þ, based on dissipation and peak forcing wavenumber; when hyperviscosity is used, no Reynolds number is
computed [24]. ABC forcing is the Beltrami large scale helical forcing [56]. In decaying cases, the range of initial Rossby number
is shown, since it decreases in time. The simulations by Yeung and Zhou are purposely studied in a transient unsteady stage to
compare the effect of rotation to that of the forcing.

Authors Flow regime Type of forcing Max. resolution Ro Re

Yeung and Zhou [57] Unsteady Stochastic at large scales 2563 0.004–0.06 Rek ’ 140
Smith and Waleffe [24] Forced Gaussian about peak kf 2003, 2562� 40 Rof¼ 0.12, 0.3 Hyperviscosity
Morinishi et al. [58] Decay n/a 1283 200 53
Thiele and M€uller [59] Steady Frozen large scales 5123 0.013,0.0053 2300, 4000

Decay n/a 2563 0.02,1 300–1100
Teitelbaum and Mininni [60] Decay n/a 5123 0.07, 0.1 450, 530
Yoshimatsu et al. [61] Decay n/a 2563 0.119–0.596 56.6–93.2
Mininni et al. [56] Steady ABC 30723 0.07 27000
Delache et al. [62] Decay n/a 10243 0.02–0.51 1590–4777
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rotation [33]. The transition appearing at Ro�O(1) corresponds
to a progressive extension of the range of scales at which the lin-
ear effect of rotation dominates over nonlinear diffusion. This
begins in the large scales and extends progressively to smaller
scales, in the case of decaying turbulence. When all scales begin
to be affected by rotation, that is when the microscale Rossby
number Rox ¼ x0=ð2XÞ � Oð1Þ, where x0 is the rms vorticity,
the complete transition of the turbulent field to a quasi-two-
dimensional state begins [66,67]. However, when considering the
limit Re ! 1 and Ro ! 0, the exactly two-dimensional state is
not achieved at finite times in infinite or periodic domains, since
the energy keeps accumulating in a neighborhood kk ’ 0, but with
a zero transfer rate at kk¼ 0. [10].

The two-dimensional manifold kk¼ 0 is, therefore, assumed to
play a particular role in the dynamics of rotating turbulence.
Exactly two-dimensional flows are flows in which energy is only
contained in the manifold characterized by a Dirac function d(kk)
in wavenumber space, thus behaving with a two-dimensional
dynamics [68]. In rotating turbulence, the two-dimensional mani-
fold is included in three-dimensional space, so that both two-
dimensional and three-dimensional modes are coupled, although
the precise nature of this coupling is still investigated at the level
of inertial wave–vortex interactions. The corresponding energy
transfers were investigated by forced numerical simulations by
Smith and Waleffe [24] and in decaying turbulence simulations
by Bourouiba and Bartello [25]. In the former simulations, energy
is transferred to the large scales from the smaller forced ones, thus
feeding the two-dimensional dynamics. In the decaying simula-
tions, a maximum of energy transfer is observed, when varying
the Rossby number, in the intermediate Ro regime for Ro ’ 0.2,
and is the result of interactions between inertial waves and vorti-
cal structures. In statistical models of inertial wave-turbulence, as
a limit of rotating turbulence when Ro ! 0, an explicit coupling
with two-dimensional modes would have to be explicitly intro-
duced to reproduce the transfer of energy toward the slow-
manifold, and thus reproduce the wave–vortex interactions [69].

Although the anisotropization of rotating turbulence appears
rather clearly from the observation of structures elongated along
the rotation axis, its detailed statistical characterization requires to

consider the dimensionality and the componentality of the flow,
quantified by dedicated statistics. In short, in the case of rotating
flows, dimensionality reflects the accumulation of energy into
quasi-two-dimensional motion, and componentality is needed to
sort the kind of structures that receive this energy: jetlike or vor-
texlike. Similar refined statistics were introduced for flows with
general distortions other than rotation [70]. Componentality
appears upon computing the Reynolds stress tensor anisotropy

bij ¼
dij

3
�

huiuji

hukuki
(3)

which is important for assessing the preferential directions in
which the energy of the flow accumulates. This quantity is easily
accessible in experiments. bii¼ 0 in incompressible flows, and,
for isotropic turbulence, bij¼ 0. For axisymmetric turbulence,
b11¼ b22, so that b33¼�2b11. b33 is also a relevant anisotropy
component, since it not only reflects the axial fluid motion but
also contains an important information related to the way energy
accumulates in the neighborhood of the two-dimensional
manifold.

The important difference between dimensionality and compo-
nentality may be understood from the helical wave decomposition
of the velocity field. Helical modes are the two eigenmodes N(k)
of the curl operator, given a wavevector k, and were introduced
first in the context of isotropic turbulence by Craya [71], then in
axisymmetric and stratified flows by Herring [72], and later used
in order to analyze the effect of the Coriolis term on turbulence
[66,73]. For the sake of brevity, we shall refer to, e.g., Sagaut and
Cambon [5] for details, but in short, based on the helical mode
decomposition, one is able to define three contributions to the
two-point velocity correlation spectrum: (1) a part that contains
the energetic dependence on the wavevector orientation, e(k); (2)
a polarization spectrum Z(k) that permits to assess the preemi-
nence of one helical mode component of velocity over the other,
so that when kk¼ 0, one is able to differentiate the axial contribu-
tion—vertical energy—from the horizontal contribution to hori-
zontal kinetic energy spectrum; (3) the helicity spectrum h(k).

Fig. 4 Organization of turbulence in columnar structures: (a) visualization by pearlescence
technique in an experiment by Staplehurst (see Table 1), as reported by Dalziel (false colors
are applied to enhance the features of the flow). Turbulence decays behind a stroke of verti-
cally towed grid, from left to right after 0.5, 1, 2, 4 inertial times X/2p after the grid left bottom
of view. (Reproduced with permission from Dalziel [64]. Copyright 2011 by Cambridge Univer-
sity). (b) Isosurface of intense vorticity regions in a subregion of a 2563 Direct Numerical Simu-
lation by Yoshimatsu et al., from left to right at initial time then at Xt55 at which Rox ’ 1, and
at Xt510 and 20. (Reproduced with permission from Yoshimatsu [61]. Copyright 2011 by
Cambridge University).
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The latter is assumed here to be negligible, although this may not
be true in some simulations with specific helical forcing, as the
ABC one [56]. The value of the e, Z decomposition lies in the
associated dynamical equations

ð@t þ 2�k2ÞeðkÞ ¼ TeðkÞ (4)

ð@t þ 2�k2 � i4X cos hÞZðkÞ ¼ TzðkÞ (5)

where i2¼�1, and in which the right-hand-side terms are nonlin-
ear transfer terms. Equation (5) shows that the evolution of Z(k)
for horizontal modes, such that h¼ p/2, is only driven by nonlin-
ear terms, and no direct linear effect of rotation applies. There-
fore, if all the energy of the flow were to be accumulated in the
two-dimensional manifold, rotation would have no effect on its
dynamics. This is consistent with the common knowledge that
two-dimensional flows are not affected by rotation.

Turning back to the anisotropy tensor (3), it is possible to
decompose b33 as be33 þ bZ33, where each contribution originates
from e(k) and Z(k). In this decomposition, the anisotropy compo-
nent b33 contains a part which is only driven by nonlinear dynam-
ics (Eq. (4)) and a part that may still be affected by linear
dynamics (Eq. (5)). The introduction of this decomposition is jus-
tified when one computes the evolution of the two contributions in
direct numerical simulations as shown on Fig. 5.

Figure 5(a) shows that, from initial isotropy with b33¼ 0 at
large Rossby number, when Ro ’ O(1) the flow initially evolves
to a more anisotropic state due to the increase of be33; this is
confirmed by Figure 5(b). Then, the plots show a decrease of ani-
sotropy due to the drop of bz33, which can approximately be related
to the crossing Rox ’ O(1), especially on Fig. 5 (value confirmed
by other statistics in Ref. [66]). Therefore, it seems that the anisot-
ropy of the flow evolves over two timescales, one over which
energy accumulates in an anisotropic way, after which the fine-
grained anisotropic structures of turbulence begin to appear, each
effect loosely associated with linear and nonlinear processes,
respectively, as hinted by Eqs (4) and (5). Unfortunately, it is
impractical up to now to obtain experimental information about
be33 and bz33, since there is no means of obtaining the separate
polarization spectral components in the two-point velocity corre-
lation tensor from experimental data.

6 Cyclone–Anticyclone Asymmetry

During the process of anisotropy growth and columnar structure
formation, the distribution of elongated vortices becomes

asymmetric, such that cyclonic vorticity is favored. Cyclone–
anticyclone asymmetry is a generic feature of rotating flows,
which originates from the modification of stretching and tilting of
the vorticity by the Coriolis force, suggesting a more pronounced
asymmetry at Ro ’ O(1). In homogeneous rotating turbulence the
cyclonic–anticyclonic asymmetry is reflected in the asymmetry of
the pdf (probability density function) of xz, as shown in experi-
mental data on Fig. 6 [31]. The statistical characterization of this
asymmetry may be done through the observation of a nonzero
value of the third-order moment of axial vorticity hx3

z i (or its
skewness Sx ¼ hx3

z i=hx
2
z i

3=2
) [32,74,75].

The asymmetry is expected to strongly depend on the details of
the forcing and boundary conditions. A generic behavior may,
however, be expected in the decaying case, starting from initially
isotropic turbulence (such that Re� 1 and Ro> 1 at initial time).
Experimental measurements [31–33] and numerical simulations
[61,75] indeed show similar behaviors (Fig. 7), with a rather
reproducible growth of the vorticity skewness, close to a power
law growth. However, the nonlinear behavior that follows this ini-
tial stage can vary between the different flow cases, with a satura-
tion or a decrease at large time. This second stage apparently
depends on the way the flow is initially generated, and may be
sensitive to the boundary conditions, Rossby and Reynolds
numbers.

Fig. 5 Evolution of the contributions be
33 and bz

33 to the Reynolds stress anisotropic compo-
nent b33 from (a) freely decaying simulations by Morinishi et al. (Reproduced with permission
from Morinishi et al. [58]. Copyright 2001 by American Physical Society. (b) Simulations and
EDQNM (Eddy Damped Quasi-Normal Markovian) model (dashed lines) presented in Cambon
et al. (Reproduced with permission from Cambon et al. [66]. Copyright 1997 by Cambridge Uni-
versity). Time evolves from right to left as Rossby numbers decrease during the evolution.

Fig. 6 PDF of axial vorticity by Morize et al. (Reproduced with
permission from Morize et al. [31]. Copyright 2005 by American
Physical Society).
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One explanation for the asymmetry growth is provided by the
analytical derivation of Gence and Frick [76], which expresses the
growth of hx3

z i at short time in a suddenly rotated isotropic
turbulence

dhx3
z i

dt
ðt ¼ 0þÞ ¼

4

5
Xhxixjsijiðt ¼ 0Þ

where sij is the rate of strain tensor. This predicts a linear growth
of hx3

z i at short time, in qualitative agreement with the observa-
tions, but the long-time behavior cannot be inferred from this
equation when sij becomes in turn modified by rotation. It is
important to note that this process of emergence of dominant
cyclonic motion from an initially isotropic state is different from
the selection of cyclonic structures among pre-existing cyclonic
and anti–cyclonic vortices [77]. The latter mechanism involves
the stability of coherent structures, from various possible mecha-
nisms, such centrifugal or elliptical instability.

An important open question is the scale dependence of the
asymmetry: at what scales are the vortical structures that contrib-
ute to the asymmetry? Does the asymmetry first appear at small
scales, or is it dominated by a few large-scale cyclones? This
could be probed from filtered vorticity field [33] or two-point
third-order velocity correlation [48,63]. The answer probably
depends on whether the scales are larger or smaller than the
Zeman scale (the scale at which the turbulent time is of order of
the global rotation, see below), although no systematic study has
been performed so far.

7 Spectral Scalings and Scale-by-Scale Anisotropy

From the observation of the anisotropic structure of rotating
turbulence, one expects that energy spectra E(k) exhibit scalings
which differ from the Kolmogorov scaling k�5/3 of isotropic tur-
bulence. Moreover, one may consider not only spherical spectra

that depend on the wavenumber k but also spectra that exhibit a
directional dependence, in the form e(k?, kk) where k? is the
wavenumber component orthogonal to X, or in a similar guise e(k,
h), separating scale k dependence from direction dependence. In
the latter case, one considers the important horizontal spectrum at
h¼ p/2, which is related to the quasi-two-dimensional dynamics,
which can be obtained in the former case by setting kk¼ 0.

Theoretical, experimental, and numerical results about the
scaling of the kinetic energy spectrum are available. In a phenom-
enological study, Mahalov and Zhou [78,79] examine the different
characteristic timescales appearing in the long-term behavior of
rapidly rotating turbulence. They propose the following scaling
(the Zhou spectrum): EðkÞ ¼ CXðXeÞ

1=2
k�2 considering only the

rotation timescale, for small k such that Ro< 1, which is corrected
in EðkÞ ¼ C2ðkXÞ e

2=3k�5=3 when both rotation and eddy-turnover
timescales are combined, for larger k at Ro> 1 (e is the kinetic
energy dissipation). In the latter estimate, the prefactor is
expressed in terms of the Zeman wavenumber kX¼ (X3/e)1/2 that
appears to be an important scale as discussed further below. When
considering turbulence forced at an intermediate wavenumber kf,
as in simulations by Smith and Waleffe [24], different scalings are
found above and below the forcing wavenumber: for k< kf,
E(k)� k�3 as in two-dimensional turbulence, which could be a
trace of an inverse cascade; for k> kf, k

�5/3 is recovered as befits
a forward Kolmogorov-like cascade down to the smallest scales.
In the work by Mininni and Pouquet [13] in which turbulence is
forced by a helical ABC flow at large scales, the energy spectrum
scaling is k�5/3, but another cascade intervenes for the helicity
spectrum that scales as k�2.

The fact that the small scales of rotating turbulence are strongly
anisotropic can be interpreted with the help of the Zeman wave-
number kX¼ (X3/e)1/2, or the related Zeman length scale 2p/kX.
Although defined a long time ago, this scale and its importance
has been supported by recent investigations into the anisotropy at
the various scales of rotating turbulence. These investigations

Fig. 7 Growth of axial vorticity skewness hx3
z i=hx

2
z i

3=2
in experiments (top figures) and

numerical simulations (bottom figures): (a) Experimental data by Staplehurst et al. filled and
open symbols, respectively, at initial Ro ’ 0.37 and 0.41, two different rotation rates used.
(Reproduced with permission from Staplehurst et al. [32]. Copyright 2008 by Cambridge Uni-
versity.) (b) Experimental data by Morize et al. at Rog from 2.4 to 120. (Reproduced with permis-
sion from Morize et al. [31]. Copyright 2005 by American Physical Society). (c) DNS (direct
numerical simulation) data by Yoshimatsu et al. with Ro from 4.83 1022 to 0.24. (Reproduced
with permission from Yoshimatsu et al. [61]. Copyright 2011 by Cambridge University). (d)
DNS data by van Bokhoven et al. at Rok from 0.073 to 0.37. (Reproduced with permission from
van Bokhoven et al. [75]. Copyright 2008 by Taylor & Francis).
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seem to demonstrate, both in experimental results [34] and in
numerical simulations [56,62], that each turbulent scale can be
compared to the Zeman scale to determine whether anisotropy is
present or not, and that maximum anisotropy is found at scales of
order of the Zeman scale. For instance, in the simulations pre-
sented in Fig. 8(a), but also in the simulations by Delache et al.
[62], if kX> k for all wavenumbers k in the inertial range, rotation
affects all scales and renders them anisotropic. If kX is in an inter-
mediate range, anisotropy affects the large scales only while iso-
tropy is recovered for small scales. Therefore, it is necessary that
X be large enough with respect to the dissipation � for anisotropy
to begin to appear, or, conversely, that the dissipation become
small enough—for instance in decaying turbulence—at fixed rota-
tion rate.

The next refined description accounts for the directional
dependence of the spectra in the (k?, kk) spectral space, since
rotating turbulence is statistically axisymmetric. The theoretical
prediction by Galtier [80] in a wave turbulence framework, agree-
ing with rapidly rotating turbulence, is based on the helical modes
decomposition, and provides the anisotropic energy spectrum
scaling Eðk?; kkÞ � k

�5=2
? k

�1=2
k —the k? power may vary if one

takes into account a low-wavenumber spectral cut-off in
the k? direction [81]—and Hðk?; kkÞ � k

�3=2
? k

�1=2
k for the helicity

spectrum. In the asymptotic low Rossby number limit, the theoret-
ical scalings of helicity and energy spectra are shown to be linked
[82]. The theory also confirms that, to lowest order, the two-
dimensional modes are not dynamically coupled to the three-
dimensional wave-turbulence. The simulations by Mininni et al.
[56] seem to confirm the k�5/2 scaling of the spectrum, but only
for the kk¼ 0 contribution, and for scales larger than the Zeman
scale. For smaller scales, the k�5/3 scaling is again recovered. In
nonhelically large-scale forced simulations by Thiele and M€uller
[59], the horizontal spectral scaling for energy is found to be
Eðk?; kk ¼ 0Þ � k�2

? , but the authors show that the scaling of the
full spectrum is Eðk?Þ � k�3

? close to the two-dimensional mani-
fold, and is the result of integration over kk, hence underlining
the important difference between one-dimensional spectra and
integrated spectra.

An example of directional spectral dependence with respect to
k, h, which contains the same information as the k?, kk depend-
ence, is shown in Fig. 8. It shows that the largest anisotropy, in
terms of horizontal-to-vertical energy difference at a given k,
appears in the smallest scales, both in simulations (Fig. 8(a) [61])
and in a two-point statistical model (Fig. 8(b) [69]) for weak
inertial wave turbulence. In the latter, the horizontal mode is not

represented, so that the vertical separation of the most energetic
spectrum appearing in Fig. 8(b) already hints at a decoupling of
the neighborhood of the slow manifold.

8 Balance Statistical Equations in Physical and
Spectral Formalisms and Related Dynamics

The interpretation of the above results requires a careful exami-
nation of the dynamical equations. We thus consider the balance
equations for two-point statistics, obtained from Eq. (1). It permits
to examine the dynamics of the flow in terms of scales, and to
obtain a diagnostic of the scale-by-scale exchanges. Considering
the trace of the two-point velocity correlation tensor R ¼ RiiðrÞ
¼ huiðxÞuiðxþ rÞi, one derives the Karman–Howarth–Monin
equation

1

2
@tR ¼

1

4
r � Fþ �r2R (6)

in which the flux term F ¼ hduðdu � duÞi is a third-order quantity
based on the velocity increments du ¼ uðxþ rÞ � uðxÞ (see, e.g.,
Ref. [83]). In isotropic turbulence F is aligned with the separation
vector r and, for scales jrj in the inertial range, Eq. (6) integrates
to the famous 4/5th law, Fr¼�(4/5)er, with e¼�dtR(r¼ 0)/2 the
energy dissipation rate. The central question here is to model this
anisotropic flux F in the presence of rotation.

No explicit effect of rotation appears in Eq. (6), since the Corio-
lis force, being orthogonal to u by nature, does no work, but rota-
tion appears in the dynamical equation for F. It therefore required
phenomenological scaling arguments to Galtier [84] to be able to
propose a functional dependence of the flux term with respect to
the direction of the separation vector, in rotating turbulence.

The analogous of the Karman–Howarth–Monin equation in
spectral space is the Lin equation, which has a similar structure,
wherein the third-order terms in the right-hand-side are exactly
the nonlinear energy transfer for a given wavenumber k of
energy E(k)

@tEðkÞ ¼ TðkÞ � 2�k2EðkÞ (7)

Note that the Lin equation is an integrated version of the energy
density equation similar to Eq. (4), the integration over the angles
being used to remove the explicit h dependence. Note also that the
other spectral equation (5) for the polarization spectrum is not
reflected in Eq. (6) in terms of physical contents.

Fig. 8 Directional spectra E(k,h) from (a) direction numerical simulations by Yoshimatsu et al.
(Reproduced with permission from Yoshimatsu et al. [61]. Copyright 2011 by Cambridge Uni-
versity). (b) From the two-point statistical AQNM (asymptotic quasi-normal Markovian) model
by Bellet et al. (Reproduced with permission from Bellet et al. [69]. Copyright 2006 by Cam-
bridge University). The lower spectra are for the vertical direction h’p/2, the upper ones for
the horizontal spectra at h’0. In the simulations, four angular sectors of h are used to com-
pute the statistical averages, whereas in the AQNM model, spectra correspond to discrete
orientations.
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As mentioned in Sec. 3, the computation of the different terms
in Eq. (6) has been rendered possible from experimental results
when PIV techniques began to be developed. Interestingly, from
direct numerical simulations, Eq. (7) only was used, since, from
spectral simulation methods, one has a rather easy access to the
energy transfer term T(k). But this term bears the same informa-
tion as ð1=4Þr � F in Eq. (6).

Obtaining experimental evaluations of the different terms in
Eq. (6) requires a significant experimental effort, since third-order
moments are prone to statistical noise. In a first dedicated setting
using only two-dimensional measurements that permit to obtain

accurate statistics over a hundred realizations, Lamriben et al.
[40] were able to provide the anisotropic distribution of the differ-
ent terms appearing in the Karman–Howarth–Monin equation in
planes (rx, rz). Figure 9 exhibits in the top-right quadrant the trans-
fer term appearing in the Karman–Howarth–Monin equation, that
formally corresponds to the energy transfer T(k) of the Lin-
equation upon Fourier transforming to spectral space. The figure
demonstrates the depletion of �r� F along the axis induced by
the nonlinear term, whereas an excess of �r� F is produced in the
horizontal modes, in the inertial subrange. An interesting original
result is that the flux vector field F(rx, rz) is only marginally off-
radial, so that the anisotropy of its divergence is actually mostly
due to the angular dependence of its magnitude. Obtaining the
equivalent of �r � F in spectral space would be possible, and
may bring additional understanding of the basic anisotropization
phenomenon exhibited by the directional kinetic energy transfer
spectrum.

Nonetheless, the spectral viewpoint by itself can provide
additional physical insight into the anisotropic phenomena. Since
neither Eq. (6) nor Eq. (7) exhibit any obvious direct influence of
rotation, this means that, in absence of additional inhomogeneity
effects, the third-order terms contain nonlinear interactions of
inertial waves, and is the only way rotation can butt in on the
dynamics. These third-order terms correspond to triadic interac-
tions in the energy transfer terms of Eq. (7), in which the action of
the linear rotating term appears formally through triple products
of its associated Green’s function. Thus, each triadic contribution
to the energy transfer is weighted by a phase-scrambling term
exp½iðrðk1Þ6rðk2Þ6rðk3ÞÞ� ¼ exp½2Xiðk1k=k16k2k=k2 þk3k=k3Þ�
so that X weights differently resonant and off-resonant triads. The
corresponding modified dynamics in the energy transfer terms of
Eq. (7) is thus more easily identified in spectral space than in
physical space in Eq. (6), in which one would have to solve aniso-
tropic pressure through the Poisson equation to account for the
role of rotation. In the spectral formulation, the pressure vanishes
in a simpler way from the divergence free property k � ûðkÞ ¼ 0,
where û is the velocity Fourier component (see for instance [5]).
The corresponding modification of kinetic energy transfer is
reflected in the evolution of the velocity derivative skewness, for
which a phenomenological dependence with the Rossby number
was found to be

S ¼
hð@ruÞ

3i

hð@ruÞ
2i3=2

¼ �
0:49

1þ 2 Roxð Þ�2
� �1=2

(8)

Fig. 9 Nonlinear transfer �$ � F measured experimentally by
Lamriben et al. (top right sector), along with the flux itself F rep-
resented as a vector field in the bottom left sector, and its angle
with respect to the radial direction in the bottom right sector.
Dashed lines represent crests of maxima of jFj and of �$ � F in
the top left and top right quadrants, respectively. (Reproduced
with permission from Lamriben et al. [40]. Copyright 2011 by
American Physical Society).

Fig. 10 Sketch of the structuration of rotating turbulence under the effects of (a) propagation
of inertial waves from initial inhomogeneous turbulent structures as proposed by Staplehurst
et al. (Reproduced with permission from Staplehurst et al. [32]. Copyright 2008 by Cambridge
University). (b) Accumulation of energy in the vicinity of the two-dimensional manifold hence
producing vertical vortices (as proposed, e.g., in Ref. [85]).
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This dependence shows that, from the classical isotropic value
�0.49 at large Rossby number when rotation is weak, the skew-
ness steadily decreases upon increasing the rotation rate. The
functional dependence (8) proposed by Cambon et al. [66] from
results of direct numerical simulations and of two-point statistical
modeling of rotating turbulence is also well verified by experi-
mental data [31].

It is also interesting to discuss the interpretation of the mecha-
nism of creation of elongated structures and of anisotropy in rotat-
ing turbulence, with two points of view. On the one hand, the
above mechanism explains the structuration by nonlinear phenom-
ena transferring energy toward the two-dimensional manifold (see
Fig. 10(b)); on the other hand, the interpretation proposed by
Staplehurst et al. [32] based on the linear propagation of inertial
waves along the rotation axis from initial turbulent patches (see
Fig. 10(a)). In order to reconcile both approaches, one could pro-
pose a combination of the two mechanisms, wherein, on the one
hand, turbulent blobs—originating from initial conditions or tur-
bulence forcing mechanisms—are propagated vertically over a
small timescale based on Ro�1, and, on the other hand, nonlinear
interactions set in over a longer timescale based on Ro�2. Depend-
ing on the specific parameter of each flow, and considering the
fact that most experiments and direct numerical simulations are
still in a moderate Rossby number range Ro¼O(1), these two
phenomena may be mingled, and can overlap for some time. This
could explain the various observations and differing behaviors in
experimental or numerical statistics of rotating turbulence.

9 Conclusions

This review contains a snapshot of selected recent results and
mechanisms in the study of rotating turbulence. In terms of the
structural characterization of the flow, modern metrology used in
experiments permit to obtain a refined picture of not only the
velocity field topology but also the axisymmetric velocity field
statistics, including high-order moments. The current resolution of
PIV and PTV is still not able to provide the complete small-scale
dynamics, especially for a good estimate of the dissipative scales,
but progress is expected in the near future. Computer power is
also rapidly increasing, and the larger resolution direct numerical
simulations of rotating turbulence currently provide a good sepa-
ration of scales necessary to understand its complex dynamics.
There is still some way though before one will be able to compute
a flow for instance combining rotation and stable stratification
effects in proportion of those observed in the atmospheric
boundary layer, since the required scale separation and Reynolds
number value are currently beyond our reach, computationally
speaking. In addition to these efforts, modeling can still be
improved, especially regarding the coupling between the two-
dimensional turbulent manifold and the three-dimensional wave
field. A self-consistent theory for rotating turbulence, and, start-
ing, for more general axisymmetric turbulence, in the guise of
Kolmogorov’s for isotropic turbulence, is yet to be developed.
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