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ABSTRACT This article reviews recent studies of memory
systems in humans and nonhuman primates. Three major
conclusions from recent work are that (i) the capacity for
nondeclarative (nonconscious) learning can now be studied in
a broad array of tasks that assess classification learning,
perceptuomotor skill learning, artificial grammar learning,
and prototype abstraction; (ii) cortical areas adjacent to the
hippocampal formation, including entorhinal, perirhinal, and
parahippocampal cortices, are an essential part of the medial
temporal lobe memory system that supports declarative (con-
scious) memory; and (iii) in humans, bilateral damage limited
to the hippocampal formation is nevertheless sufficient to
produce severe anterograde amnesia and temporally graded
retrograde amnesia covering as much as 25 years.

This article considers two topics relevant to the organization
of memory and brain systems. The first topic is the fundamen-
tal idea that memory is not a single entity but consists of
several separate entities that depend on different brain sys-
tems. The key distinction is between the capacity for conscious
recollection of facts and events (declarative memory) and a
heterogeneous collection of nonconscious learning capacities
(nondeclarative memory) that are expressed through perfor-
mance and that do not afford access to any conscious memory
content. Some of the best evidence for distinguishing between
kinds of memory has come from the study of amnesic patients
who have sustained bilateral damage to medial temporal lobe
or midline diencephalic brain structures. Amnesic patients are
severely impaired on conventional memory tests that assess
declarative memory—i.e., tests that assess recall or recognition
of places, lists, faces, melodies, and other material. However,
the same patients perform as well as normal subjects on many
other tasks of learning and memory that assess, for example,
the capacity for skill and habit learning and the phenomenon
of priming. The implication is that the kinds of learning and
memory that are intact in amnesia depend on different brain
systems than those damaged in amnesia (Fig. 1). Recent
studies have expanded the list of learning and memory abilities
that are intact in amnesia.
The second topic concerns which structures in the medial

temporal lobe are important for declarative memory. Some of
this work is based on studies of an animal model of human
amnesia in the monkey. Other information comes from de-
tailed neuropathological study of the brains of amnesic pa-
tients, for whom extensive neurobehavioral data are available.
One major finding, based largely on work with monkeys, is that
cortical areas adjacent to the hippocampal formation, includ-
ing entorhinal, perirhinal, and parahippocampal cortices, are
an essential part of the medial temporal lobe memory system.
A second major finding, based largely on human material, is

that bilateral damage limited to the hippocampal formation
(hippocampus proper, dentate gyrus, subicular complex, and
entorhinal cortex) is sufficient to produce severe anterograde
amnesia together with severe, temporally graded retrograde
amnesia covering as much as 25 years.

Multiple Memory Systems in the Brain

Amnesic patients perform normally on a wide variety of tasks:
probabilistic classification learning, perceptuomotor skill
learning, and tasks that assess the ability to acquire knowledge
about categories when given a series of exemplars, as in
artificial grammar learning and prototype learning. These
tasks depend on brain systems that are intact in amnesia and
that are important for various forms of nondeclarative mem-
ory. Recent work with these tasks is beginning to provide a
property list describing the operating characteristics of declar-
ative and nondeclarative memory, and it suggests what brain
systems are important for some forms of nondeclarative
memory.
Probabilistic Classification Learning. This kind of learning

is analogous to the habit learning tasks studied in experimental
animals. Subjects attempt to learn a set of associations. The
associations are not obvious, and they are difficult to memorize
because of the probabilistic structure of the task. As a result,
information from a single trial is not as reliable or useful as
information accrued across many trials. In one such task, the
subject plays the role of weather forecaster and on each trial
tries to predict from cues that are presented whether the
outcome will be rain or sunshine (Fig. 2). Amnesic patients can
learn gradually to predict the correct weather outcome, and
they learn at the same rate as normal subjects, improving from
50% correct (chance performance) to'65% correct during 50
training trials (1). The same result has been obtained in three
different versions of the same task. Despite the intact perfor-
mance of the amnesic patients on the prediction task, they were
markedly impaired at answering explicit factual questions
about the training episode.
More recently, patients with Huntington disease and non-

demented patients with Parkinson disease were found to be
severely impaired in this same probabilistic learning task. Both
diseases are associated with prominent pathology in the cau-
date nucleus. During 50 training trials, they performed no
better than 53% correct in any 10-trial block (2, 3). These
findings support the idea that the probabilistic classification
task is akin to habit learning, which in experimental animals
appears to depend on the integrity of the caudate nucleus
(4–6). The important point is that the learning deficits in
Huntington disease and Parkinson disease patients are not
limited to learning motor programs, and the caudate nucleus
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is important for some kinds of habit learning, even whenmotor
skill learning is not required (see also refs. 7 and 8).
Memory systems that are distinct from each other (i.e.,

declarative and nondeclarative memory systems) should be
separable on the basis of multiple criteria (9–12). Thus, it
should be possible to distinguish declarative and nondeclara-
tive memory systems not only in terms of anatomy, but also in
terms of operating characteristics, the kind of information
processed, and the purpose served by each system (13). Studies
of experimental animals have suggested that declarative mem-
ory is more flexible than nondeclarative memory (14–16). To
explore this issue in humans, we asked how well subjects who
had learned the probabilistic classification task could use their
task knowledge in a flexible way (17). Although amnesic
patients and control subjects learned the classification task to
the same level of proficiency, the two groups differed in their
performance on transfer tests that asked for judgments about
the associative strengths of the test cues. Amnesic patients
performed more poorly than control subjects on the transfer
tests. Importantly, they were impaired on the same test ques-
tions that were indicated by independent raters to be the most
indirect and to require the most flexible use of task knowledge.
These findings show that declarative and nondeclarative mem-

ory differ with respect to the flexibility of the knowledge
acquired by each system. Declarative knowledge is accessible
to multiple response systems. Nondeclarative memory is more
encapsulated and has less access to systems not involved in the
initial learning.
Perceptuomotor Skill Learning. Another important distinc-

tion between declarative and nondeclarative memory is that
declarative memory supports conscious recollections, whereas
nondeclarative memory does not afford awareness of any
memory content. The issue of awareness has been addressed
particularly well in the serial reaction time task, a test of
perceptuomotor skill learning (Fig. 3; refs. 18–21). In this task,
subjects respond as rapidly as possible with a key press to a cue,
which can appear in any one of four locations. The location of
the cue follows a repeating sequence of 10 cued locations for
400 training trials. In one recent study (22), amnesic patients
and control subjects exhibited equivalent learning of the
repeating sequence, as demonstrated by gradually improving
reaction times and by an increase in reaction times when the
repeating sequence was replaced by a random sequence.

FIG. 2. Probabilistic classification learning: the weather prediction
task (2). Subjects decide on each trial which of two weather outcomes
(rain or sunshine) will occur based on a set of one, two, or three cues
(out of four possible cues) that appear on a computer screen. Each cue
is independently associated to a weather outcome with a fixed prob-
ability, and the two outcomes occur equally often. There are four
possible cue–outcome association strengths: throughout training, a
cue is associated either 75%, 57%, 43%, or 25% (approximately) with
sunshine. During each trial, one, two, or three of the four possible cues
are presented. Subjects respond by pressing a key to predict the
weather outcome, and feedback is given immediately after each choice
(correct or incorrect).

FIG. 1. A taxonomy of long-term memory systems together with specific brain structures involved in each system (adapted from ref. 66).

FIG. 3. The serial reaction time task as presented on a computer
(22). Four dashes appear continuously at the bottom of the screen to
denote four possible locations of an asterisk (A, B, C, or D). During
training, the asterisk appears sequentially, moving from one to another
of the four locations. Subjects respond to each appearance of the
asterisk as rapidly as possible by pressing a key directly beneath the cue.
Five hundred milliseconds after each response, the asterisk appears at
a new location. Unbeknownst to the subject, a sequence of 10 locations
(e.g., DBCACBDCBA) repeats every 10 trials throughout 400 training
trials—i.e., there are 40 repetitions of a 10-trial sequence. Learning is
demonstrated by gradually improving reaction times when the asterisk
appears in the repeating sequence of locations, as compared with
reaction times when a random sequence of locations is presented.
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Reaction times did not improve when subjects were given a
random sequence.
In contrast to their good performance on the repeating

sequence, four different tests of declarative knowledge indi-
cated that the amnesic patients were unaware of what they had
learned. It appears that control subjects, by virtue of their
intact medial temporal lobeydiencephalic memory system, are
able to acquire some declarative knowledge about what they
are learning as they work on the repeating sequence. This
knowledge is not needed to learn the sequence and does not
contribute to fast reaction times. It is acquired concomitantly to
the learning that is measured by improved reaction times (22).
Artificial Grammar Learning. In tasks of artificial grammar

learning, subjects see a series of letter strings generated by a
rule system (Fig. 4). Even though subjects are not told that the
formation of the letter strings is governed by rules until after
they are all presented, subjects are nevertheless able to classify
new letter strings as either grammatical or nongrammatical.
Amnesic patients learn artificial grammars as well as normal
subjects (23–25). Yet, despite their excellent classification
performance, amnesic patients are markedly impaired at rec-
ognizing the particular letter strings, or the particular letter
string fragments, that appeared during training.
It appears that artificial grammar learning is nondeclarative.

It seems to be based on both abstract, rule-based knowledge
and on more concrete, exemplar-specific knowledge—for ex-
ample, knowledge of which bigrams and trigrams appeared
frequently in the training set (25). Artificial grammar learning
has some similarities to other kinds of habit and skill learning
in that information is extracted across training items by a
process of invariance detection. Yet, patients with Huntington
disease performed as well as normal subjects at artificial
grammar learning when they were given sufficient time to
encode the training strings (3). Another possibility is that
artificial grammar learning depends on changes in neocortex
similar to what is thought to occur in perceptual priming.
Category Learning and Prototype Abstraction. After in-

specting a series of 40 training stimuli, amnesic patients are as
good as normal subjects at classifying novel stimuli according
to whether they do or do not belong to the same category as
the training stimuli (Fig. 5; refs. 26 and 27). In contrast, they

are impaired at recognizing the particular training stimuli that
were presented. One severely amnesic patient could classify
novel stimuli after inspecting 40 different training stimuli but
could not recognize a single training stimulus as familiar even
after it was presented 40 times in succession (Fig. 6).
These results suggest that category-level knowledge can

develop independently of and in the absence of normal
declarative memory for the items presented during learning.
Thus, experience with a succession of items appears to lead to
two parallel consequences. First, declarative memory can be
acquired and retained about each of the training items, and this
ability depends on the medial temporal lobe and diencephalic
structures that are damaged in amnesia and that are essential
for declarative memory. Second, repeated experience leads to
knowledge about the category to which the training items
belong. Category-level knowledge might be acquired by ab-
stracting information across encounters with specific training
examples. Alternatively, category-level knowledge could de-
pend on specific item information that is stored in a distributed
fashion, as commonly proposed in theoretical models. In either
case, the information supporting classification learning must
be distinct from declarative information about the specific
items presented for training. Models in which classification
judgments derive from, or in any way depend on, long-term

FIG. 4. Artificial grammar learning (24). Letter strings are gener-
ated from a finite state rule system. Grammatical letter strings can be
formed by traversing the diagram from the in arrow to the out arrows,
adding a letter at each transition from one node to the next. In a typical
experiment, 23 grammatical items are used for training, and a different
23 items are used for testing. An additional 23 nongrammatical test
items are also used as foils for testing. These are generated by
introducing an error in each of 23 different grammatical items.
Subjects first study 23 grammatical letter strings one at a time. Five
minutes later, they are informed for the first time that the letter strings
they have just seen were formed by a set of rules. They are told that
their task is to classify new letter strings according to whether they
appear to conform to these rules. The 46 test items are then displayed
one at a time, and subjects judge the item to be correct or incorrect
(grammatical or nongrammatical).

FIG. 5. Prototype learning (27). Examples of the 40 study items and
84 test items used to study prototype learning. The study items are all
distortions of a prototype (average) dot pattern that is never presented.
For training, the 40 study patterns are presented for 5 sec each, and
the subject points to the dot closest to the center of the pattern (to
guarantee attention). Five minutes later, subjects are instructed that
the dot patterns they have just seen all belong to a single category of
patterns in the same sense that, if a series of different dogs had been
presented, they would all belong to the category ‘‘dog.’’ Then for each
of 84 new dot patterns subjects judge (yesyno) whether or not it
belongs to the same category as the training patterns. The test items
consist of four repetitions of the prototype, 20 new ‘‘low’’ distortions
of the prototype, 20 new ‘‘high’’ distortions of the prototype, and 40
random dot patterns.
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declarative memory do not account for the finding that
amnesic patients can acquire category knowledge as well as
normal subjects.
If classification learning does not depend on the limbic or

diencephalic structures damaged in amnesia, which brain
systems could be involved? One clue comes from the parallel
between classification learning and the learning of skills and
habits; namely, knowledge of a specific trial is not crucial.
Rather, subjects detect invariance in the stimulus environment
across many trials, independently of declarative memory. It is
therefore possible that corticostriatal systems are involved in
category learning, as has been suggested for habit learning.
Alternatively, the learning could reflect gradual changes in-

trinsic to neocortex, as is thought to occur in the case of
priming, (28, 29) such that the neocortex gradually accrues
knowledge independently of the hippocampus and related
structures.

The Medial Temporal Lobe Memory System Important for
Declarative Memory: Studies in Monkeys

During the last two decades, work with nonhuman primates
has been successful in establishing an animal model of human
amnesia and in identifying a system of structures in the medial
temporal lobe essential for declarative memory (30, 31). This
system (Fig. 7) includes the hippocampal formation (i.e., the
hippocampus proper, the dentate gyrus, the subicular com-
plex, and the entorhinal cortex) and the adjacent perirhinal
and parahippocampal cortices.
Here, we consider the hippocampal formation to consist of

two components, the hippocampal region and the entorhinal
cortex. The hippocampal region consists of the cell fields of the
hippocampus proper, the dentate gyrus, and the subicular
complex. The entorhinal cortex is the major source of cortical
projections to the hippocampal region. The entorhinal cortex
in turn receives nearly two-thirds of its cortical input from the
adjacent perirhinal and parahippocampal cortices. The ento-
rhinal cortex also receives other direct inputs from the olfac-
tory bulb, orbital frontal cortex, insular cortex, cingulate
cortex, and superior temporal gyrus. The following sections
summarize recent findings from monkeys that illuminate the
contribution of medial temporal lobe structures to memory.
The Effects on Memory of Damage to the Hippocampal

Region. Two techniques have been used to damage the hip-
pocampal region: global ischemia and stereotaxic lesions. For
ischemia, a noninvasive technique involving carotid occlusion
and pharmacologically induced hypotension was used to pro-
duce 15 min of reversible ischemia in monkeys (the ISC lesion;

FIG. 6. Each panel shows the results for four control subjects tested
six times each (open bars) and the results for the profoundly amnesic
patient EP (average of six tests; filled bars). (A) Classification of 84
novel dot patterns after studying 40 different training patterns (see Fig.
5 caption). Control subjects and EP performed similarly, endorsing the
test items as a function of how closely they resembled the prototype of
the training category (27). (B) Exactly the same task as in A but now
with instructions to recognize the dot patterns that had been presented
before (i.e., subjects made yesyno judgments). Actually, none of the 40
training patterns appeared on the test. Instead, the 84 test patterns
varied in their resemblance to the training patterns as in A. (C)
Classification of 84 novel dot patterns after studying a single dot
pattern presented 40 times in succession. The training pattern was a
prototype dot pattern, and the test patterns consisted of four repeti-
tions of the prototype, 40 low distortions of the prototype, 20 high
distortions of the prototype, and 40 random dot patterns. The instruc-
tions were as in A. (D) Exactly the same task was presented as in C,
but now with instructions to recognize the dot patterns that had been
presented before, as in B. Actually, only one dot pattern had been
presented during training. The test items consisted of four repetitions
of this same pattern and 80 other patterns that varied in their
resemblance to the training pattern. A four-way ANOVA (EP versus
controls, classification versus recognition instructions, 40 different
study items versus one study item, and four types of test item) revealed
significant effects of group, type of study item, and type of study item
(Fs . 17.0, Ps , 0.002), but the effect of instructions fell short of
significance [F(1,103) 5 4.7, P 5 0.06]. EP performed entirely
normally at classification after seeing 40 different training patterns
(A), but he performed significantly worse and at chance when he had
to recognize a single pattern presented 40 times in succession (D).
When asked to recognize 40 stimuli that had been presented once each
(B), both EP and control subjects tended to use a classification
strategy. When asked to classify after seeing only one pattern 40 times
(C), normal subjects tended to rely on declarative memory, but EP
could not perform the task. Subjects were more influenced by the
kinds of material they studied than by the instructions given at test.
Classification learning can proceed nondeclaratively when there is
some variability in the training stimuli (A and B).

FIG. 7. Schematic view of the medial temporal lobe memory
system. The entorhinal cortex is a major source of projections to the
hippocampal region (which includes the dentate gyrus, the cell fields
of the hippocampus, and the subicular complex). Nearly two-thirds of
the cortical input to entorhinal cortex originates in the adjacent
perirhinal and parahippocampal cortices, which in turn receive pro-
jections from unimodal and polymodal areas in the frontal, temporal,
and parietal lobes. The entorhinal cortex also receives other direct
inputs from orbital frontal cortex, insular cortex, and superior tem-
poral gyrus. All these projections are reciprocal.
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ref. 32). The monkeys sustained significant bilateral cell loss in
fields CA1 and CA2 of the hippocampus as well as loss of
somatostatin-immunoreactive cells in the dentate gyrus. This
damage was associated with significant and long-lasting mem-
ory impairment. For example, performance was impaired on
the delayed nonmatching to sample task, a standard task of
visual recognition memory (normal group, 79% correct; ISC
group, 61% correct; P , 0.05). Across several tasks used to
assess memory functions, the memory impairment of monkeys
with ISC lesions was less severe than in monkeys with more
extensive damage to the hippocampal formation or other
components of the medial temporal lobe memory system. For
example, monkeys with ISC lesions were less impaired than
monkeys with surgical lesions that involved nearly all the
hippocampal region bilaterally as well as the parahippocampal
cortex and posterior entorhinal cortex (the H1 lesion; in the
notation used here, H refers to the hippocampal region and 1

refers to adjacent cortex; ref. 32). Similarly, monkeys with ISC
lesions were less impaired thanmonkeys with combined lesions
of the perirhinal and parahippocampal cortices (the PRPH
lesion; refs. 33 and 34).
An important issue about ischemic damage is whether the

damage identifiable in histopathological examination provides
an accurate estimate of the neural damage responsible for the
memory impairment. The concern is that additional (‘‘covert’’)
damage might be present, which is sufficient to disrupt neu-
ronal function in areas important for memory and sufficient to
impair behavioral performance, but not sufficient to progress
to cell death and to be detectable in histopathology. It is an
important issue because if covert damage commonly occurs,
then the findings from monkeys with ischemic damage (as well
as the findings from humans with memory impairment in
association with ischemic damage; ref. 35) cannot be inter-
preted with confidence and cannot provide reliable anatomical
information about the neuroanatomy of memory impairment.
Although few studies have addressed this issue directly, the
available experimental data in rats and monkeys suggest that
covert damage is not a serious concern (for detailed discussion,
see ref. 36). However, additional experimental work, especially
in rats, will be needed to settle the issue of how to compare the
behavioral effects of ischemic and neurosurgical lesions.
The second technique that has been used to make lesions of

the hippocampal region involves the use of stereotaxic neu-
rosurgery combined with magnetic resonance imaging (37).
Magnetic resonance imaging is used to create a brain atlas for
each monkey, and the atlas is then used to derive coordinates
for making stereotaxic lesions limited to the hippocampal
region. Monkeys with bilateral radio-frequency lesions of the
hippocampal region made in this way (the H lesion; ref. 38)
exhibited significant impairment on the delayed nonmatching
to sample task (performance on the delayed nonmatching task
at the 10-min delay: normal group, 79% correct; H group, 68%
correct; P , 0.05). Overall, the performance of the H and the
ISC groups was similar, and in both groups performance
remained impaired 6–9 months after surgery.
These findings from monkeys with ISC and H lesions are

consistent with a preliminary report of impaired memory in
monkeys with lesions of the hippocampal region that were
made with ibotenic acid (39). Another preliminary report
found no impairment on the delayed nonmatching to sample
task following ibotenate lesions of the hippocampal region
(40). However, in this study, the delay intervals used for the
delayed nonmatching task were relatively short (,3.5 min),
and the monkeys were trained on the task before surgery,
which is known to attenuate postoperative performance def-
icits (41, 42). Thus, impairment may not have been detected
because the task, as it was administered, was insufficiently
sensitive to memory impairment.
The Effects onMemory of Damage to the Entorhinal Cortex.

Most of the sensory information to the hippocampal formation

enters via the entorhinal cortex, and the entorhinal cortex
receives a substantial portion of its cortical input from the
perirhinal and parahippocampal cortices. An earlier study
concluded that damage limited to the entorhinal cortex pro-
duced only a mild memory impairment (43). We also found
that monkeys with bilateral lesions limited to entorhinal cortex
(the E lesion; ref. 44) were only mildly impaired on the delayed
nonmatching to sample task at the 10-min delay (normal
group, 79% correct; E group, 63% correct; P , 0.05). In
addition, we found that when the delayed nonmatching task
was readministered 6–13 months later, the E animals per-
formed normally at all delay intervals (performance at the
10-min delay: normal group, 77% correct; E group, 79%
correct). The finding of behavioral recovery following the E
lesion shows that the entorhinal cortex itself, unlike the
remainder of the hippocampal formation, is not essential for
memory, at least as measured by the several tasks that have to
date been given to monkeys with the E lesion. One way to
understand the behavioral recovery is to suppose that the
hippocampal region itself is eventually able to support memory
performance. Interestingly, the perirhinal cortex originates a
projection directly to the hippocampus, and, in association
with behavioral recovery, the transverse length of the perirhi-
nal terminal field in CA1 increased '70% (44).
The Effects on Memory of Damage to Structures Adjacent

to the Hippocampal Formation. A major finding that has
emerged from studies of the primate medial temporal lobe
memory system is that structures adjacent to the hippocampal
formation play a significant role in memory function (30, 31).
For example, PRPH lesions, which did not directly damage the
hippocampal formation, impaired memory performance
nearly as severely as larger medial temporal lobe lesions, which
included the perirhinal and parahippocampal cortices, the
hippocampal formation, and the amygdala. Thus, at the 10-min
delay in the delayed nonmatching to sample task, five monkeys
with the PRPH lesion scored 60% correct, and nine normal
monkeys scored 77% correct (P , 0.02; refs. 33 and 34). In
addition, monkeys with bilateral lesions involving the hip-
pocampal formation plus the perirhinal cortex (the H11

lesion) were severely impaired on the delayed nonmatching to
sample task (45). Four H11 monkeys scored 56% correct at
the 10-min delay, while seven normal monkeys scored 78%
correct.
Importantly, bilateral stereotaxic lesions limited to the

amygdaloid complex (the A lesion) did not affect memory on
the same tasks that were sensitive to removal of the hippocam-
pal formation or the adjacent cortical areas (46).Monkeys with
the A lesion scored 77% correct on the 10-min delay of the
delayed nonmatching to sample task; normal monkeys in this
study scored 80% correct. Thus the amygdaloid complex does
not appear to be a part of the medial temporal lobe memory
system.
When the available studies on monkeys are considered

together, it appears that memory impairment becomes more
severe as more components of the medial temporal lobe
memory system are damaged (47). Thus, damage limited to the
hippocampal region (H) caused significant memory impair-
ment. More severe memory impairment occurred following
hippocampal region damage that was combined with damage
to the adjacent entorhinal and parahippocampal cortex (H1).
Finally, the severity of memory impairment was still greater
following damage that included the hippocampal region plus
all the adjacent cortical regions—i.e., the perirhinal, entorhi-
nal, and parahippocampal cortices (H11).
The Effects of Memory of Selective Damage to Perirhinal or

Parahippocampal Cortex. The finding that large medial tem-
poral lobe lesions impair memory more severely than small
lesions does not mean that lesion size is the only determinant
of memory impairment. It is also possible that different
components of the system contribute to memory in specific
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ways. This possibility follows from anatomical findings that
information from neocortex enters the medial temporal lobe
memory system at different points. For example, perirhinal
cortex receives stronger visual projections from unimodal
visual areas than parahippocampal cortex (48, 49). Accord-
ingly, perirhinal cortex might be expected to play a greater role
than parahippocampal cortex in visual memory. Preliminary
findings directly comparing the separate effects of perirhinal
cortex and parahippocampal cortex lesions are consistent with
this idea. First, monkeys with bilateral lesions limited to the
perirhinal cortex (the PR lesion) perform poorly on memory
tasks (43, 50, 51). On the 10-min delay of the delayed non-
matching to sample task monkeys with PR lesions scored 67%
correct, and normal monkeys scored 79% correct (P , 0.05).
Across several different tasks, damage to the perirhinal cortex
produces more severe memory impairment than damage to
any other single component of the medial temporal lobe
memory system (Fig. 8). By contrast, preliminary findings from
monkeys with bilateral parahippocampal cortex lesions (the
PH lesion) suggest that at least some kinds of memory are not
affected (performance on the delayed nonmatching task at the
10-min delay: normal group, 79% correct; PH group, 77%
correct; P . 0.10; ref. 51; but see ref. 54).
In view of the substantial anatomical projection to parahip-

pocampal cortex from area 7 of the parietal cortex (49), the
parahippocampal cortex may be involved in spatial memory.
Consistent with this idea is the finding that monkeys with
lesions involving the parahippocampal cortex, hippocampus,
and posterior entorhinal cortex exhibited a more severe spatial
memory impairment than monkeys with lesions involving the
rostral perirhinal cortex, rostral entorhinal cortex, and the
amygdala (55). The effect of selective parahippocampal cortical
lesions on spatial memory tasks has not yet been evaluated.

The Effects on Memory of Damage to Inferotemporal
Cortex Area TE. Inferotemporal cortex (area TE; ref. 52) is a
unimodal visual area situated immediately adjacent and lateral
to the perirhinal cortex. Previous studies of the behavioral
effects of lesions of area TE have reported impaired visual
perception (as measured, for example, by pattern discrimina-
tion learning) as well as impaired recognition memory (as
measured by performance on the delayed nonmatching to
sample task; ref. 56). However, virtually all previous studies of
TE lesions have included damage to what is now known to be
perirhinal cortex (57). If area TE is involved in visual percep-
tion and is also a repository of long-term visual memories, (56)
and if perirhinal cortex is involved in the formation of visual
memory, the question naturally arises as to whether damage to
area TE and perirhinal cortex can be distinguished within the
visual modality. A preliminary study compared performance
of monkeys with perirhinal lesions (PR) and monkeys with TE
lesions that did not include perirhinal cortex (the TE lesion;
ref. 58). Both the PR and TE groups were similarly impaired
on the delayed nonmatching to sample task (performance at
the 10-min delay: normal group, 79% correct; PR group, 67%
correct; TE group, 65%).
Performance on two other visual tasks, however, did dis-

tinguish the behavioral effects of the two lesions. Monkeys
with TE lesions were impaired on the concurrent learning task,
where eight different two-choice object discriminations must
be learned concurrently, but they were unimpaired at learning
and retaining single-object discriminations. By contrast, mon-
keys with PR lesions showed the opposite pattern: they per-
formed well at concurrent discrimination learning but poorly
at single object discriminations, and there was a significant
interaction of group3 task (P, 0.05). One way to understand
these results is to suppose that the concurrent discrimination
task places a heavy burden on visual perceptual functions but
does not necessarily depend on declarative memory (47). By
contrast, the perceptual demands of the single object discrim-
ination task may not require area TE, because task perfor-
mance can be supported by more posterior visual areas, but the
task does depend on declarative memory (59).

The Medial Temporal Lobe Memory System Important for
Declarative Memory: Studies in Humans

Several cases of circumscribed human amnesia have become
available in recent years, which confirm and extend the
findings with monkeys. These cases make three important
points. First, bilateral damage limited to the CA1 region of the
hippocampal formation is sufficient to produce moderately
severe anterograde memory impairment. Second, bilateral
damage beyond the CA1 region, but still limited to the
hippocampal formation, can produce more severe anterograde
memory impairment. Finally, bilateral damage limited to the
hippocampal formation can produce extensive, temporally
graded retrograde amnesia covering .15 years.
The first reported case of human amnesia in which there was

detailed neuropsychological information and detailed post-
mortem neuropathological analysis demonstrated that damage
limited to the CA1 region of the hippocampus is sufficient to
produce anterograde memory impairment (patient RB; ref.
35). Recently, neuropsychological and postmortem neuro-
pathological findings have been described for an additional
amnesic patient who became amnesic as the result of an
ischemic episode and who, like RB, sustained bilateral damage
limited to the CA1 region (patient GD; Table 1; ref. 60). In
addition, neuropsychological and postmortem findings have
been described for two other patients who sustained bilateral
damage to the CA1 region of the hippocampus together with
other damage in the hippocampal formation including ento-
rhinal cortex (patient LM; and entorhinal cortex together with
the subiculum, patient WH; Table 1; ref. 60).

FIG. 8. Mean z scores based on data from four measures of
memory (47) for ten normal monkeys (N), five monkeys with surgical
aspiration lesions of the parahippocampal cortex (the PH lesion;
cortical areas TH and TF; ref. 52), four monkeys with surgical
stereotaxic damage limited to the hippocampal region (H; dentate
gyrus, the cell fields of the hippocampus, and the subicular complex),
and five monkeys with surgical aspiration lesions of perirhinal cortex
(PR; cortical areas 35 and 36; ref. 53). The PR group was impaired
relative to the N, PH, and H groups. The PH group was not impaired
(51). Error bars indicate standard errors of the mean.
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For this group of four patients, the severity of anterograde
amnesia was generally related to the extent of damage. It was
not possible to rank order with confidence the severity of
anterograde memory impairment in the three patients RB,
GD, and LM. GD had the least education and was not always
interested in testing, and he had a low WAIS-R IQ [92 for GD
versus 103 for RB (estimated from his WAIS score) and 109
for LM]. Accordingly, GD’s test performance might well have
reflected in part these other factors, and he may have been less
amnesic than the other patients. Nevertheless, of the patients
listed in Table 1, WH had the most extensive damage to the
hippocampal formation and was also the most severely amne-
sic. Thus, damage limited to the CA1 region, as in RB and GD,
produced a moderate level of anterograde amnesia. More
severe anterograde memory impairment can occur when there
is bilateral damage beyond the CA1 region including the
subiculum and the adjacent entorhinal cortex (patient WH;
Table l). Finally, the severely amnesic patient HM (61), who
sustained a bilateral resection of the medial temporal lobe in
l953, provides a useful point of reference. Patient HM is more
severely amnesic than any of the patients listed in Table 1, and
HM has extensive damage to the perirhinal cortex as well as to
the hippocampal formation (62).
The severity of retrograde amnesia is also related to the

nature and extent of damage in the hippocampal formation.
Damage limited to the CA1 field of the hippocampal forma-
tion (patients RB and GD) caused minimal retrograde amne-
sia, involving perhaps 1 or 2 years. More extensive damage,
involving more of the hippocampal region and the entorhinal
cortex (patients LM and WH) caused extensive, temporally
graded retrograde amnesia covering at least 15 years. LM and
WH appear to be the first reported cases of memory impair-
ment showing that extensive and temporally graded retrograde
amnesia can occur following bilateral damage limited to the
hippocampal formation. An earlier view was that retrograde
amnesia in amnesic patients, even severely amnesic patients

like HM, is typically quite limited and involves perhaps a few
years or less. This issue has been reexamined in some detail
(60) with the conclusion that, when formal tests are given to
severely amnesic patients, retrograde amnesia is typically graded
and extensive covering a decade or more (see also ref. 63).
Taken together, the findings from patients suggest that, in

humans as in monkeys, damage limited to the hippocampal
region produces significant memory impairment. Moreover, as
more extensive damage occurs, involving the entorhinal cortex
(patients LM and WH) or the entorhinal and perirhinal
cortices (patient HM), the memory impairment becomes
increasingly severe. It seems reasonable to suppose that each
of these medial temporal lobe structures should contribute
uniquely to memory function. If so, it should be possible in
principle to identify some function that is as impaired in
patients RB and GD as in patient HM. All three patients have
CA1 hippocampal damage. HM additionally has extensive
damage to other medial temporal lobe structures. However,
RB andGD always appeared to have been simply mild versions
of patient HM. No task was ever identified that RB and GD
performed as poorly as HM. Accordingly, the possibility must
be kept in mind that the several components of the medial
temporal lobe memory system all contribute similarly to
behavior. They may contribute different subfunctions, but
these may be difficult with behavioral measures.

The Function of the Medial Temporal Lobe
Memory System

The medial temporal lobe is required to form permanent and
usable long-term declarative memory. The neocortex is be-
lieved to be the permanent respository of memory. The medial
temporal lobe memory system is needed at the time of learning
and for a lengthy period of time afterwards. During this lengthy
period, it has been proposed that medial temporal lobe
structures direct consolidation in neocortex by gradually bind-
ing together the multiple, geographically separate cortical
regions that together store memory for a whole event (63, 64).
As a result of these gradual changes, which may involve
modifications in the strengths of connections between cortical
areas, perhaps dependent on morphological growth and
change, storage of declarative memory and its retrieval be-
come independent of the medial temporal lobe memory
system. It may soon be possible to study consolidation directly
in neocortex at different times after learning by sampling
neurons in neocortex that are part of memory representation
dependent on the medial temporal lobe (65).
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