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#### Abstract

We study the structure of idempotents in polynomial rings, power series rings, concentrating in the case of rings without identity. In the procedure we introduce right Insertion-of-Idempotents-Property (simply, right IIP) and right Idempotent-Reversible (simply, right IR) as generalizations of Abelian rings. It is proved that these two ring properties pass to power series rings and polynomial rings. It is also shown that $\pi$-regular rings are strongly $\pi$-regular when they are right IIP or right IR. Next the noncommutative right IR rings, right IIP rings, and Abelian rings of minimal order are completely determined up to isomorphism. These results lead to methods to construct such kinds of noncommutative rings appropriate for the situations occurred naturally in studying standard ring theoretic properties.


## 1. Definitions and notations

Throughout this paper, $R$ denotes an associative ring without identity, unless otherwise stated. Denote the $n$ by $n$ full (resp., upper triangular) matrix ring over $R$ by $\operatorname{Mat}_{n}(R)$ (resp., $U_{n}(R)$ ). We let $e_{i j}$ denote the usual matrix units with 1 in the $(i, j)$-position and zeros elsewhere, if the base ring has identity 1. Denote $\left\{\left(a_{i j}\right) \in U_{n}(R) \mid\right.$ the diagonal entries of $\left(a_{i j}\right)$ are all equal $\}$ by $D_{n}(R)$. $\mathbb{Z}_{n}$ denotes the ring of integers modulo $n$. $G F\left(p^{n}\right)$ denotes the Galois field of order $p^{n} . J(R)$ denotes the Jacobson radical of $R .| |$ denotes the cardinality. The characteristic of $R$ is denoted by char $R$, and $|a|$ denotes the order of $a \in R$ in the additive subgroup of $R$ generated by $a . R^{+}$means the additive Abelian group $(R,+)$. The polynomial ring with an indeterminate $x$ over $R$ is denoted by $R[x]$. While speaking about minimal ring in a certain class of rings, we refer to a ring with minimal order for rings in that class, due to Xue [21]. The notation ( $S$ ) stands for the two-sided ideal of $R$ generated by $\emptyset \neq S \subseteq R$, and we also write $\left(a_{1}, \ldots, a_{n}\right)$ in place of $(S)$ for simplicity when $S=\left\{a_{1}, \ldots, a_{n}\right\}$.

A ring is called Abelian if every idempotent is central. The zero in a nil ring is the only idempotent and so every nil ring is Abelian. The class of Abelian
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rings contains reduced rings (i.e., rings without nonzero nilpotent elements) and commutative rings. Another generalization of both reduced rings and commutative rings is Insertion-of-Factors-Property (simply IFP) which was introduced by Bell [4]. Due to Bell, a ring $R$ is usually called $I F P$ if $a b=0$ implies $a R b=0$ for $a, b \in R$. Shin [20] used the term SI for the IFP, while Narbonne [19] used semicommutative in place of the IFP. In fact reduced rings are easily shown to be IFP. It is also straightforward to check that every IFP ring is Abelian when it has an identity. However this result is no longer valid for rings without identity as we see in Section 2.

## 2. Right IIP rings and right IR rings

In this section we observe some interesting ring-theoretic generalizations of Abelian rings. We introduce the concepts of right IIP rings and right IR rings. The minimal non-Abelian one-sided IIP (IR) rings will be completely determined, up to isomorphism. It will be also shown that one-sided IR condition passes to power series rings and polynomial rings.

Lemma 2.1. For a ring $R$ with identity the following conditions are equivalent:
(1) $R$ is Abelian;
(2) If abe $=0$ for $a, b, e^{2}=e \in R$, then aeb $=0$;
(3) If $e a b=0$ for $a, b, e^{2}=e \in R$, then $a e b=0$;
(4) If $a e=0$ for $a, e^{2}=e \in R$, then $e a=0$;
(5) If $e a=0$ for $a, e^{2}=e \in R$, then $a e=0$.

Proof. (1) $\Rightarrow(2),(2) \Rightarrow(4),(1) \Rightarrow(3)$, and $(3) \Rightarrow(5)$ are obvious.
Let $e^{2}=e, r \in R$. Then $r(1-e) e=0$ and $r e(1-e)=0$. If $R$ satisfies the condition (4), then $e r(1-e)=0$ and $(1-e) r e=0$. These yield $r e=e r$, showing $(4) \Rightarrow(1)$. The proof of $(5) \Rightarrow(1)$ is similar.

In this paper we consider the conditions of Lemma 2.1 in rings without identity, and observe the structure of rings satisfying the conditions.

Definition 2.2. (1) A ring $R$ is said to satisfy right (resp. left) Insertion-of-Idempotents-Property (simply, called right (resp. left) IIP) if it satisfies the condition (2) (resp. (3)) of Lemma 2.1.
(2) A ring is called right (resp. left) Idempotent-Reversible (simply, $I R$ ) if it satisfies the condition (4) (resp. (5)) in Lemma 2.1.

The class of one-sided IIP rings contains both Abelian rings and nil rings, and right (resp. left) IIP rings are right (resp. left) IR by Lemma 2.4 below. A ring is both left and right IIP if and only if it is both left and right IR if and only if it is Abelian by Proposition 2.8 to follow.

This Insertion-of-Idempotents-Property is not left-right symmetric as illustrated by the following example.

Example 2.3. (1) Let $F$ be a field and $F\langle a, b\rangle$ the free algebra with noncommuting two indeterminates $a, b$ over $F$. Define

$$
A=\{f \in F\langle a, b\rangle \mid \text { the constant term of } f \text { is zero }\}
$$

and $I$ the ideal of $A$ generated by

$$
a b, a^{2}-a, b^{2} .
$$

Set $R=A / I$ and identify the elements in $A$ with their images in $R$ for simplicity. Then $a^{2}=a$ and $a b=0=b^{2}$ in $R$. Since $a b a=0$ (with $a^{2}=a$ ) but $b a a=b a \neq 0, R$ is not left IIP.

We will show that $R$ is right IIP. By the construction of $R$, every element $f \in R$ is of the form

$$
f=\alpha_{1} a+\alpha_{2} b a+\alpha_{3} b,
$$

where $\alpha_{1}, \alpha_{2}, \alpha_{3} \in F$.
Suppose $f^{2}=f$ for $f=\alpha_{1} a+\alpha_{2} b a+\alpha_{3} b$. Then

$$
\begin{align*}
& \alpha_{1}^{2} a=\alpha_{1} a  \tag{1}\\
& \alpha_{2} b a=\alpha_{1}\left(\alpha_{2}+\alpha_{3}\right) b a  \tag{2}\\
& \alpha_{3} b=0
\end{align*}
$$

Eq. (3) implies $\alpha_{3}=0$, entailing $\alpha_{2} b a=\alpha_{1} \alpha_{2} b a$. Eq. (1) implies $\alpha_{1}^{2}=\alpha_{1}$, and hence $\alpha_{1}=0$ or $\alpha_{1}=1$.

Assume $\alpha_{1}=0$. Then Eq. (2) implies $\alpha_{2} b a=0$ and so $\alpha_{2}=0$. This yields $f=0$.

Assume $\alpha_{1}=1$. Then $\alpha_{2} b a=\alpha_{2} b a$ since $\alpha_{2} b a=\alpha_{1} \alpha_{2} b a$. This yields $f=a+\alpha_{2} b a$.

Therefore the set of all idempotents in $R$ is

$$
E=\{0, a+\gamma b a \mid \gamma \in F\} .
$$

Now let $f=\alpha_{1} a+\alpha_{2} b a+\alpha_{3} b$ and $g=\beta_{1} a+\beta_{2} b a+\beta_{3} b$ for $\alpha_{i}, \beta_{i} \in F$ for $i=1,2,3$. Then, for $e=a+\gamma b a \in E$ with $\gamma \in F$, we have

$$
\begin{aligned}
f g e=f g(a+\gamma b a) & =\left(\alpha_{1} \beta_{1} a+\left(\alpha_{2} \beta_{1}+\alpha_{3} \beta_{1}\right) b a\right)(a+\gamma b a) \\
& =\alpha_{1} \beta_{1} a+\left(\alpha_{2} \beta_{1}+\alpha_{3} \beta_{1}\right) b a \\
& =\left(\alpha_{1} a+\alpha_{2} b a+\alpha_{3} b\right) \beta_{1} a \\
& =\left(\alpha_{1} a+\alpha_{2} b a+\alpha_{3} b\right) a \beta_{1} a \\
& =\left(\alpha_{1} a+\alpha_{2} b a+\alpha_{3} b\right) a\left(\beta_{1} a+\beta_{2} b a+\beta_{3} b\right) \\
& =\left(\alpha_{1} a+\alpha_{2} b a+\alpha_{3} b\right)(a+\gamma b a)\left(\beta_{1} a+\beta_{2} b a+\beta_{3} b\right) \\
& =f(a+\gamma b a) g=f e g .
\end{aligned}
$$

Then $f g e=0$ implies $f e g=0$ for $e^{2}=e \in R$. Therefore $R$ is right IIP.
(2) Let $A$ be the same ring as in (1). Let $J$ be the ideal of $A$ generated by

$$
b a, a^{2}-a, b^{2}
$$

Then the ring $R=A / J$ is not right IIP but left IIP by a similar computation to (1).
(3) Let $D$ be a domain with identity and $R=\left(\begin{array}{cc}D & D \\ 0 & 0\end{array}\right)$ a subring of $U_{2}(D)$. Note that every nonzero idempotent is of the form $\left(\begin{array}{cc}1 & \alpha \\ 0 & 0\end{array}\right)$ with $\alpha \in D$. Consider

$$
x=\left(\begin{array}{ll}
a & b \\
0 & 0
\end{array}\right), y=\left(\begin{array}{ll}
c & d \\
0 & 0
\end{array}\right), e=\left(\begin{array}{ll}
1 & \alpha \\
0 & 0
\end{array}\right) \in R .
$$

Then exy $=\left(\begin{array}{cc}a c & a d \\ 0 & 0\end{array}\right)=x e y$, but

$$
x y e=\left(\begin{array}{cc}
a c & a c \alpha \\
0 & 0
\end{array}\right) \neq\left(\begin{array}{cc}
a c & a d \\
0 & 0
\end{array}\right)=x e y
$$

when $a c \alpha \neq a d$ (e.g. $a=c=\alpha=1, d=0$ ). Thus $R$ is left IIP but not right IIP.
(4) Let $D$ be a domain with identity and $S=\left(\begin{array}{ll}0 & D \\ 0 & D\end{array}\right)$ a subring of $U_{2}(D)$. Then $S$ is right IIP but not left IIP through a similar computation as in (3), noting that every nonzero idempotent is of the form $\left(\begin{array}{ll}0 & \beta \\ 0 & 1\end{array}\right)$ with $\beta \in D$.

As we see in Example 2.3, one-sided IIP rings need not be Abelian when they do not have identity.

Lemma 2.4. If $R$ is a right (resp. left) IIP ring, then $R$ is right (resp. left) IR.

Proof. Let $R$ be right (resp. left) IIP. Suppose $a e=0$ (resp. $e a=0$ ) for $a, e^{2}=e \in R$. Then eae $=0$, and since $R$ is right (resp. left) IIP we get $e a=e e a=0($ resp. $a e=a e e=0)$.

Regularity, $\pi$-regularity, and strong $\pi$-regularity have important roles in ring theory and module theory. A ring $R$ is said to be $\pi$-regular if for every $x \in R$ there exists a positive integer $n$, depending on $x$, such that $x^{n} \in x^{n} R x^{n}$. A ring $R$ is said to be strongly $\pi$-regular if for every $x \in R$ there exists a positive integer $n$, depending on $x$, such that $x^{n} \in R x^{n+1}$. Strong $\pi$-regularity is leftright symmetric by Dischinger [7]. A ring $R$ is said to be (von Neumann) regular if $x \in x R x$ for every $x \in R$. Regular rings are clearly $\pi$-regular but the converse need not hold as can be seen by $\mathbb{Z}_{4}$. Strongly $\pi$-regular rings are $\pi$-regular by Azumaya [3]. For a division ring $D$ and a right $D$-module $V$, it is well-known that the endomorphism ring of $V$ over $D$ is strongly $\pi$-regular if and only if $V$ is finite dimensional over $D$. So if $V$ is infinite dimensional over $D$, then the endomorphism ring of $V$ over $D$ is regular (hence $\pi$-regular) but not strongly $\pi$-regular. Abelian $\pi$-regular rings are clearly strongly $\pi$-regular.

Proposition 2.5. A right $I R \pi$-regular ring is strongly $\pi$-regular.
Proof. Let $R$ be a right IR $\pi$-regular ring and $x \in R$. Since $R$ is $\pi$-regular, there exist $y \in R$ and a positive integer $n$ such that $x^{n}=x^{n} y x^{n}$. Here we claim $x^{n}=x^{2 n} y$, implying that $R$ is strongly $\pi$-regular. We first have $\left(x^{n}-\right.$
$\left.x^{2 n} y\right) x^{n} y=x^{n} x^{n} y-x^{n}\left(x^{n} y x^{n}\right) y=x^{n} x^{n} y-x^{n}\left(x^{n}\right) y=0$. Since $\left(x^{n} y\right)^{2}=x^{n} y$ and $R$ is right IR, we get $0=x^{n} y\left(x^{n}-x^{2 n} y\right)=x^{n}-x^{2 n} y$ and $x^{n}=x^{2 n} y$.

Note. (1) The idempotent-reversible condition is also not left-right symmetric by Example 2.3(1,2). Letting $R$ be the ring in Example 2.3(1) (resp. Example $2.3(2)$ ), we have that $R$ is right (resp. left) IIP (hence right (resp. left) IR) and that $R$ is not left (resp. right) IR since $a b=0$ but $b a \neq 0$ (resp. $b a=0$ but $a b \neq 0$ ), where $a^{2}=a, b \in R$.
(2) The ring in Example 2.3(3) (resp. Example 2.3(4)) is not right (resp. not left) IR as can be seen by $e_{12} e_{11}=0 \neq e_{11} e_{12}=e_{12}$ (resp. $e_{12} e_{22} \neq 0=e_{22} e_{12}$ ).

The following examples illustrate that the idempotent-reversible condition is not left-right symmetric, and that right IR rings need not be right IIP.

Example 2.6. (1) There exists a right IR ring that is not right IIP. Let $F$ be a field and $F\langle a, b\rangle$ the free algebra with noncommuting indeterminates $a, b$ over $F$. Define

$$
A=\{f \in F\langle a, b\rangle \mid \text { the constant term of } f \text { is zero }\}
$$

and $J$ the ideal of $A$ generated by

$$
a b, a^{2}-a .
$$

Set $R=A / J$ and identify the elements in $A$ with their images in $R$ for simplicity. Then $a^{2}=a$ and $a b=0$ in $R$. Since $a b=0$ (with $a^{2}=a$ ) but $b a \neq 0$, $R$ is not left IR.

We will show that $R$ is right IR but not right IIP. By the construction of $R$, every element $f \in R$ is of the form

$$
f=\alpha a+f_{1} a+f_{2}
$$

where $\alpha \in F$ and $f_{1}, f_{2} \in b F[b]$.
Suppose $f^{2}=f$ for $f=\alpha a+f_{1} a+f_{2} \in R$. Then

$$
\begin{align*}
& \alpha^{2} a=\alpha a ;  \tag{1}\\
& f_{1} a=\left(\alpha f_{1}+\alpha f_{2}+f_{2} f_{1}\right) a ;  \tag{2}\\
& f_{2}=f_{2}^{2} .
\end{align*}
$$

Eq. (3) implies $f_{2}=0$, entailing $f_{1} a=\alpha f_{1} a$ from Eq. (2). Next Eq. (1) implies $\alpha^{2}=\alpha$, and hence $\alpha=0$ or $\alpha=1$.

Assume $\alpha=0$. Then $f_{1} a=\alpha f_{1} a=0$ and so $f_{1}=0$, leading to $f=0$.
Assume $\alpha=1$. Then $f_{1} a=\alpha f_{1} a=f_{1} a$ and so $f=a+f_{1} a$.
Therefore the set of all idempotents in $R$ is

$$
E=\{0, a+k a \mid k \in b F[b]\} .
$$

Now let $f=\alpha a+f_{1} a+f_{2} \in R$ for $\alpha \in F$ and $f_{i} \in b F[b]$ for $i=1,2$. If $e=0$, then clearly $f e=0=e f$. If $f e=0$ for $e=a+k a \in E$ with $k \in b F[b]$, then we have

$$
0=\left(\alpha a+f_{1} a+f_{2}\right)(a+k a)=\alpha a+\left(f_{1}+f_{2}+f_{2} k\right) a
$$

and so $\alpha=0$, this leads to $f=f_{1} a+f_{2}$. This yields

$$
e f=(a+k a)\left(f_{1} a+f_{2}\right)=0
$$

by the construction of $J$. Thus $R$ is right IR.
Let

$$
x=b a-b, y=a, e=a+b a .
$$

Then $x y e=0$ but xey $=(b a-b)(a+b a) a=-b^{2} a \neq 0$; hence $R$ is not right IIP.
(2) Let $A$ be the same ring as in (1). Let $K$ be the ideal of $A$ generated by

$$
b a, a^{2}-a
$$

Then the ring $R=A / K$ is left IR (and not left IIP) but not right IR by a similar computation to (1).

Due to Lambek [17], a ring $R$ is called symmetric if $r s t=0$ implies $r t s=0$ for all $r, s, t \in R$. Anderson-Camillo [1] used the term $Z C_{3}$ for symmetric rings. Lambek proved, in [17, Proposition 1], that a ring $R$ is symmetric if and only if $r_{\sigma(1)} r_{\sigma(2)} \cdots r_{\sigma(n)}=0$ for any permutation $\sigma$ of the set $\{1,2, \ldots, n\}$ when $r_{1} r_{2} \cdots r_{n}=0$ for any positive integer $n$ and $r_{i} \in R$. Anderson-Camillo also obtained this result independently in [1, Theorem I.1]. We will use this result freely. According to Cohn [6], a ring $R$ is called reversible if $a b=0$ implies $b a=0$ for $a, b \in R$. Anderson-Camillo [1] used the term $Z C_{2}$ for reversible rings. Essential properties of symmetric rings and reversible rings are developed in related literature. It is evident that commutative rings are both symmetric and reversible. Reduced rings are symmetric by [1, Theorem I.3] or [17, Proposition 1], and there are many kinds of non-reduced commutative rings.

If $R$ is a symmetric ring with identity, then $R$ is clearly reversible (but the converse need not hold by [1, Examples I.5] or [18, Examples 5 and 7]); however for rings without identity this implication is no longer valid as we see in the following example.
Example 2.7. (1) Let $A$ be a ring with identity and $R=\left\{\left.\left(\begin{array}{lll}0 & a & b \\ 0 & 0 & c \\ 0 & 0 & 0\end{array}\right) \right\rvert\, a, b, c \in A\right\}$ a subring of $U_{3}(A)$. Since $R^{3}=0, R$ is clearly symmetric. But since $e_{23} e_{12}=0$ and $e_{12} e_{23}=e_{13} \neq 0, R$ is not reversible.
(2) The construction is due to [18, Example 1]. Let $S=\{a, b\}$ be the semigroup with multiplication $a^{2}=a b=a, b^{2}=b a=b$. Put $R=\mathbb{Z}_{2} S$, which is a four-element semigroup ring. Then $a(a+b)=a^{2}+a b=2 a=0$ but $(a+b) a=a^{2}+b a=a+b \neq 0$; hence $R$ is not reversible. Since $x y z=x z y$ for all $x, y, z \in R, R$ is symmetric.

Recall that any symmetric ring is Abelian when it has an identity. But a symmetric ring, without identity, need not be Abelian as can be seen by the relations $a^{2}=a, b^{2}=b, a=a b \neq b a=b$ in Example 2.7(2). The class of Abelian rings contains reversible rings as we see in the following proposition.

Proposition 2.8. Let $R$ be a ring.
(1) $R$ is right (resp. left) IR if and only if er $=$ ere (resp. re $=$ ere) for every $e^{2}=e \in R$ and $r \in R$.
(2) If $R$ is right (resp. left) IIP, then er $=$ ere (resp. re $=$ ere) for every $e^{2}=e \in R$ and $r \in R$.
(3) If $R$ is reversible, then $R$ is Abelian.

Proof. (1) Let $R$ be right (resp. left) IR, and $r, e^{2}=e \in R$. Then $e(e r-$ $r e) e=0$. Since $R$ is right (resp. left) IR, $0=e e(e r-r e)=e r-e r e(r e s p$. $0=(e r-r e) e e=e r e-r e)$. This implies er $=$ ere (resp. re=ere).

Conversely, suppose that $e r=e r e$ for every $r, e^{2}=e \in R$. Let $a f=0$ for $a, f^{2}=f \in R$. Then $f a=f a f=0$. The computation for the left case is similar.
(2) is obtained from Lemma 2.4 and (1).
(3) It is obvious that reversible rings are left and right IR. So (3) is an immediate consequence of (1).

The following corollary is obtained immediately from Proposition 2.8(1), (2).
Corollary 2.9. Let $R$ be a ring. Then $R$ is both left and right $I R$ if and only if $R$ is Abelian if and only if $R$ is both left and right IIP.

Note that both symmetric rings and reversible rings are IFP. There exist many kinds of Abelian rings which are not IFP (hence are neither reversible nor symmetric) as we see in the following example.

Example 2.10. (1) Let $A$ be a ring with identity and

$$
R=\left\{\left.\left(\begin{array}{cccc}
0 & a & b & c \\
0 & 0 & d & e \\
0 & 0 & 0 & f \\
0 & 0 & 0 & 0
\end{array}\right) \right\rvert\, a, b, c, d, e, f \in A\right\}
$$

a subring of $U_{4}(A)$. Since $R^{4}=0,0$ is the only idempotent and so $R$ is clearly Abelian. But $e_{23} e_{12}=0, e_{12} e_{23}=e_{13} \neq 0$, and $e_{12} e_{34} e_{23}=0, e_{12} e_{23} e_{34}=$ $e_{14} \neq 0$. So $R$ is not IFP and so is neither reversible nor symmetric.
(2) Let $D$ be a domain with identity and $A=D \oplus D$. Define

$$
R=\left\{\left.\left(\begin{array}{cccc}
\alpha & a & b & c \\
0 & \alpha & d & e \\
0 & 0 & \alpha & f \\
0 & 0 & 0 & \alpha
\end{array}\right) \right\rvert\, \alpha \in D \oplus 0 \text { and } a, b, c, d, e, f \in A\right\}
$$

as a subring of $U_{4}(A)$. Then $R$ is Abelian by [12, Lemma 2], but $R$ is not IFP by the same calculation as in (1).
(3) Let $A$ be an Abelian ring with identity and

$$
R=\left\{\left.\left(\begin{array}{cccc}
\beta & a & b & c \\
0 & \beta & d & e \\
0 & 0 & \beta & f \\
0 & 0 & 0 & \beta
\end{array}\right) \right\rvert\, \beta, a, b, c, d, e, f \in A\right\}
$$

a subring, of $U_{4}(A)$, with identity. Then $R$ is Abelian by [12, Lemma 2], but $R$ is not IFP by the same calculation as in (1).
(4) The construction is due to [14, Example 2.1]. Let $A=\mathbb{Z}_{2}\left\langle a_{0}, a_{1}, a_{2}, b_{0}, b_{1}\right.$, $\left.b_{2}\right\rangle$ be the free algebra with noncommuting indeterminates $a_{0}, a_{1}, a_{2}, b_{0}, b_{1}, b_{2}$ over $\mathbb{Z}_{2}$. Next define $B$ as the subalgebra of $A$ of polynomials with zero constant terms. Consider an ideal of the ring $B$, say $I$, generated by the following elements:

$$
\begin{gathered}
a_{0} b_{0}, a_{0} b_{1}+a_{1} b_{0}, a_{0} b_{2}+a_{1} b_{1}+a_{2} b_{0}, a_{1} b_{2}+a_{2} b_{1}, a_{2} b_{2}, a_{0} r b_{0}, a_{2} r b_{2} \\
b_{0} a_{0}, b_{0} a_{1}+b_{1} a_{0}, b_{0} a_{2}+b_{1} a_{1}+b_{2} a_{0}, b_{1} a_{2}+b_{2} a_{1}, b_{2} a_{2}, b_{0} r a_{0}, b_{2} r a_{2} \\
\left(a_{0}+a_{1}+a_{2}\right) r\left(b_{0}+b_{1}+b_{2}\right),\left(b_{0}+b_{1}+b_{2}\right) r\left(a_{0}+a_{1}+a_{2}\right), \text { and, } r_{1} r_{2} r_{3} r_{4},
\end{gathered}
$$

where $r, r_{1}, r_{2}, r_{3}, r_{4} \in B$. Set $R=B / I$. Then $R$ is a ring which is both reversible and symmetric by the calculation in [11, Example 3.1]. But $R[x]$ is not IFP (hence is neither reversible nor symmetric) as can be seen by the products $\left(a_{0}+a_{1} x+a_{2} x^{2}\right)\left(b_{0}+b_{1} x+b_{2} x^{2}\right)=0$ and $\left(a_{0}+a_{1} x+a_{2} x^{2}\right) R\left(b_{0}+\right.$ $\left.b_{1} x+b_{2} x^{2}\right) \neq 0$. Note that $R[x]$ is Abelian by [13, Lemma 8] since $R$ is Abelian by Proposition 2.8(3). Notice that $A / I$, with identity, also satisfies the same properties as $R$.

We also see the relations among the concepts above for rings without identity in the following example.

Example 2.11. (1) Let $D$ be a domain and $R=\left(\begin{array}{cc}D & D \\ 0 & 0\end{array}\right)$. Let $0 \neq x=$ $\left(\begin{array}{ll}a & b \\ 0 & 0\end{array}\right), 0 \neq y=\left(\begin{array}{cc}c & d \\ 0 & 0\end{array}\right) \in R$. If $x y=0$, then $a=0$. Whence for any $z=\left(\begin{array}{cc}e & f \\ 0 & 0\end{array}\right) \in R$ we also get $x z y=0$. So $R$ is IFP, but $R$ is non-Abelian as can be seen by the idempotent $e_{11}$. A similar calculation shows that $\left(\begin{array}{ll}0 & D \\ 0 & D\end{array}\right)$ is also IFP but nonAbelian. These non-Abelian IFP rings are neither reversible nor symmetric by Proposition 2.8(3).
(2) Let $D$ be a domain. Then $A=\left(\begin{array}{cc}D & D \\ 0 & 0\end{array}\right)$ and $B=\left(\begin{array}{ll}0 & D \\ 0 & D\end{array}\right)$ are both IFP by the argument in (1), but $A$ is not right IR (hence not right IIP) and $B$ is not left IR (hence not left IIP) by Lemma 2.4.
(3) An IFP ring, with identity, need not reversible by the subring

$$
R=\left\{\left.\left(\begin{array}{lll}
a & b & c \\
0 & a & d \\
0 & 0 & a
\end{array}\right) \right\rvert\, a, b, c, d \in A\right\}
$$

of $U_{3}(A)$, where $A$ is a reduced ring. In fact, $R$ is IFP by [14, Proposition 1.2], but it is not reversible since $e_{12} e_{23}=e_{13} \neq 0=e_{23} e_{12}$.
(4) Let $R$ be any ring in Example 2.10(1,2,3). Then $R$ is Abelian (hence left and right IIP) by the arguments in Example 2.10(1,2,3). However $R$ is not IFP by [14, Example 1.3]. In [14, Example 1.3], we see that $\left(e_{12}-e_{13}\right)\left(e_{24}+e_{34}\right)=0$ but $\left(e_{12}-e_{13}\right) e_{23}\left(e_{24}+e_{34}\right)=e_{14}$.

There exist many regular rings without identity as can be seen by the direct sum of infinitely many regular rings with identity. For regular rings, previously mentioned ring properties are all equivalent as we see in the following theorem.

Theorem 2.12. Given a regular ring $R$, the following conditions are equivalent:
(1) $R$ is reduced;
(2) $R$ is symmetric;
(3) $R$ is reversible;
(4) $R$ is IFP;
(5) $R$ is Abelian;
(6) $R$ is right IIP;
(7) $R$ is left IIP;
(8) $R$ is right $I R$;
(9) $R$ is left $I R$.

Proof. We have obviously the implications $(1) \Rightarrow(2),(1) \Rightarrow(3),(2) \Rightarrow(4)$, $(3) \Rightarrow(4),(5) \Rightarrow(6)$, and $(5) \Rightarrow(7)$. The implications $(2) \Rightarrow(5)$ and $(3) \Rightarrow(5)$ are obtained by Proposition 2.8(3). If $R$ is Abelian and $a^{2}=0$ for $a \in R$, then $0=a^{2}=a^{2} b=a a b=a b a=a$ and so $R$ is reduced, where $a=a b a$ for some $b \in R$ (by the regularity of $R$ ). Thus the conditions (1), (2), (3), and (5) are always equivalent when $R$ is regular. The implications $(6) \Rightarrow(8)$ and $(7) \Rightarrow(9)$ are obtained by Lemma 2.4.

When $R$ has an identity then $(4) \Rightarrow(5)$ is obvious. So if $R$ has an identity, then the equivalences are obtained by Lemmas 2.1 and 2.4. So we assume that $R$ does not have an identity. So it suffices to show that $(8) \Rightarrow(5),(9) \Rightarrow(5)$, and $(4) \Rightarrow(5)$.
$(8) \Rightarrow(5)$ : Let $R$ be right IR. Assume on the contrary that there exist $r, e^{2}=e \in R$ with $r e-e r \neq 0$. Let $x=r e-e r$. Then ere $=e r$ by Proposition 2.8(1), entailing $e x=0$. Since $R$ is regular, there exists $y \in R$ such that $x=x y x$. Then

$$
0=e x=x e x y=x y x e=x e
$$

Now $e x=0=x e$ gives $e r=e r e=r e$, a contradiction. Thus $R$ is Abelian. The proof of $(9) \Rightarrow(5)$ is similar.
$(4) \Rightarrow(5)$ : Let $R$ be IFP. Assume on the contrary that there exist $r, e^{2}=$ $e \in R$ with $r e-e r \neq 0$. Let $y=e r e-r e$, then $e y=0$. Since $R$ is regular, there exists $z \in R$ such that ye $=$ yezye. Then

$$
0=e y=e z y=y e z y e=y e
$$

leading to $e r e=r e$. Next let $y_{1}=e r e-e r$, then $y_{1} e=0$. Since $R$ is regular, there exists $z_{1} \in R$ such that $e y_{1}=e y_{1} z_{1} e y_{1}$. Then

$$
0=y_{1} e=y_{1} z_{1} e=e y_{1} z_{1} e y_{1}=e y_{1}
$$

hence $e r e=e r$. Now we get $r e=e r e=e r$, a contradiction.
As we see in Example 2.11, IFP rings without identity need not be Abelian and so the proofs of directions (e.g., $(4) \Rightarrow(5))$ in Theorem 2.12 are necessary.

Regular rings are clearly $\pi$-regular, and there exist many kinds of $\pi$-regular rings that are not regular rings. Based on Theorem 2.12, one may conjecture that $\pi$-regular right IIP rings are also Abelian. But the ring $S=\left(\begin{array}{cc}0 & D \\ 0 & D\end{array}\right)(D$ : a division ring) is a non-Abelian right IIP ring by Example 2.3(4). A quick calculation shows that $S$ is not regular but $\pi$-regular.

In the following arguments we examine various kinds of ring extensions on the right IIP and right IR conditions. Quick calculations reveal the following lemma.

Lemma 2.13. (1) The class of right IIP rings is closed under subrings, direct sums, and direct products.
(2) The class of right $I R$ rings is closed under subrings, direct sums, and direct products.
(3) The class of Abelian rings is closed under subrings, direct sums, and direct products.

We first compute the case of polynomial rings and power series rings. Given a ring $R$ the power series ring, with an indeterminate $x$ over $R$, is denoted by $R[[x]]$.

Theorem 2.14. Let $R$ be a ring. Then we have the following results:
(1) $R$ is right $I R$ if and only if so is $R[[x]]$.
(2) $R$ is right $I R$ if and only if so is $R[x]$.

Proof. (1) It suffices to show the necessity. Let $R$ be right IR. Suppose that $f(x) e(x)=0$ for $f(x)=\sum_{i=0}^{\infty} a_{i} x^{i}, e(x)^{2}=e(x)=\sum_{j=0}^{\infty} e_{j} x^{j} \in R[[x]]$.

From $e(x)^{2}=e(x)$, we have the following equations:

$$
\begin{aligned}
e_{0}^{2} & =e_{0} \\
e_{1} & =e_{0} e_{1}+e_{1} e_{0} \\
e_{2} & =e_{0} e_{2}+e_{1}^{2}+e_{2} e_{0} \\
& \vdots \\
e_{n} & =e_{0} e_{n}+e_{1} e_{n-1}+\cdots+e_{n-1} e_{1}+e_{n} e_{0}
\end{aligned}
$$

Multiplying Eq. (1) by $e_{0}$ on the left, we get $e_{0} e_{1}=e_{0} e_{1}+e_{0} e_{1} e_{0}$ and this gives $e_{0} e_{1} e_{0}=0$. Since $R$ is right IR, we have $e_{0} e_{1}=0$ and so this yields $e_{1}=e_{1} e_{0}$.

Then from Eq. (2), we get $e_{2}=e_{0} e_{2}+e_{1}^{2}+e_{2} e_{0}=e_{0} e_{2}+e_{1} e_{0} e_{1}+e_{2} e_{0}=$ $e_{0} e_{2}+e_{2} e_{0}$ since $e_{0} e_{1}=0$. Multiplying this equation by $e_{0}$ on the left, we get $e_{0} e_{2}=e_{0} e_{2}+e_{0} e_{2} e_{0}$ and this gives $e_{0} e_{2} e_{0}=0$. Since $R$ is right IR, we have $e_{0} e_{2}=0$ and so this yields $e_{2}=e_{2} e_{0}$. We will proceed by induction. Assume that $e_{0} e_{j}=0, e_{j}=e_{j} e_{0}$ for $j \in\{1, \ldots, k-1\}$. Then

$$
\begin{aligned}
e_{k} & =e_{0} e_{k}+e_{1} e_{k-1}+\cdots+e_{k-1} e_{1}+e_{k} e_{0} \\
& =e_{0} e_{k}+e_{1} e_{0} e_{k-1}+\cdots+e_{k-1} e_{0} e_{1}+e_{k} e_{0} \\
& =e_{0} e_{k}+e_{k} e_{0}
\end{aligned}
$$

Multiplying $e_{k}=e_{0} e_{k}+e_{k} e_{0}$ by $e_{0}$ on the left, we get $e_{0} e_{k}=e_{0} e_{k}+e_{0} e_{k} e_{0}$ and this gives $e_{0} e_{k} e_{0}=0$. Since $R$ is right IR, we have $e_{0} e_{k}=0$ and so this yields $e_{k}=e_{k} e_{0}$. Thus we now have

$$
e_{0}^{2}=e_{0} \text { and } e_{0} e_{j}=0, e_{j}=e_{j} e_{0} \text { for all } j \in\{1, \ldots, k\}
$$

Thus the induction gives

$$
\begin{equation*}
e_{0}^{2}=e_{0} \text { and } e_{0} e_{j}=0, e_{j}=e_{j} e_{0} \text { for all } j \in\{1,2, \ldots\} \tag{3}
\end{equation*}
$$

Next from $f(x) e(x)=0$, we have the following equations:

$$
\begin{align*}
& 0=a_{0} e_{0} \\
& 0=a_{0} e_{1}+a_{1} e_{0}  \tag{4}\\
& 0=a_{0} e_{2}+a_{1} e_{1}+a_{2} e_{0}  \tag{5}\\
& \vdots \\
& 0=a_{0} e_{n}+a_{1} e_{n-1}+\cdots+a_{n-1} e_{1}+a_{n} e_{0}
\end{align*}
$$

$a_{0} e_{0}=0$ implies $e_{0} a_{0}=0$ since $R$ is right IR. Multiplying Eq. (4) by $e_{0}$ on the left, we get $0=e_{0} a_{0} e_{1}+e_{0} a_{1} e_{0}=e_{0} a_{1} e_{0}$ since $e_{0} a_{0}=0$. Since $R$ is right IR, we have $e_{0} a_{1}=0$. Multiplying Eq. (5) by $e_{0}$ on the left, we get $0=e_{0} a_{0} e_{2}+e_{0} a_{1} e_{1}+e_{0} a_{2} e_{0}=e_{0} a_{2} e_{0}$ since $e_{0} a_{0}=0$ and $e_{0} a_{1}=0$. Since $R$ is right IR, we have $e_{0} a_{2}=0$. We will proceed by induction. Assume that $e_{0} a_{i}=0$ for all $i \in\{0,1, \ldots, k-1\}$. Then

$$
\begin{aligned}
0 & =a_{0} e_{k}+a_{1} e_{k-1}+\cdots+a_{k-1} e_{1}+a_{k} e_{0} \\
& =e_{0} a_{0} e_{k}+e_{0} a_{1} e_{k-1}+\cdots+e_{0} a_{k-1} e_{1}+e_{0} a_{k} e_{0} \\
& =e_{0} a_{k} e_{0}
\end{aligned}
$$

Since $R$ is right IR, we have $e_{0} a_{k}=0$. Thus we now have

$$
e_{0} a_{i}=0 \text { for all } i \in\{0,1, \ldots, k\}
$$

Thus the induction gives

$$
\begin{equation*}
e_{0} a_{i}=0 \text { for all } i \in\{0,1,2, \ldots\} \tag{6}
\end{equation*}
$$

Now consider $e_{j} a_{i}$ for all $i, j$. If $j=0$, then $e_{j} a_{i}=0$ by the result (6). If $j \geq 1$, then $e_{j} a_{i}=e_{j} e_{0} a_{i}$ by the result (3) and so the result (6) implies $e_{j} a_{i}=e_{j} e_{0} a_{i}=0$. These yield $e(x) f(x)=0$ and thus $R[[x]]$ is right IR.
(2) comes from (1) and Lemma 2.13(2).

In the proof of Theorem 2.14, we obtain and use the fact that $e_{0} e(x)=e_{0}$ and $e(x) e_{0}=e(x)$.

The left IR condition also can go up to polynomial rings by similar arguments to the proof of the preceding theorem.

Corollary 2.15 ([14, Lemma 8]). Suppose that a ring $R$ is Abelian. Then we have the following results:
(1) Every idempotent of $R[x]$ is in $R$ and $R[x]$ is Abelian.
(2) Every idempotent of $R[[x]]$ is in $R$ and $R[[x]]$ is Abelian.

Proof. Let $R$ be Abelian. Then by the proof of Theorem 2.14, every idempotent in $R[[x]]$ is of the form $e^{2}=e \in R$. The rest is obtained from Theorem 2.14 and Corollary 2.9.

Lastly we study the minimality for non-Abelian right (left) IIP (IR) rings. $\left(\begin{array}{l}0 \\ \mathbb{Z}_{2} \\ \mathbb{Z}_{2}\end{array}\right)$ (resp. $\left(\begin{array}{c}\mathbb{Z}_{2} \\ 0\end{array} \mathbb{Z}_{2}\right.$ 2 $)$ ) is right (resp. left) IIP by Example 2.3(4) (resp. Example 2.3(3)), but not left (resp. right) IR as can be seen by $e_{22} e_{12}=0 \neq e_{12}=$ $e_{12} e_{22}$ (resp. $e_{11} e_{12}=e_{12} \neq 0=e_{12} e_{11}$ ). Given a ring $R$, the upper nilradical (i.e., the sum of all nil ideals) and the set of all nilpotent elements in $R$ are denoted by $N^{*}(R)$ and $N(R)$, respectively.

Theorem 2.16. For a ring $R$, we have the following results:
(1) If $R$ is a minimal non-Abelian right IIP ring, then $R$ is isomorphic to $\left(\begin{array}{l}0 \\ \mathbb{Z}_{2} \\ \mathbb{Z}_{2}\end{array}\right)$.
(2) If $R$ is a minimal non-Abelian left IIP ring, then $R$ is isomorphic to $\left(\begin{array}{c}\mathbb{Z}_{2} \mathbb{Z}_{2} \\ 0 \\ 0\end{array}\right)$.
(3) If $R$ is a minimal non-Abelian right $I R$ ring, then $R$ is isomorphic to $\left(\begin{array}{l}0 \\ \mathbb{Z}_{2} \\ 0 \\ \mathbb{Z}_{2}\end{array}\right)$.
(4) If $R$ is a minimal non-Abelian left $I R$ ring, then $R$ is isomorphic to $\left(\begin{array}{cc}\mathbb{Z}_{2} & \mathbb{Z}_{2} \\ 0 & 0\end{array}\right)$.

Proof. Let $R$ be a minimal non-Abelian right IR ring. Then $|R|=4$ by the existence of the right IR ring $\left(\begin{array}{ll}0 & \mathbb{Z}_{2} \\ 0 & \mathbb{Z}_{2}\end{array}\right)$.

If $R$ is nilpotent, then by [15, Theorem 2.3.3], there is a basis $\{a, b\}$ for $R$ over $\mathbb{Z}_{2}$ such that $a^{2}=b^{2}=a b=b a=0$ or $a^{2}=b, a^{3}=0$. This implies that $R$ is commutative, a contradiction.

Suppose $J(R)=0$. Here assume that the characteristic of $R$ is $\geq 3$. Then there exists a nonzero $x \in R$ with $|x| \geq 3$. This yields $|x|=4$ since $|R|=4$, entailing $R=\{0, x, 2 x, 3 x\}$. So $R$ is commutative, a contradiction. Thus the characteristic of $R$ is 2 . Whence we can construct an extension ring $R^{1}$ by attaching an identity to $R$, i.e., $R^{1}=R \times \mathbb{Z}_{2}$ with $\left(x_{1}, n_{1}\right)+\left(x_{2}, n_{2}\right)=$
$\left(x_{1}+x_{2}, n_{1}+n_{2}\right)$ and $\left(x_{1}, n_{1}\right)\left(x_{2}, n_{2}\right)=\left(x_{1} x_{2}+n_{1} x_{2}+n_{2} x_{1}, n_{1} n_{2}\right)$. Then $R^{1}$ has the identity $(0,1)$ and a subring $R \times 0 \cong R$. Moreover since $J(R)=0$, we also have $J\left(R^{1}\right)=0$. By the Wedderburn-Artin theorem, $R^{1} \cong \operatorname{Mat}_{n_{1}}\left(\mathbb{Z}_{2}\right) \oplus$ $\cdots \oplus \operatorname{Mat}_{n_{k}}\left(\mathbb{Z}_{2}\right)$ for some $n_{i} \geq 1(i=1, \ldots, k)$. But $\left|R^{1}\right|=8$, and so every $n_{i}$ must be 1 , yielding $k=3$. Then $R^{1}$ is commutative and so is $R$, a contradiction.

We now have that $R$ has non-nilpotent and $J(R) \neq 0$. This yields $|J(R)|=2$, and this implies $R / J(R) \cong \mathbb{Z}_{2}$. By [16, Proposition 3.6.2], there exists an idempotent $e \in R$ such that $1+J(R)=e+J(R)$. Since $R$ is non-Abelian, there exists $b \in R$ such that $e b \neq b e$, entailing $R=\{0, e, b, e+b\}$ and $J(R)=\{0, b\}$, $b^{2}=0$. Let $e b \neq 0$ and assume $e b=e+b$. Then $0=e b b=e b+b b=e b$ and so $e b=b$ (if $e b=e$, then $0=e b b=e b$ ). Similarly $b e=b$ when $b e \neq 0$. Since $b e \neq e b$, we have two cases

$$
(b e=b, e b=0) \text { and }(e b=b, b e=0) .
$$

If $R$ is right IR, then $R$ is the former case; and if $R$ is left IR, then $R$ is the latter case. Next let $R_{1}=\left(\begin{array}{ll}0 & \mathbb{Z}_{2} \\ 0 & \mathbb{Z}_{2}\end{array}\right)$ and $R_{2}=\left(\begin{array}{cc}\mathbb{Z}_{2} & \mathbb{Z}_{2} \\ 0 & 0\end{array}\right)$. In the former case, $R \cong R_{1}$ by $e \mapsto e_{22}, b \mapsto e_{12}$; and in the latter case, $R \cong R_{2}$ by $e \mapsto e_{11}, b \mapsto e_{12}$. These complete the proof since right (resp. left) IIP ring is right (resp. left) IR by Lemma 2.4.

## 3. Abelian rings of minimal order

In this section we observe the classes of minimal Abelian rings. The following lemma is a base for our process.

Lemma 3.1. Let $R$ be an Abelian ring with identity. Then $R$ is semiperfect if and only if $R$ is a finite direct sum of local rings.

Proof. Suppose that $R$ is semiperfect. Then $R$ has a finite orthogonal set of local idempotents whose sum is 1 by [16, Proposition 3.7.2], say $R=\sum_{i=1}^{n} e_{i} R$ such that each $e_{i} R e_{i}$ is a local ring. Since $R$ is Abelian, each $e_{i} R$ is an ideal of $R$ with $e_{i} R=e_{i} R e_{i}$. The converse is trivial.

First note the following kinds of Abelian rings. A ring is called right (resp. left) duo if every right (resp. left) ideal is two-sided, due to Feller [10]. It is obvious that one-sided duo rings are IFP.

Example 3.2. (1) $R_{1}=D_{3}\left(\mathbb{Z}_{2}\right)$ is IFP by [14, Proposition 1.2]. So $R_{1}$ is a noncommutative Abelian ring of order 16 over $\mathbb{Z}_{2}$. Note that $R_{1}$ is neither left nor right duo. Next consider $A=\mathbb{Z}_{2}\langle x, y\rangle$, the free algebra with noncommuting indeterminates $x, y$ over the field $\mathbb{Z}_{2}$. Due to Xu and Xue [22, Example 7], let $I$ be the ideal of $A$ generated by

$$
x^{3}, y^{2}, y x, x^{2}-x y
$$

and $B=A / I$. Then $B$ is IFP by the argument in [22, Example 7]. But $R_{1}$ is isomorphic to $B$ through the correspondence $x \mapsto e_{12}+e_{23}$ and $y \mapsto e_{23}$.
(2) The construction is due to Xue [21, Example 2]. Note that

$$
R_{2}=\left\{\left.\left(\begin{array}{cc}
a & b \\
0 & a^{2}
\end{array}\right) \right\rvert\, a, b \in G F\left(2^{2}\right)\right\}
$$

is duo (hence IFP) by the computation in [21, Example 2]. So $R_{2}$ is a noncommutative Abelian ring of order 16 over $G F\left(2^{2}\right)$.
(3) The construction is due to Xue [21, Example 2]. Let $\mathbb{Z}_{4}\langle x, y\rangle$ be the free algebra with noncommuting indeterminates $x, y$ over $\mathbb{Z}_{4}$. Let $R_{3}=\mathbb{Z}_{4}\langle x, y\rangle / I$ where $I$ is the ideal of $\mathbb{Z}_{4}\langle x, y\rangle$ generated by $x^{3}, y^{3}, y x, x^{2}-x y, x^{2}-2, y^{2}-$ $2,2 x, 2 y$. Then $R_{3}$ is duo (hence IFP) by the computation in [21, Example 2]. So $R_{3}$ is a noncommutative Abelian ring of order 16 over $\mathbb{Z}_{4}$.
(4) The construction is due to Xue [21, Example 2]. Let $R=\mathbb{Z}_{2}\langle x, y\rangle$ be the free algebra with noncommuting indeterminates $x, y$ over the field $\mathbb{Z}_{2}$. Let $I$ be the ideal of $R$ generated by

$$
x^{3}, y^{3}, y x, x^{2}-x y, y^{2}-x y
$$

and $R_{4}=R / I$. Then $R_{4}$ is duo (hence IFP) by the computation in [21, Example 2]. So $R_{4}$ is a noncommutative Abelian ring of order 16 over $\mathbb{Z}_{2}$.
(5) The construction is due to Xu and Xue [22, Example 7]. Let $R=\mathbb{Z}_{4}\langle x, y\rangle$ be the free algebra with noncommuting indeterminates $x, y$ over $\mathbb{Z}_{4}$. Let $I$ be the ideal of $R$ generated by

$$
x^{3}, y^{2}, y x, x^{2}-x y, x^{2}-2,2 x, 2 y
$$

and $R_{5}=R / I$. Then $R_{5}$ is IFP by the argument in [22, Example 7]. So $R_{5}$ is a noncommutative Abelian ring of order 16 over $\mathbb{Z}_{4}$.

The rings in Example 3.2 are minimal noncommutative Abelian rings with identity as we see in the following theorem.

Theorem 3.3. Let $R$ be a ring with identity. If $R$ is a minimal noncommutative Abelian ring, then $R$ is of order 16 and is isomorphic to $R_{i}$ for some $i \in\{1,2,3,4,5\}$, where $R_{i}$ 's are the rings in Example 3.2.

Proof. We apply the proof of [11, Theorem 2.6]. Eldridge proved that a finite ring is commutative when its order has a cube free factorization in [8, Theorem], and that if a finite noncommutative ring is of order $p^{3}, p$ a prime, then it is isomorphic to $U_{2}(G F(p))$ in [8, Proposition]. Thus every minimal noncommutative ring is isomorphic to $U_{2}\left(\mathbb{Z}_{2}\right)$. But $U_{2}\left(\mathbb{Z}_{2}\right)$ is non-Abelian, and so a minimal noncommutative Abelian ring is of order 16 by the ring in Example $3.2(1)$.

Let $R$ be a minimal noncommutative Abelian ring. Then $R$ is a local ring by Lemma 3.1 since $R$ is minimal. Here we have three cases: $|J(R)|=2$, $|J(R)|=4$ or $|J(R)|=8$, where $|J(R)|$ means the cardinality of $J(R)$. Note that $R / J(R)$ is a field and $J(R)$ is a vector space over $R / J(R)$.

The case of $|J(R)|=2$ is impossible by the proof of [11, Theorem 2.6].

Consider the case of $|J(R)|=4$. In this case $R$ is isomorphic to

$$
\left\{\left.\left(\begin{array}{cc}
a & b \\
0 & a^{2}
\end{array}\right) \right\rvert\, a, b \in G F\left(2^{2}\right)\right\}
$$

by the proof of [11, Theorem 2.6].
Lastly suppose $|J(R)|=8$. Then $R / J(R) \cong \mathbb{Z}_{2}$, and $J(R)$ is a nilpotent algebra of dimension 3 over $\mathbb{Z}_{2}$. Thus, by Kruse and Price [15, Theorem 2.3.6], $J(R)$ has a basis $\{a, b, c\}$, with $J(R) c=c J(R)=0$, such that one of the following conditions holds:
(1) $a^{2}=a b=b a=b^{2}=0$;
(2) $a^{2}=b^{2}=0, a b=-b a=c$;
(3) $a^{2}=c, a b=b a=b^{2}=0$;
(4) $a^{2}=c, a b=b a=0, b^{2}=c$;
(5) $a^{2}=a b=c, b a=0, b^{2}=\phi c$ for some $\phi \in \mathbb{Z}_{2}$ (i.e., $b^{2}=0$ or $b^{2}=c$ );
(6) $a^{2}=b, a^{3}=c, a^{4}=0$, where all of the preceding algebras are mutually non-isomorphic.

Since $R=\{a, 1+a \mid a \in J(R)\}$, we have that $R$ is commutative if and only if so is $J(R)$. Consider the case (2). Since $J(R)$ is a vector space over $\mathbb{Z}_{2}$, $v=-v$ for all $v \in J(R)$, entailing $a b=-b a=b a$. In the case (6), $a b=b a$ clearly. Thus $R$ is commutative when $J(R)$ satisfies one of the conditions (1), (2), (3), (4), and (6). So it suffices to examine the condition (5) to complete the proof.

Consider the ring $R_{1}$ in Example 3.2(1). Recall $J\left(R_{1}\right)=\left(\begin{array}{ccc}0 & \mathbb{Z}_{2} & \mathbb{Z}_{2} \\ 0 & 0 & \mathbb{Z}_{2} \\ 0 & 0 & 0\end{array}\right)$. Let $a=e_{12}+e_{23}, b=e_{23}, c=e_{13} \in J\left(R_{1}\right)$. Then $J\left(R_{1}\right)$ satisfies the condition (5) with $J\left(R_{1}\right) c=c J\left(R_{1}\right)=0$ and $b^{2}=0=0 c$.

Consider the ring $R_{3}$ in Example 3.2(3) and recall $J\left(R_{3}\right)=2 \mathbb{Z}_{4}+R_{2} x R_{2}+$ $R_{2} y R_{2}$. Let $a=\bar{x}-\bar{y}, b=\bar{x}, c=\overline{2} \in J\left(R_{3}\right)$. Then $J\left(R_{3}\right)$ satisfies the condition (5) with $J\left(R_{3}\right) c=c J\left(R_{3}\right)=0$ and $b^{2}=c=1 c$.

Consider the ring $R_{4}$ in Example 3.2(4) and recall $J\left(R_{4}\right)=(\bar{x}, \bar{y})$. Let $a=\bar{x}, b=\bar{y}, c=\bar{x}^{2} \in J\left(R_{4}\right)$. Then $J\left(R_{4}\right)$ satisfies the condition (5) with $J\left(R_{4}\right) c=c J\left(R_{4}\right)=0$ and $b^{2}=c=1 c$.

Consider the ring $R_{5}$ in Example 3.2(5) and recall $J\left(R_{5}\right)=(\bar{x}, \bar{y}, \overline{2})$. Let $a=\bar{x}, b=\bar{y}, c=\overline{2} \in J\left(R_{5}\right)$. Then $J\left(R_{5}\right)$ satisfies the condition (5) with $J\left(R_{5}\right) c=c J\left(R_{5}\right)=0$ and $b^{2}=0=0 c$.

Note that $R_{i}$ is not isomorphic to $R_{j}$ for $i \neq j$ (where $i, j \in\{1,2,3,4,5\}$ ) by the arguments in [22, Example 7] and [21, Example 2].

In the following argument, the minimal noncommutative Abelian rings without identity is completely determined, up to isomorphism. This result also yields that a ring is a minimal noncommutative Abelian ring if and only if it is a minimal noncommutative nilpotent ring. Therefore this result leads to methods by which noncommutative Abelian or nil rings are constructed.

Example 3.4. (1) $E=\left\{\left(a_{i j}\right) \in U_{n}(A) \mid a_{i j}=0\right.$ when $\left.i=j\right\}$ is a nilpotent ring for any ring $A$. $E$ is commutative when $n=1,2$. While, $E$ is noncommutative when $n \geq 3$ and $A$ has an identity (as can be seen by $e_{12} e_{23}=e_{13}$ and $e_{23} e_{12}=0$ ).
(2) According to Xue [21, Example 2], let $T=\mathbb{Z}_{4}\langle x, y\rangle / I$ where $\mathbb{Z}_{4}\langle x, y\rangle$ is the free algebra with noncommuting indeterminates $x, y$ over $\mathbb{Z}_{4}$ and $I$ is the ideal of $\mathbb{Z}_{4}\langle x, y\rangle$ generated by $x^{3}, y^{3}, y x, x^{2}-x y, x^{2}-2, y^{2}-2,2 x, 2 y$. Then $J(T)=(2, x, y)$ is noncommutative, and since $a b c=0$ for $a, b, c \in\{2, x, y\}$, we get $J(T)^{3}=0$.
(3) Let $\mathbb{Z}_{4}\langle x, y, z\rangle$ be the free algebra with noncommuting indeterminates $x, y, z$ over $\mathbb{Z}_{4}$. Construct the following factor rings:
$E_{1}=\mathbb{Z}_{4}\langle x, y, z\rangle /\left(x^{2}-z, y^{2}-z, x y-z, 2 x-z, 2 y-z, y x, 2 z, x z, y z, z x, z y, z^{2}\right) ;$
$E_{2}=\mathbb{Z}_{4}\langle x, y, z\rangle /\left(x^{2}-z, y^{2}-z, x y-z, 2 x-z, y x, 2 y, 2 z, x z, y z, z x, z y, z^{2}\right) ;$
$E_{3}=\mathbb{Z}_{4}\langle x, y, z\rangle /\left(x^{2}-z, y^{2}, x y-z, 2 x-z, 2 y-z, y x, 2 z, x z, y z, z x, z y, z^{2}\right) ;$
$E_{4}=\mathbb{Z}_{4}\langle x, y, z\rangle /\left(x^{2}-z, y^{2}, x y-z, 2 x-z, y x, 2 y, 2 z, x z, y z, z x, z y, z^{2}\right)$.
Next define

$$
R_{i}=\left\{f \in E_{i} \mid f \text { has a zero constant term }\right\}
$$

for all $i$. Identify each element in $\mathbb{Z}_{4}\langle x, y, z\rangle$ and its image in $E_{i}$ for simplicity. Note that $z^{2}=0, x^{4}=0\left(\right.$ since $\left.x^{4}=z^{2}=0\right), 2 z=0, x^{2}=x y=2 x=z$, and $x z=y z=z x=z y=y x=0$ in any $R_{i}$. Since $x^{2}-z=0, x^{3}=x^{2} x=z x=0$, and similarly $y^{3}=0$. Note that $R_{i}=\langle x, y, z\rangle=\mathbb{Z}_{4} x \oplus \mathbb{Z}_{4} y \oplus \mathbb{Z}_{4} z=\{0, x, y, x+$ $y, z, z+x, z+y, z+x+y\}$. Note also that every $R_{i}$ is a noncommutative ring. $y^{2}=z \neq 0$ in $R_{i}$ for $i=1,2$, and $y^{2}=0$ in $R_{i}$ for $i=3,4 ;|x|=|y|=4,|z|=2$ in $R_{i}$ for $i=1,3$, and $|x|=4,|y|=|z|=2$ in $R_{i}$ for $i=2,4$. These imply that $R_{i}$ 's are mutually non-isomorphic.
$R_{i}^{2}=\{0, z\}$ for all $i$ and $\left(R_{i} / R_{i}^{2}\right)^{+} \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$, where $\left\{0, x+R_{i}^{2}\right\} \cong \mathbb{Z}_{2}$ and $\left\{0, y+R_{i}^{2}\right\} \cong \mathbb{Z}_{2}$. In any $R_{i}, a b c=(a b) c=z c=0$ (when $a b \neq 0$ ) for all $a, b, c \in\{x, y, z\}$; hence $R_{i}^{3}=0$. Note char $R=4$.
(4) Both $\left(\begin{array}{ll}A & A \\ 0 & 0\end{array}\right)$ and $\left(\begin{array}{ll}0 & A \\ 0 & A\end{array}\right)$ are non-Abelian rings for any ring $A$ with identity.

In Theorem 3.3, $R$ is a minimal noncommutative Abelian ring with identity, then $R$ is of order 16 and is isomorphic to $D_{3}\left(\mathbb{Z}_{2}\right)$, the second ring in [21, Example 2], or the ring of all matrices of the form $\left(\begin{array}{cc}a & b \\ 0 & a^{2}\end{array}\right)$ over $G F\left(2^{2}\right)$. We will observe the class of minimal noncommutative Abelian rings without identity. The following lemma was shown by Erickson [9] and Eldridge [8]. In [5], Bell called a ring $R$ periodic if for each $x \in R$, there exist distinct positive integers $n, m$, depending on $x$, for which $x^{n}=x^{m}$. Finite rings are clearly periodic.

Lemma 3.5. (1) [9, Theorem 1] If $R$ is a ring of order $n>1$ and if $n$ has square free factorization, then $R$ is a commutative ring.
(2) [9, Theorem 2] If $p$ is a prime integer, then there exists a noncommutative ring of order $p^{2}$.
(3) [8, Theorem] Let $R$ be a finite ring of order $m$ with identity. If $m$ has a cube free factorization, then $R$ is a commutative ring.
(4) [5, Lemma 1(a)] If $R$ is a periodic ring, then some power of $x$ is an idempotent for each $x \in R$.
(5) [2, Proposition 27.1] If $I$ is a nil ideal in a ring $R$, then idempotents lift modulo $I$.

One can say that any finite ring is a commutative ring when its order has a square free factorization, by Lemma 3.5(1), (3).

Theorem 3.6. If $R$ is a minimal noncommutative Abelian ring, then $R$ is of order 8 and is isomorphic to $\left(\begin{array}{ccc}0 & \mathbb{Z}_{2} & \mathbb{Z}_{2} \\ 0 & 0 & \mathbb{Z}_{2} \\ 0 & 0 & 0\end{array}\right)$, $J(T)$ in Example 3.4(2), or one of $R_{i}$ 's ( $i=1,2,3,4$ ) in Example 3.4(3).
Proof. Let $R$ be a minimal noncommutative Abelian ring. Erickson decided that the order of a finite noncommutative ring must have a square factor, by Lemma 3.5(1), (2). Furthermore Eldridge claimed that such a ring does not have an identity, by Lemma 3.5(3). If $R^{+}$is cyclic, then $R$ is commutative and so $R^{+}$is not cyclic.

Assume $|R|=4$, based on Lemma 3.5(2). If $R$ is nilpotent (i.e., $J(R)=R$ ), then there exists a basis $\{a, b\}$ for $R$ over $\mathbb{Z}_{2}$ such that $a^{2}=b^{2}=a b=b a=0$ or $a^{2}=b, a^{3}=0$, by [15, Theorem 2.3.3]. This implies that $R$ is commutative, a contradiction. If $J(R)=0$, then $R$ is commutative by the proof of Theorem 2.16. Consequently $R$ is a non-nilpotent non-semiprimitive ring. Then we must have $|J(R)|=2$ and $R / J(R) \cong \mathbb{Z}_{2}$. By Lemma 3.5(5), there exists an idempotent $e \in R$ such that $a+J(R)=e+J(R)$ where $a+J(R)$ is the identity of $R / J(R)$. Consequently we get $R=\{0, e, b, e+b\}$, letting $J(R)=\{0, b\}$. But since $R$ is Abelian, $e b=b e$ and so $R$ is commutative, a contradiction.

Therefore the order of $R$ must be larger than 4 . Then $|R| \geq 8$ by Lemma 3.5(1), but the existence of the Abelian ring $\left(\begin{array}{ccc}0 & \mathbb{Z}_{2} & \mathbb{Z}_{2} \\ 0 & 0 & \mathbb{Z}_{2} \\ 0 & 0 & 0\end{array}\right)$ concludes $|R|=8$. Thus we can conclude that a minimal noncommutative Abelian ring must be of order 8. Since $J(R)$ is an additive subgroup of $R, J(R)$ is of order 2,4 , or 8 .

Suppose $|J(R)|=4$. Then the characteristic of $J(R)$ is either 2 or 4 . Assume $\operatorname{char} J(R)=4$. Then there exists a nonzero $x \in R$ with $\operatorname{char} x \geq 3$. This yields char $x=4$ since $|J(R)|=4$, entailing $J(R)=\{0, x, 2 x, 3 x\}$. Assume char $J(R)=2$. Then, by [15, Theorem 2.3.3], there exists a basis $\{a, b\}$ for $J(R)$ over $\mathbb{Z}_{2}$ such that $a^{2}=b^{2}=a b=b a=0$ or $a^{2}=b, a^{3}=0$. In any case $J(R)$ is a commutative ring. Note $(R / J(R))^{+} \cong \mathbb{Z}_{2}$, say $R / J(R)=$ $\{0, a+J(R)\}$. Since $R / J(R)$ is not nil, $a+J(R)$ must be an identity of $R / J(R)$. By Lemma 3.5(5), there exists a nonzero idempotent $e \in R$ such that $a+J(R)=e+J(R)$. Consequently we get $R=\{j, e+j \mid j \in J(R)\}$. But since $R$ is Abelian, $e x=x e$ and $e a=a e, e b=b e$. Then $R$ is commutative since $J(R)$ is commutative. This is a contradiction. Thus $|J(R)| \neq 4$.

Suppose $|J(R)|=2$ and $J(R)=\{0, a\}$. Then $(R / J(R))^{+}$is isomorphic to either $\mathbb{Z}_{4}$ or $\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$ by the Fundamental Theorem of Finite Abelian Groups.

Assume $(R / J(R))^{+} \cong \mathbb{Z}_{4}$ and say $R / J(R)=\{0, x+J(R), 2 x+J(R), 3 x+$ $J(R)\}$. Then $(2 x+J(R))^{2}=0$ in $R / J(R)$, and so the ideal of $R$ generated by $\{2 x\} \cup J(R)$ is nil. This yields $2 x \in J(R)$, a contradiction. Assume $(R / J(R))^{+} \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$. Since $R / J(R)$ is not nil, $z+J(R)$ is non-nilpotent for some $z+J(R) \in R / J(R)$. Then some power of $z+J(R)$ is a nonzero idempotent in $R / J(R)$ by Lemma 3.5(4), say $z^{m}+J(R)$. By Lemma 3.5(5), there exists a nonzero idempotent $e \in R$ such that $z^{m}+J(R)=e+J(R)$. Consider the ideal $K$ of $R$ generated by $\{e\} \cup J(R)$. If $K=R$, then $R$ is commutative since $R$ is Abelian. This induces a contradiction, and so $K \varsubsetneqq R$. Note $R / K \cong \mathbb{Z}_{2}$ and say $R / K=\{0, x+K\}$. Since the characteristic of $R / J(R)$ is $2,2 x \in J(R)$ and $(R / J(R))^{+} \cong\{0, e\} \oplus\{0, x\}$, entailing $R=\{0, e, x, e+x, a, a+e, a+x, a+e+x\}$. If $x+J(R)$ is nilpotent, then $x$ is nilpotent. Moreover since $e$ is central, the subset $\{x\} \cup J(R)$ generates a nil ideal of $R$. This leads to $x \in J(R)$, a contradiction. Thus $x+J(R)$ is non-nilpotent in $J(R)$; hence by Lemma 3.5(4,5), there exists a nonzero idempotent $f \in R$ such that $x^{n}+J(R)=f+J(R)$ for some $n \geq 1$. Here let $n$ be the smallest such integer.

Assume $e=f$. Then $e+J(R)=x^{n}+J(R)$ and so $e=x^{n}$ or $e=x^{n}+a$. Moreover $R / J(R)=\left\{0, x+J(R), x^{2}+J(R), x^{3}+J(R)\right\}$ and $x^{4}+J(R) \in$ $\left\{x+J(R), x^{2}+J(R), x^{3}+J(R)\right\}$, since $|R / J(R)|=4$ and $x+J(R)$ is nonnilpotent. We will show $x a=a x$. Then $R$ is commutative since every element of $R$ is of the form $x^{s}$ or $x^{s}+a$. Assume on the contrary that $x a \neq a x$. Say $x a=a, a x=0$. Then $x^{k} a=a$ for all $k \geq 1$. So if $e=x^{n}+a$, then

$$
\begin{aligned}
0 & =0+0=a x^{n}+a^{2}=a\left(x^{n}+a\right)=a e=e a \\
& =\left(x^{n}+a\right) a=x^{n} a+a^{2}=a+0=a \neq 0,
\end{aligned}
$$

a contradiction. Thus $e=x^{n}$, and so we also get

$$
0 \neq a=x^{n} a=e a=a e=a x^{n}=0
$$

a contradiction. The case of $x a=0, a x=a$ also induces a contradiction by a similar method. Consequently $a x=x a$, a contradiction. Therefore $e \neq f$, and this yields $R=\{0, e, f, e+f, a, a+e, a+f, a+e+f\}$. Whence $R$ is commutative since $R$ is Abelian, a contradiction. Thus $|J(R)| \neq 2$.

These conclude that it suffices to argue only about the case when $|J(R)|=8$. Suppose $J(R)=R$. Then $R$ is nilpotent, and $|R|>\left|R^{n}\right|$ for any $n \geq 2$. If $R^{2}=0$, then $R$ is commutative and so $R^{2} \neq 0$, entailing that $\left|R^{2}\right|=2$ or $\left|R^{2}\right|=4$. If $\left|R^{2}\right|=4$, then $\left|R / R^{2}\right|=2$ and so there exists a generator $a+R^{2}$ for $\left(R / R^{2}\right)^{+}$. Then $R$ is the ring generated by $a$ by [15, Lemma 2.3.1], and so $R$ is commutative. This is a contradiction, and so $\left|R^{2}\right|=2$. If $\left(R / R^{2}\right)^{+}$ is cyclic, then $R$ is also commutative by [15, Lemma 2.3.1]. Thus $\left(R / R^{2}\right)^{+}$ is not cyclic, leading to $\left(R / R^{2}\right)^{+} \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$. Note $\left(R^{2}\right)^{+} \cong \mathbb{Z}_{2}$, and say $R^{2}=\{0, c\}$. Clearly $2 c=0$ and $c^{2}=0$. Since $\left(R / R^{2}\right)^{+} \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$, there exist $a, b \in R$ such that $\left(R / R^{2}\right)^{+}=\left\{0, a+R^{2}, b+R^{2}, a+b+R^{2}\right\}$ and $2 a \in$ $R^{2}, 2 b \in R^{2}$. Then $R=\{0, a, b, a+b, c, a+c, b+c, a+b+c\}$. Here assume $|a|=4$. Then $2 a=c$ and $a c=c a$. If $a^{2} \neq 0$, then $a^{2}=c$ since $a^{2} \in R^{2}$.

Whence $c a=(2 a) a=2 a^{2}=2 c=0$ and this yields that $a^{3}=a^{2} a=c a=0$ when $a^{2}$ is zero or not. A similar calculation gives $b^{3}=0$ and $b c=c b$ when $|b|=4$. Since $R$ is noncommutative, we must have $a b \neq b a$ and so either $a b=c, b a=0$ or $a b=0, b a=c$. Consequently, if $|R|=8$, then $R^{3}=0$ since $x y z=(x y) z=(2 a) z=2 c=0$ or $x y z=(x y) z=(2 b) z=2 c=0$ (when $x y, a z, b z$ are all nonzero) for every $x, y, z \in\{a, b, c\}$. Thus we have the following four cases:

$$
\begin{align*}
& |a|=|b|=4,|c|=2, a^{2}=b^{2}=a b=2 a=2 b=c  \tag{1}\\
& b a=a c=c a=b c=c b=c^{2}=0 \\
& |a|=4,|b|=|c|=2, a^{2}=b^{2}=a b=2 a=c  \tag{2}\\
& b a=a c=c a=b c=c b=c^{2}=0 \\
& |a|=|b|=4,|c|=2, a^{2}=a b=2 a=2 b=c  \tag{3}\\
& b^{2}=b a=a c=c a=b c=c b=c^{2}=0 \\
& |a|=4,|b|=|c|=2, a^{2}=a b=2 a=c  \tag{4}\\
& b^{2}=b a=a c=c a=b c=c b=c^{2}=0
\end{align*}
$$

Thus $R$ is isomorphic to $R_{1}$ in Example 3.4(3) for the case (1), $R$ is isomorphic to $R_{2}$ in Example 3.4(3) for the case (2), $R$ is isomorphic to $R_{3}$ in Example $3.4(3)$ for the case (3), and $R$ is isomorphic to $R_{4}$ in Example 3.4(3) for the case (4), through the correspondence $a \mapsto x, b \mapsto y, c \mapsto z$.

Next assume that $R$ is an algebra of dimension 3 over $\mathbb{Z}_{2}$. Then, by Kruse and Price [15, Theorem 2.3.6], $J(R)$ has a basis $\{a, b, c\}$, with $R c=c R=0$, that one of the following conditions holds:

$$
\begin{align*}
& a^{2}=a b=b a=b^{2}=0  \tag{5}\\
& a^{2}=b^{2}=0, a b=-b a=c ;  \tag{6}\\
& a^{2}=c, a b=b a=b^{2}=0  \tag{7}\\
& a^{2}=c, a b=b a=0, b^{2}=c ;  \tag{8}\\
& a^{2}=a b=c, b a=0, b^{2}=\phi c \text { for some } \phi \in \mathbb{Z}_{2} ;  \tag{9}\\
& a^{2}=b, a^{3}=c, a^{4}=0, \tag{10}
\end{align*}
$$

where all of the preceding algebras are mutually non-isomorphic. However $R$ is commutative when $R$ satisfies one of the conditions (5), (6), (7), (8), and (10). So it suffices to concentrate on the condition (9). We next apply the proof of Theorem 3.3.

Consider the ring $R_{1}=\left(\begin{array}{ccc}0 & \mathbb{Z}_{2} & \mathbb{Z}_{2} \\ 0 & 0 & \mathbb{Z}_{2} \\ 0 & 0 & 0\end{array}\right)$ and let $a=e_{12}+e_{23}, b=e_{23}, c=e_{13} \in R_{1}$. Then $R_{1}$ satisfies the condition (9) with $R_{1} c=c R_{1}=0$ and $b^{2}=0=0 c$.

Next set $R_{2}=J(T)$ in Example 3.4(2) and let $a=\bar{x}-\bar{y}, b=\bar{x}, c=\overline{2}$. Then $R_{2}$ satisfies the condition (9) with $R_{2} c=c R_{2}=0$ and $b^{2}=c$.

Compare $R_{1}$ and $R_{2}$. In $R_{1}, f=e_{12}+e_{23}$ and $g=e_{12}+e_{13}+e_{23}$ are all elements such that $f^{2}=c=g^{2}$ and they are of index 3 of nilpotency. But $f g=g f=e_{13} \neq 0$. Thus $R_{1}$ is not isomorphic to $R_{2}$, noting that $b^{2}=0 c$ in $R_{1}$ and $b^{2}=1 c$ in $R_{2}$.

By the proof of Theorem 3.6, we can obtain the following corollary.
Corollary 3.7. If $R$ is a minimal noncommutative nilpotent ring, then $R$ is of order 8 and is isomorphic to $\left(\begin{array}{ccc}0 & \mathbb{Z}_{2} & \mathbb{Z}_{2} \\ 0 & 0 & \mathbb{Z}_{2} \\ 0 & 0 & 0\end{array}\right), J(T)$ in Example 3.4(2), or one of $R_{i}$ 's $(i=1,2,3,4)$ in Example 3.4(3).

We get the following result by help of Theorem 3.6 and Corollary 3.7.
Corollary 3.8. $A$ ring $R$ is minimal noncommutative Abelian if and only if $R$ is a minimal noncommutative nilpotent ring.

A quick computation gives that a ring $R$ is a minimal (commutative) nilpotent ring then $R$ is isomorphic to $\left(\begin{array}{cc}0 & \mathbb{Z}_{2} \\ 0 & 0\end{array}\right)$. Note that $2 \mathbb{Z}_{4} \cong\left(\begin{array}{ll}0 & \mathbb{Z}_{2} \\ 0 & 0\end{array}\right)$.
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