
Structured learning algorithm for
detection of nonobstructive and
obstructive coronary plaque lesions
from computed tomography
angiography

Dongwoo Kang
Damini Dey
Piotr J. Slomka
Reza Arsanjani
Ryo Nakazato
Hyunsuk Ko
Daniel S. Berman
Debiao Li
C.-C. Jay Kuo



Structured learning algorithm for detection of
nonobstructive and obstructive coronary plaque
lesions from computed tomography angiography

Dongwoo Kang,a Damini Dey,b,* Piotr J. Slomka,c Reza Arsanjani,c Ryo Nakazato,c Hyunsuk Ko,a

Daniel S. Berman,c Debiao Li,b and C.-C. Jay Kuoa

aUniversity of Southern California, Department of Electrical Engineering, Los Angeles, California 90089, United States
bCedars-Sinai Medical Center, Biomedical Imaging Research Institute, Department of Biomedical Sciences, Los Angeles, California 90048,
United States
cCedars-Sinai Medical Center, Departments of Imaging and Medicine, and Cedars-Sinai Heart Institute, Los Angeles, California 90048,
United States

Abstract. Visual identification of coronary arterial lesion from three-dimensional coronary computed tomography
angiography (CTA) remains challenging. We aimed to develop a robust automated algorithm for computer detec-
tion of coronary artery lesions by machine learning techniques. A structured learning technique is proposed to
detect all coronary arterial lesions with stenosis ≥25%. Our algorithm consists of two stages: (1) two independent
base decisions indicating the existence of lesions in each arterial segment and (b) the final decision made by
combining the base decisions. One of the base decisions is the support vector machine (SVM) based learning
algorithm, which divides each artery into small volume patches and integrates several quantitative geometric and
shape features for arterial lesions in each small volume patch by SVM algorithm. The other base decision is the
formula-based analytic method. The final decision in the first stage applies SVM-based decision fusion to com-
bine the two base decisions in the second stage. The proposed algorithm was applied to 42 CTA patient data-
sets, acquired with dual-source CT, where 21 datasets had 45 lesions with stenosis ≥25%. Visual identification
of lesions with stenosis ≥25% by three expert readers, using consensus reading, was considered as a reference
standard. Our method performed with high sensitivity (93%), specificity (95%), and accuracy (94%), with receiver
operator characteristic area under the curve of 0.94. The proposed algorithm shows promising results in the
automated detection of obstructive and nonobstructive lesions from CTA. © 2015 Society of Photo-Optical

Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JMI.2.1.014003]
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1 Introduction

Coronary artery disease (CAD) is the leading cause of morbidity

and mortality worldwide for both men and women.1 Three-

dimensional (3-D) coronary computed tomography angiography

(CTA) with the use of multidetector CT scanners is increasingly

employed for noninvasive evaluation of CAD, having shown

high accuracy and negative predictive value for the detection

of coronary artery stenosis in comparison with invasive coro-

nary angiography.2–6 Beyond stenosis, CTA also permits non-

invasive assessment of atherosclerotic plaque and coronary

artery remodeling.7–9

Current clinical assessment of CTA and lesion detection is

based on visual analysis, which is time consuming and subject

to observer variability,10 although computer-aided extraction of

the coronary arteries is often employed.11 It was reported that

acquiring expertise in CTA interpretation may take more than

a year.10 Computer software that automatically identifies coro-

nary artery lesions would reduce such observer variability as

well as the time needed for the assessment of images.

Many efforts have been made in the development of the com-

puter-aided detection and diagnosis of various abnormalities in

medical imaging, for example, for detection and quantification

of chronic obstructive pulmonary disease in lung,12–16 colon

cancer,17–20 and lesions in mammograms.21–24 Computer-aided

coronary plaque quantification from CTA has been reported

using plaque attenuation thresholds.25–28 A few studies attempted

automatic detection of coronary lesions.29–33 Detection and quan-

tification of coronary artery lesions are particularly challenging

due to limited spatial resolution and coronary artery motion, rel-

atively small plaque size, and complex and variable coronary

artery anatomy.29–33 Automated lesion detection requires accurate

extraction of coronary artery centerlines and classification of nor-

mal and abnormal lumen cross-sections, quantification of luminal

stenosis, and classification of lesions with different degree of

stenosis.

Previous studies by other investigators in coronary lesion

detection29–33 attempted to detect only obstructive lesions

(with stenosis ≥50%). However, nonobstructive lesions (steno-

sis <50% have been shown to be a clinically significant predictor

of future coronary events.34,35 We have previously described an
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algorithm for automated detection of lesions with stenosis

≥25%36,37 by analytic methods. However, the specificity was

relatively low, resulting in 39 false positive detections on a

per-segment basis in 252 segments. Further, there was a chal-

lenge on coronary artery stenosis detection and quantification

challenge from CTA38 for the detection of lesions with

stenosis ≥50%. The best result among the 11 participants in

the challenge was 90% sensitivity and 33% specificity for detec-

tion of significant stenosis. Most of the others suffered from too

low specificity with large false positive detections. The chal-

lenge results showed that the current stenosis detection com-

puter algorithms were not sufficiently reliable to be used in

clinical practice due to the low accuracy.38

To obtain higher specificity and similar sensitivity compared

to the previous work, we propose a novel machine learning

based technique based on the combination of the analytical

method and machine learning method. Machine learning algo-

rithms have been used extensively in other kinds of feature

detection problems, and also applied to a problem of detection

and estimation of stenosis from x-ray angiography.39 However,

to our knowledge, only a few machine learning techniques have

been applied to automatic detection of coronary lesions from

CTA, only producing initial results with a low sensitivity of

61%40 or detection of calcified plaques only.41,42 Furthermore,

our proposed approach is different from previous conventional

machine learning techniques; it is designed as a two-level sys-

tem, where the decision fusion classifier makes the final deci-

sion based on the two inputs of base decisions. There were

previous machine learning methods proposed where diverse

machine learning classifiers were combined.43 In coronary cal-

cification detection studies, multiple classifiers were used,44,45

where similar classifiers were compared44 and a k-nearest neigh-

bor based cascaded classifier system was applied.45 However,

these techniques did not use a structured learning algorithm

for decision fusion44,45 or did not combine an analytical tech-

nique for feature detection with machine learning techniques43

for CTA lesion detection with stenosis ≥25%.

In this study, our aim was to develop a novel machine learn-

ing based algorithm to detect both obstructive (with stenosis

≥50%) and nonobstructive (with stenosis between 25 and

50%) lesions from CTA and validate it by comparison to a con-

sensus reading of three experienced expert physicians.

2 Methods

A structured learning algorithm is proposed which consists of

two stages: (1) dividing each coronary artery into small volume

patches and integrating several quantitative geometric and shape

features for coronary arterial lesions in each small volume patch

by support vector machines (SVM) algorithm,46 and (2) applying

SVM-based decision fusion to combine a formula-based ana-

lytic method36,37 and a learning-based method. Detection of

lesions in the left anterior descending, left circumflex, and

right coronary artery was validated in 42 consecutive patients

(126 arteries, 252 proximal and midsegments in total).

2.1 Patients

Our study selected 42 consecutive patients, who underwent

CTA for clinical reasons at the Cedars-Sinai Medical Center

between 2007 and 2009. All patients were imaged using a

dual-source 64-slice CT scanner (SOMATOM Definition

Siemens Medical Solution, Forchheim, Germany). Twenty-one

patients had coronary lesions with stenosis ≥25%. In these

patients, 45 segments including lesions with stenosis ≥25%
were identified. Eight out of the remaining 21 patients had

lesions with stenosis <25% and 13 patients did not have any

lesions (no luminal stenosis or plaque).36

2.2 Visual Assessment and Reference Standard

Three experienced expert readers (imaging cardiologists) first

visually assessed all datasets in a standard and systematic way,

using consensus reading to minimize the interobserver variabil-

ity. Segmental analysis on proximal and midcoronary artery seg-

ments was based on the standard 15-segment American Heart

Association definition.47 The presence and type of plaque or

stenosis was graded in each proximal and midsegment of the

coronary artery tree, as recommended by published guidelines

of the Society of Cardiovascular CT,48 and all coronary lesions

with stenosis ≥25% were identified. This was used as the refer-

ence standard for evaluating the performance of the algorithm.

An additional blinded reader (imaging cardiologist with Level

III CT certification, with one year of experience with cardiac

CT) also independently identified all coronary lesions with

stenosis ≥25%, for comparison purposes. The observer agree-

ment for this reader with the reference standard was 94.8%

(kappa 0.84, 95%, confidence interval 0.75 to 0.92 and

p < 0.0001).

Of the 42 patients, 10 patients subsequently underwent inva-

sive coronary angiography within one month of the CTA scan,

using the Inova digital x-ray system from GE Healthcare with

multiple views of the left and right coronary artery to identify the

projection in which the segment appeared most stenotic.

Acquired images were transferred to an AGFA Heartlab work-

station for visual and quantitative coronary catheter angiography

(QCA) analysis by two experienced readers in consensus. The

results of our proposed algorithm on CTAwere also evaluated in

agreement with these invasive angiography QCA.

2.3 Algorithm

The proposed structured learning algorithm for detection of

coronary arterial lesions from CTA consists of two levels. On

the lower level, two independent base decisions will produce

separate results, which indicate the existence of lesions in

each arterial segment. The final decision is made by the top-

level classifier (decision fuser), which combines inputs from

the two base decisions. One of the base decisions is the

SVM-based learning algorithm and the other is the analytic

method.33,34

The input to our classification scheme from both decisions is

the linearized volume representation of each coronary artery.

The vessel linearization technique is described in our previous

work.36,37 The first base decision is the machine learning tech-

nique based on SVM.46 A second base decision is our analytic

method,36,37 which is based on the computation of the actual

vessel stenosis caused by the lesion.

2.4 Base Decision 1: Learning-Based Method

The linearized volumes of each coronary artery are used for the

feature extraction and SVM-based classification. The flow chart

of the proposed SVM-based algorithm is given in Fig. 1.

The input for the classification are small volume patches,

which are obtained from each whole linearized volume

(42 patients, 126 arteries) by dividing it into small linearized
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volumes (Fig. 2). Different small volume patch sizes were exam-

ined by the SVM-based classification performance experiment,

and the optimized size of the small volume patches was

determined in order to obtain the highest sensitivity. In our

work, datasets were not split into training and testing samples

(split-sample); instead, standard 10-fold cross-validation was

applied.49

In total, nine features were extracted from each small volume

patch, including geometric features and shape features. The geo-

metric features were as follows: (1) estimated stenosis, (2) the

difference between expected normal lumen diameter and actual

lumen diameter, and (3) calcium volume at each branch point

using the attenuation threshold for calcified plaque, which

were extracted by our previous algorithm.36,37 The shape fea-

tures from cross-sections of the coronary arteries were (1) circu-

larity of cross-sections of lumen, using the equation in Eq. (1),

and (2) the ratio between maximum diameter and minimum

diameters in luminal cross-sections. For these two shape

features, maximum, minimum, and average values in each

small volume patch were used, while excluding the higher

moments of the shape features in order to avoid the complexity

of the feature

Circularity ¼
4π · Area

Perimeter2
: (1)

With these extracted features, SVM algorithm was used for

two-class classification between normal volume patches and

volume patches with lesions. The radial basis function kernel

was used.

2.4.1 Scheme to balance the normal and abnormal

segment samples

In our image data, the extent of coronary artery lesions is much

less than normal segments. Therefore, the number of volume

patches with lesions is much smaller than the number of normal

volume patches. This presents the imbalanced data problem.50

By default, SVM minimizes the number of misclassifications,

aiming for the best overall accuracy, but not the best sensitivity

and specificity. However, in our problem, the sensitivity is a very

important parameter, since the minimal number of missed

lesions is desirable. Specificity is also important and cannot be

disregarded. Therefore, we propose a scheme of balancing the

number of cases for normal and abnormal class which are vol-

ume patches with lesions and normal volume patches. We

accomplish this by (1) increasing the number of volume patches

with lesions by overlapping volume patch scheme (data over-

sampling) and (2) decreasing the number of normal volume

patches by randomly clearing the normal volume patches (data

undersampling).

We increased the number of lesion samples by a system of

overlapping volume patches in region areas that are marked by

expert readers only, while the nonoverlapping volume scheme is

used in normal areas (Fig. 3). Because our algorithm was vali-

dated by standard 10-fold cross-validation, the overlapping vol-

ume patches from single plaques were also used for testing

purposes; however, the validation was performed on unseen data

due to cross-validation. The size of volume patches was fixed

and the overlapping portion was decided by experiments to

maximize the sensitivity. The ratio of the samples of two classes

can be further increased up to one-to-one by decreasing the

Fig. 1 Flow chart of the learning-based algorithm as a base decision.

Fig. 2 Small volume patches as inputs for feature extraction and support vector machine (SVM)
classification.
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number of normal data; we propose to do this by randomly

deleting the normal volume patches to make the ratio between

the number of lesions and normal segments one-to-one. By pro-

viding the balanced dataset to the SVM algorithm, the sensitiv-

ity is considered to be equally important as the specificity.

2.5 Base Decision 2: Analytic Method

As a second decision, we use our previously developed analytic

method to detect coronary arterial lesions from CTA.36,37 The

flow chart of the analytic method is shown in Fig. 4. The algo-

rithm is based on a cross-sectional analysis of coronary arteries.

It performs centerline extraction, vessel classification, vessel lin-

earization, lumen segmentation, and lesion location detection.

The presence and location of lesions were identified using

the stenosis equation in Eq. (2), which considers expected or

normal vessel tapering and luminal stenosis from the segmented

vessel (Fig. 5). The expected luminal diameter is derived from

the scan by automated piecewise least squares line fitting over

proximal and midsegments (67%) of the coronary artery consid-

ering the locations of the small branches attached to the main

coronary arteries

St ¼

�

1 −
ls

lp −
sp
sd
ðlp − ldÞ

�

× 100; (2)

where ls, lp, and ld are the luminal diameters for cross-section

corresponding to s, proximal, and distal references; sp and sd
are the linear distances between the proximal reference, and

the distal reference, and the cross-section corresponding to s,

respectively. Details of the algorithms were published in

Refs. 36 and 37 and are not repeated here.

2.6 Decision Fusion: Combination of the Learning-
Based Method and the Analytic Method

To combine the results of the base decisions, we propose a novel

decision fusion method. The outputs from the SVM-based learn-

ing method and the analytic method were used as features for the

top-level classifier. Instead of using binary classification of the

results from the base decisions, we use continuous values rep-

resenting the distance to the decision line for both base methods.

For the SVM classification, we calculated support vector regres-

sion,51 which outputs the distance from the decision line, and for

the analytic method, we used the final estimate stenosis. All the

steps of the algorithm have standard 10-fold cross-validation.49

3 Results

The proposed algorithm ran successfully on all proximal and

midcoronary artery segments in all patients on a standard

2.5 GHz personal computer running Windows XP with an exe-

cution time of ∼1 s. In the 45 coronary artery segments with

lesions with stenosis ≥25%, the proposed automated algorithm

correctly identified 42/45 segments. It has produced nine false

positive detections in the remaining 207 coronary artery seg-

ments. Based on invasive angiography QCA, 10 out of 10

patients had stenosis ≥25%, in agreement with the results of

our algorithm on CTA.

Figure 6 shows how the balancing of the normal and abnor-

mal instances affected the performance of the SVM-based class-

fier. As the ratio of the normal and abnormal segments becomes

balanced by the normal volume clearing method, the sensitivity

was improved with a higher balanced accuracy, which is defined

as ðsensitivityþ specificityÞ∕2, while decreasing the specificity

from 99 to 84% [Fig. 6(a)]. As the number of lesion data

increases with the volume overlapping scheme, the perfor-

mance, including sensitivity and specificity, is improved

[Fig. 6(b)]. Additionally, various sizes of the small volume

patches were also examined (Fig. 7) by standard 10-fold

cross-validation. The volume patch size for the best performance

was 18.8 mm, which produces 773 normal volume patches and

773 volume patches with lesions with the use of a data balancing

scheme. Using such balanced input data, the SVM classifier on

its own results in 89% sensitivity and 91% specificity per small

volume patch. The relevance of geometric and shape features is

analyzed and shown in Table 1.

Fig. 3 An example of linearized volume with ground truth in blue box (expert readers’marking) is shown
(first row). Overlapping volume patches in lesion areas and nonoverlapping volume parches in normal
areas (second row) are also shown.

Fig. 4 Flow chart of the analytic algorithm method.
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When the two base decisions were combined by the decision

fusion algorithm, the sensitivity, specificity, and accuracy were

improved (Table 2). The algorithm achieved 93% sensitivity,

95% specificity, and overall 94% balanced accuracy (Table 3).

The SVM classification plots of the final decision fusion with

the different kernels are shown in Fig. 8. Figure 9 shows the

Fig. 5 Example of lumen segmentation and lesion detection in a linearized volume in left anterior
descending (LAD) artery. Range of the proximal LAD lesion (stenosis 25 to 49%) marked by expert
is shown as a small box at around x ¼ 27 to 48 mm. Lumen diameters computed from the segmented
lumen are shown and their cropped lumen diameters by anatomical knowledge are also shown.
Expected normal luminal diameter is derived from the scan by automated piecewise line-fitting between
branch points and takes into account normal tapering present in the dataset. The locations of the lesions
with ≥ 25% stenosis detected by the algorithm, concordant with the expert observer, are marked with
vertical arrows.

Fig. 6 In the SVM-based learning algorithm as a first-level base decision, the improved sensitivity and
balanced accuracy by data balancing scheme between normal class and lesion class are shown in (a)
and (b).

Fig. 7 Performance variability according to the different small volume
patch sizes at the first-level base decision, the learning-based
algorithm.

Table 1 Performances of the first layer support vector machine
(SVM)-based learning algorithm according to features.

Sensitivity (%) Specificity (%)

Geometric features 62.5 74.9

Shape features 72.9 87.2

Geometric features + shape features 89 91
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receiver operator charcteristics (ROC) curve for the final deci-

sion fusion algorithm, The ROC area under the curve was

0.937� 0.032 using the algorithm suggested in Ref. 52.

4 Discussion

A novel machine learning technique is proposed for the detec-

tion of coronary artery lesions with stenosis ≥25%. The algo-

rithm was validated by standard 10-fold cross-validation and

Table 2 Performances of base decisions and the final decision fusion
algorithm per segment. Base decision 1 is the analytic algorithm and
base decision 2 is the SVM-based learning algorithm.

Sensitivity
(%)

Specificity
(%)

Balanced
accuracy (%)

ROC-
AUC

Base decision
1

93 81a 87a 0.87a

Base decision
2

89 91a 90a 0.82a

Decision fusion 93 95 94 0.937

ROC, receiver operator characteristics; AUC, area under the curve.
aindicates significant p value (< 0.01) compared to decision
fusion.

Table 3 The proposed algorithm performance in lesion (≥ 25% steno-
sis) detection in 42 patients (13 completely normal). In a total of 252
coronary artery proximal andmidsegments in 42 patients, 45 segments
had lesions with ≥ 25% stenosis. Sensitivity was 93%, specificity was
95%, and balanced accuracy was 94% per segment.

Lesions
found by
expert
(≥ 25%

stenosis)

Lesions
found by
algorithm
(≥ 25%

stenosis)
False

positives
Sensitivity

(%)
Specificity

(%)
Accuracy

(%)

Per
segment

45 42 9 93 95 94

Fig. 8 Decision fusion results with SVM classification with kernels of polynomial of (a) order 1, (b) order 2,
(c) order 4, and (d) order 5 are shown. 252 coronary artery segments are displayed as points in the plot.
The segments with lesions are shown in red and the normal segments are shown in blue in the SVM
classification results. We chose the kernel function in order not to miss the true lesions (green circle).

Fig. 9 Receiver operator characteristics curve for the decision fusion
algorithm.
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showed a sensitivity of 93% and a specificity of 95% on a per-

segment basis in the main three coronary arteries, superior to

that achieved by standard machine learning techniques or our

previous analytical algorithm.36,37

We have previously reported on the performance of the ana-

lytic parameters.36,37 These parameters identified lesions with

high sensitivity (93%) but low positive predictive value (52%),

indicating there were a significant number of false positives.

This performance has been significantly improved by our cur-

rent learning-based method. Further, the estimated stenosis and

the difference between expected normal and actual lumen diam-

eter measurements, as well as other geometric and shape fea-

tures such as eccentricity and circularity, were used as features

in the learning-based method, as a base decision.

The algorithm is different from previous conventional

machine learning techniques. A two-level system is proposed,

where the decision fusion classifier makes the final decision

based on base decisions. The proposed structured learning algo-

rithm used the analytic method36,37 as one of the first-level base

decisions. In that sense, any other analytic methods or machine

learning algorithms can be easily combined with our proposed

structured learning algorithm. As well, any analytic parameter

that can indicate the existence of the stenosis can be added

as a feature in the learning-based method.

To our knowledge, our method is the first report of machine

learning techniques applied to coronary arterial lesion detection

from CTA. We found that the SVM-based decision fusion can

produce better results than either the SVM classier or analytical

classfier alone. In our results, the analytic method36 had low

specificity (81%) and the SVM-based learning algorithm had

a slightly lower sensitivity (89%). However, the decision fusion

in the second level produced both a desirable high sensitivity

(93%) and specificity (95%). The SVM classifer on its own

had a higher performance than the previous analytic method.

Few previous studies attempted automated lesion detection

from CTA. Halpern and Halpern31 and Arnoldi et al.29 published

validation papers using commercial software with expert human

interpretation, where they detected obstructive lesions only

(with ≥50% stenosis). Dinesh et al.30 proposed a method that

utilized manual centerlines and artery classification, and did

not provide specific stenosis calculation and was evaluated

with a small number of patients (eight patients). Recently,

Kelm et al.32 and Goldenberg et al.33 also published automated

detection of obstructive (≥50% stenosis) coronary artery lesions

from CTA. A performance comparison between our proposed

algorithm (both lesions with ≥50% stenosis and ≥25% stenosis)

and these studies (lesions with ≥50% stenosis) is shown in

Table 4. The new hybrid method achieves higher sensitivity

and higher specificity than that obtained by other groups and

by our previous analytical method. In addition, one of the

main advances as compared to previously published work is

that our method can accurately detect both obstructive and non-

obstructive lesions (25 to 49% stenosis), whereas previous stud-

ies detected obstructive lesions only (≥50% stenosis) except our

previous study.36,37 This is of particular clinical value since

lesions with nonobstructive stenosis have been shown to

Table 4 Selected published papers describing automated lesion
detection.

Reference

Stenosis of the
detected lesions (%)

# of
patients

Sensitivity
(%)

Specificity
(%)

29 ≥50 49 74 83

31 ≥50 48 92 70

36 ≥25 (≥50) 42 93 (100) 81 (84)

Proposed
method

≥25 (≥50) 42 93 (100) 95 (96)

Fig. 10 (a) An example of false positives by a previous work,36 but not detected by the proposed algo-
rithm: expert readers graded it <25% stenosis and (b) detection of lesion with stenosis by both Ref. 36
and the proposed algorithm. Arrows indicate the location of lesions. Detected lesions with stenosis by
mixed plaque in the proximal segment (70% stenosis by quantitative analysis and 90 to 99% stenosis by
expert visual grading) are shown.
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contribute to cardiovascular events.34,35 Nonobstructive lesions

are more challenging to detect due to the subtle narrowing of the

lumen. When compared to our previous work,36,37 the specificity

is increased by 14% (p < 0.0001), and this reduced many false

positives [Fig. 10(a)], while maintaining the same high sensitiv-

ity [Fig. 10(b)].

This study has a few limitations. In our study, the reference

standard was clinically utilized visual detection and grading of

lesions by three expert readers in consensus. However, quanti-

tative stenosis calculation by expert readers was not available.

Also, invasive coronary angiography was not performed for all

patients and was not available. Also, our proposed method was

hypothesis-driven, and accordingly limitations followed. Our

algorithm used only the features extracted from lumen for auto-

mated identification of lesions; however, features from the

assessment of the vessel wall in combination with lumen may

improve our lesion detection results. Also, for handling the

imbalanced data issue, our approach used direct and practical

approaches of oversampling and undersampling. Especially,

the overlapping volume patch method as an oversampling of

true lesions may cause an overfitting problem since the over-

lapped samples can be correlated. Further data are needed to

confirm our findings. A principled approach, which increased

the weight of the abnormal data in the cost function for base

decision 1, was also experimentally derived showing a consis-

tent result with our practical approach which increased sensitiv-

ity while maintaining a high specificity. However, our methods

were direct and practical, which, however, performed with high

sensitivity as well as specificity. A deep study on more prin-

cipled approaches53–55 for the imbalanced data issue can be com-

bined with our algorithm and may provide a more robust study

for lesion detection. Additionally, the volume patch size was

examined by a brutal experiment with a standard 10-fold cross-

validation, but it was not theoretically optimized for the best

performance. A novel algorithm for robust volume patch opti-

mization should be studied in the future. Finally, to handle the

CTA dataset with various artifacts and to detect lesions with

stenosis <25%, further study on our algorithm is needed.

5 Conclusion

We developed a machine learning–based algorithm for detection

of coronary arterial lesions from CTA. The proposed structured

learning algorithm performed with high sensitivity and high

specificity as compared to three experienced expert readers.
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