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Abstract—Modeling dynamic structure of speech is a novel
paradigm in speech recognition research within the genera-
tive modeling framework, and it offers a potential to overcome
limitations of the current hidden Markov modeling approach.
Analogous to structured language models where syntactic struc-
ture is exploited to represent long-distance relationships among
words [5], the structured speech model described in this paper
makes use of the dynamic structure in the hidden vocal tract
resonance space to characterize long-span contextual influence
among phonetic units. A general overview is provided first on
hierarchically classified types of dynamic speech models in the
literature. A detailed account is then given for a specific model
type called the hidden trajectory model, and we describe detailed
steps of model construction and the parameter estimation algo-
rithms. We show how the use of resonance target parameters
and their temporal filtering enables joint modeling of long-span
coarticulation and phonetic reduction effects. Experiments on
phonetic recognition evaluation demonstrate superior recognizer
performance over a modern hidden Markov model-based system.
Error analysis shows that the greatest performance gain occurs
within the sonorant speech class.

Index Terms—Hidden dynamics, hidden trajectory, long span
modeling, maximum-likelihood, nonlinear prediction, parameter
learning, structured modeling, vocal tract resonance.

I. INTRODUCTION

O
VER THE past two decades, significant progress has been

made in advancing speech recognition technology pro-

viding a key modality for human–machine interaction. The tech-

nology is improving at a steady pace, and is becoming increas-

ingly usable and useful. Despite this progress, some fundamental

andpractical limitations in the technologyhavehindered itswide-

spread use. There has been a large performance gap between

human and machine speech recognition. Mainstream adoption of

speech recognition would not be possible without the underlying

recognition technology that can deliver a sufficiently robust and

low-error performance. Reducing speech recognizers’ error rates

under all deployment environments remains the greatest chal-

lenge to making speech mainstream. Many leading researchers

in the field understand the fragile nature of the current speech

recognition system design, and have advocated that new, serious

research is needed to overcome some fundamental limitations

of the current speech recognition technology (e.g., [3], [6], [9],

[29], [34], [40], [42], [49], [53], [59]).

One clear limitation of this kind pertains to the naturalness

of speech on the part of the speaker interacting with automatic

recognizers. While the ultimate goal for speech recognition is to
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make it indistinguishable with human–human verbal interaction,

at present, when users interact with any existing speech recog-

nition system, they have to be fully aware of the fact that their

conversation “partner” is a machine. The machine would easily

break if the users were to speak in a casual and natural style as if

they were talking with a friend. In order to enable mainstream use

of speech recognition, naturalness or the free style of speaking

shouldnotproducesomanyrecognitionerrors,making therecog-

nition systems practically unusable as it is the case today. This

serious inadequacy of the current speech recognition technology

forms the motivation of our research on structured speech mod-

eling and on its application to speech recognition.

The research reported in this paper was conducted within the

“Novel-Approach” component of the DARPA’s EARS program

during 2002–2005. Our overall research program has been de-

veloped based on principles of speech and language science and

on computational models for the essential aspects of the human

verbal communication process that is responsible for the gener-

ation of naturally uttered human speech signals with an uncon-

strained style. Quantitative and structured speech models have

been developed in statistical terms, so that advanced algorithms

can be developed to automatically and optimally determine the

physically meaningful parameters in the models from a repre-

sentative set of training data. The speech recognizer architec-

ture designed in this approach is significantly different from

that based on the conventional hidden Markov models (HMMs).

Some detailed stages in the human speech generation chain from

the distinctive feature-based linguistic units to speech acoustics

are represented explicitly. The main advantage of representing

such a detailed structure in the human speech process is that

a highly compact set of parameters can now be used to capture

phonetic context and speaking rate/style variations in a common

framework. Using this framework, many important subjects in

speech science and those in speech recognition that were pre-

viously studied separately by different communities of speech

researchers can now be investigated in a unified fashion.

While our overall research program has been aimed at a com-

prehensive framework, where a detailed hierarchy in speech

generation is exploited (see some descriptions in [9], [13], [16]),

the approach presented in this paper is a significantly simplified

version. The simplification is adopted to facilitate the develop-

ment of learning algorithms and the implementation of the rec-

ognizer for evaluation. However, the essential aspect of the com-

prehensive framework—the dynamic structure of speech—re-

mains unchanged in the current recognizer implementation. One

key insight gained from scientific studies (e.g., [13], [52], [58])

is the importance of the highly regular dynamic patterns associ-

ated with natural human speech in the underlying structure that

reflects both contextual influences (coarticulation) and incom-

plete articulation (reduction) as a common physical cause. It is

our belief that making use of this dynamic structure can benefit
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automatic speech recognizers in its ability to handle free-style

speech and to reduce the recognizers’ reliance on large amounts

of training data. And functional, quantitative modeling of this

dynamic structure, simplistic as it may be, will make it feasible

to construct an effective speech recognizer. In this paper, we will

focus on a specific implementation of a vocal-tract-resonance

(VTR)-based dynamic model and on a speech recognizer built

on this model.

The organization of this paper is as follows. In Section II, we

provide a general overview of a rich body of literature on func-

tional dynamic models for speech features, including some of

our earlier work. This sets up the background for a specific type

of the model that we have spent most of the effort in developing

during our participation in the EARS program. This model type,

which we call hidden trajectory model (HTM), is introduced in

Section III, based on the statistical generative process for the

speech observations. Details of the HTM parameterization and

parameter estimation are presented in Section IV. This is fol-

lowed by experimental evaluation of the HTM in Section V.

II. OVERVIEW OF DYNAMIC SPEECH MODELS

A. Multiple Levels of Dynamics in Human Speech Generation

As a linguistic and physical abstraction, human speech gen-

eration can be functionally represented at four distinctive but

correlated levels of dynamics. The top level of the dynamics is

symbolic or phonological. The linear sequence of speech units

in linear phonology or the nonlinear (or multilinear) sequence

of the units in autosegmental or articulatory phonology demon-

strate the discrete, time-varying nature of the speech dynamics

at the mental motor-planning level of speech production (cf. [13,

Chap. 8, 9]). The next level of the dynamics is continuous valued

and associated with the functional, “task” variables in speech

production. At this level, the goal or “task” of speech generation

is defined, which may be either the acoustic goal such as vocal

tract resonances or formants, or the articulatory goal such as

vocal-tract constrictions, or their combination (cf. [13, Chap. 7,

10]). This task level can be considered as the interface between

phonology and phonetics, since it is at this level that each sym-

bolic phonological unit is mapped to a unique set of the phonetic

parameters. These parameters are often called the correlates of

the phonological units. The third level of the dynamics occurs at

the physiological articulators. Such articulatory dynamics are a

nonlinear transformation of the task dynamics [47]. Finally, the

last level of the dynamics is the acoustic one, where speech “ob-

servations” are computed in speech recognition applications.

Several different types of computational dynamic models for

speech generation presented in this section will be organized in

view of the above functional levels of the dynamics. To make

this overview most relevant to the specific HTM implementa-

tion during our EARS work, we will classify the models into

two main categories. In the first category are the models fo-

cusing on the lowest, acoustic level of dynamics. This class of

models is often called the stochastic segment models as are well

known through the earlier review paper [41]. The second cate-

gory consists of what is called the hidden dynamic model where

the task dynamic and articulatory dynamic levels are function-

ally grouped into a functional single-level dynamics. In con-

trast to the acoustic-dynamic model which represents coartic-

ulation at the surface, observational level, the hidden dynamic

model explores a deeper, unobserved (hence “hidden”) level of

the speech dynamic structure that regulates coarticulation and

phonetic reduction.

B. Category-I: Acoustic Dynamic Models

Hidden Markov model (HMM) is the simplest kind of the

acoustic dynamic model in this category. Stochastic segment

models are a broad class of statistical models that generalize from

the HMM and that intend to overcome some shortcomings of

the HMM such as the conditional independent assumption and

its consequences. (This assumption is grossly unrealistic and re-

stricts the ability of the HMM as an accurate generative model.)

The generalization is in the following sense: In an HMM, one

frame of speech acoustics is generated by visiting each HMM

state, while a variable-length sequence of speech frames is gen-

erated by visiting each “state” of a stochastic segment model.

Each state is associated with a random sequence length.

Similar to an HMM, a stochastic segment model can be

viewed as a generative process for the observation data se-

quences. It is intended to model the acoustic feature trajectories

and temporal correlations that have been inadequately repre-

sented by an HMM. This is accomplished by introducing new

parameters to characterize the trajectories and the temporal

correlations.

A convenient way to understand a variety of stochastic seg-

ment models and their relationships is to establish a hierarchy

showing how the HMM is generalized by gradually relaxing

the modeling assumptions. Starting with a conventional HMM

in this hierarchy, there are two main classes of its extended or

generalized models. Each of these classes further contains sub-

classes of models. We describe this hierarchy below.

1) Nonstationary-State HMMs: This model class has also

been called the trended HMM, constrained mean trajectory

model, segmental HMM, or stochastic trajectory model, etc.,

with minor variations according to whether the parameters

defining the trend functions are random or not and how their

temporal properties are constrained. Given the HMM state ,

the sample paths of most of these model types are piecewise,

explicitly defined acoustic feature trajectories1

(1)

where is the deterministic function of time frame , pa-

rameterized by state-specific , which can be either determin-

istic or random, and is a state-specific stationary residual

signal. Further classification of nonstationary-state HMMs is as

follows.

• Polynomial trended HMM:

— Observable trend functions: This is the simplest

trended HMM where there is no uncertainty in poly-

nomial coefficients [18], [21], [22], [27], [35].

— Random trend functions: The trend functions

are stochastic due to the uncertainty in polynomial co-

1When no temporal recursion is involved in characterizing the time-varying
(dynamic) function, we call this specific type of the dynamic function as a “tra-
jectory,” or a kinematic function.
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efficients . are random vectors in one of two

ways: 1) has a discrete distribution [19], [31]; and 2)

has a continuous distribution. In the latter case, the

model has been called the segmental HMM, where the

earlier versions have a polynomial order of zero [25]

and the later versions have an order of one [30] or two

[45].

• Nonparametric trended HMM: The trend function is de-

termined by the training data after performing dynamic

time warping [28], rather than by any parametric form.

• The trend function derived by differential (delta) features

[38], [56].

• The trend function derived by a nonlinear function based

on posterior probability computation [51].

2) Multiregion Recursive Linear Models: Common to this

model class is the linear recursive form in dynamic modeling

of the region-dependent time-varying acoustic feature vectors,

where the “region” is often associated with a phonetic unit. The

most typical recursion is of the form

(2)

and the starting point of the recursion for each state comes

usually from the previous state’s ending history.

The model expressed in (2) provides clear contrast to the tra-

jectory or trended models where the time-varying acoustic fea-

tures are approximated as an explicit temporal function of time.

The sample paths of the model (2), on the other hand, are piece-

wise, recursively defined stochastic time-varying functions. Fur-

ther classification of this model class is as follws.

• Autoregressive HMM: The time-varying function associ-

ated with each region (HMM state) is defined by linear

prediction (i.e., recursively defined autoregression func-

tion) for the acoustic features [14], [33] or waveforms

[44], [48].

• Switching linear dynamic system model: The model not

only uses the autoregression function to recursively define

“state” dynamics, but also involves an additional noisy

observation function. The actual effect of autoregression

is to smooth the observed acoustic feature vectors ([23]).

C. Category-II: Hidden Dynamic Models

The many types of acoustic dynamic or stochastic segment

models described previously generalize the HMM by generating

a variable-length sequence of speech frames in each state, over-

coming the HMM’s assumption of local conditional indepen-

dence. Yet the inconsistency between the HMM assumptions

and the properties of the realistic dynamic speech process goes

beyond this limitation. In stochastic segment models, the speech

frames assigned to the same segment/state have been modeled

to be temporally correlated and the model parameters been time

varying. However, the lengths of such segments are typically

short. Longer-term correlation across phonetic units, which pro-

vides dynamic structure responsible for coarticulation and pho-

netic reduction, in a full utterance has not been captured.

In contrast, a more advanced class of dynamic speech models,

hidden dynamic models, or structured speech models, explic-

itly captures the long-contextual-span properties over the pho-

netic units by imposing continuity constraints on the hidden dy-

namic variables internal to the acoustic observation data. This

constraint is motivated by physical properties of speech gener-

ation. The constraint captures some key coarticulation and re-

duction properties in speech, and makes the model parameter-

ization more parsimonious than the acoustic dynamic models

where the coarticulation model requires a large number of free

parameters. Since the underlying speech structure represented

by the hidden dynamic model links a sequence of segments via

continuity in the hidden dynamic variables, it can also be appro-

priately termed as the super-segmental model.

Differing from the acoustic dynamic models, the hidden

dynamicmodelsrepresentspeechstructurein thehiddendynamic

variables. Depending on the nature of these dynamic variables in

light of multilevel speech dynamics discussed earlier, the hidden

dynamic models can be broadly classified into 1) articulatory

dynamic model, 2) task-dynamic model, and 3) vocal tract

resonance (VTR) dynamic model. The VTR dynamics are a

special type of task dynamics, with the acoustic goal or “task”

of speech production in the VTR domain. Key advantages

of using VTRs as the “task” are their direct correlate to the

acoustic information, and the lower dimensionality in the VTR

vector compared with the counterpart hidden vectors either in

the articulatory dynamic model or in the task-dynamic model

with articulatorily defined goals or “tasks” such as vocal tract

constriction properties.

As an alternative classification scheme, the hidden dynamic

models, like acoustic dynamic models, can also be classified,

from the computational perspective, according to whether the

hidden dynamics are represented mathematically with temporal

recursion or not. These two types of the models are briefly re-

viewed here.

1) Multiregion Nonlinear Dynamic System Models: The

hidden dynamic models in this first class use the temporal

recursion ( -recursion via the predictive function in (3)

below) to define the hidden dynamics . Each region of

such dynamics is characterized by the -dependent parameter

set , with the “state noise” denoted by . The mem-

oryless nonlinear mapping function is exploited to link the

hidden dynamic vector to the observed acoustic feature

vector , with the “observation noise” denoted by ,

and parameterized also by region dependent parameters. The

combined “state equation” (3) and “observation equation” (4)

form a general multiregion nonlinear dynamic system model:

(3)

(4)

where subscripts and indicate that the functions and

are time varying and may be asynchronous with each other.

or denotes the dynamic region correlated with phonetic cat-

egories.

Various simplified implementations of the aforementioned

generic nonlinear system model have appeared in the literature

(e.g., [4], [15], [17], [20], [24], [26], [37]). Most of these imple-

mentations reduce the predictive function in the state equa-

tion (3) into a linear form and use the concept of phonetic tar-

gets as part of the parameters. This gives rise to linear target fil-
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tering (by infinite impulse response or IIR filters) as a model for

the hidden dynamics. Also, many of these implementations use

neural networks as the nonlinear mapping function

in the observation equation (4).

2) Hidden Trajectory Models: The second type of the

hidden dynamic models use trajectories (i.e., explicit functions

of time, with no recursion) to represent the temporal evolution

of the hidden dynamic variables (e.g., VTR or articulatory vec-

tors). This hidden trajectory model (HTM) differs conceptually

from the acoustic dynamic or trajectory model in that the articu-

latory-like constraints and structure can be captured in the HTM

via the continuous valued hidden variables that run across the

phonetic units. Importantly, the polynomial trajectories, which

were shown to fit well to the temporal properties of cepstral

features [18], [35], are not appropriate for the hidden dynamics

since they do not generally satisfy at least two physical con-

straints required for realistic articulation-like dynamics. One of

these constraints is “segment-bound monotonicity,” meaning

that for a duration of about a segment’s length, the hidden

dynamic variables move in a monotonic manner to reflect the

behavior of articulatory inertia. The second constraint violated

by the polynomial trajectory is “target-directedness.” That is,

the movements of articulators or hidden dynamic variables are

directed or attracted toward segment-bound targets. They may

not reach the targets, but the direction of the movements are

strongly constrained in this way.

One parametric form of the hidden trajectory constructed to

satisfy both of these constraints is the following explicit tem-

poral function of time :

(5)

as proposed and analyzed in [15]. It can be shown that when two

such trajectories corresponding to two adjacent phones are con-

catenated, the temporal derivative of at the connection point is

smooth. (This would not be the case for the exponential trajec-

tory.) In (5), the parameter set consists of , where

is the segmental target vector which directs the movement in

the time-varying hidden dynamic vector, and and jointly

control the shape of the trajectory. is a “nuisance” parameter,

taking the value of the hidden trajectory vector associated with

the preceding unit at the boundary with the currect unit denoted

by . An implementation and evaluation of this model for speech

recognition can be found in [50] and [57], where a conversion

of this model to a second-order recursive dynamic model was

made in the implementation.

Another parametric form of the hidden trajectory, which also

satisfies these two constraints has been developed more recently

[8], [10], [11] based on finite-impulse response (FIR) filtering

of VTR target sequences. No temporal recursions on the hidden

VTR vectors are used for defining the dynamics. Compared with

the trajctories parameterized by (5), the trajectories constructed

by FIR filtering give more flexibility to control the switching

point in the hidden dynamics from one segment to another. The

development of this latter parametric form of the HTM has con-

stituted our major effort in the EARS program. In the remainder

of this paper, we provide a systematic account of this model,

synthesizing and expanding our earlier descriptions of this work

in [10] and [11] but with more detailed experimental evaluation

results.

III. HIDDEN TRAJECTORY MODELING

WITH TARGET FILTERING

As a special type of the hidden dynamic model, the HTM pre-

sented in this section is a structured generative model, from the

top level of phonetic specification to the bottom level of acoustic

observations via the intermediate level of (nonrecursive) FIR-

based target filtering that generates hidden VTR trajectories.

One advantage of the FIR filtering is its natural handling of the

two constraints (segment-bound monotonicity and target-direct-

edness discussed earlier) that often require asynchronous seg-

ment boundaries for the VTR dynamics and for the acoustic ob-

servations. This asynchrony can be explained as follows. On the

one hand, the segment boundaries for acoustic observations are

most appropriately determined by the switch between a change

of the phonetic feature for manner of articulation. On the other

hand, with the same “vocalic” manner of articulation (e.g., a

vowel segment) VTRs or formants often curve in the middle

of the segment (e.g., [58]). To apply the trajectory model such

as (5) and to demand segment-bound monotonicity, the bound-

aries for hidden VTR dynamics would need to be defined some-

where inside the vocalic segment, making it asynchronous with

the segment boundaries for acoustic observations. The trajecto-

ries generated by FIR filtering allow nonmonotonic VTR move-

ments within the segment boundaries for acoustic observations,

while satisfying the constraint of segment-bound monotonicity

with the asynchronous segment-boundaries associated with the

hidden VTR.

This section is devoted to the mathematical formulation of

the HTM as a statistical generative model. Parameterization of

the model is detailed here, with consistent notations set up to

facilitate the derivation and description of algorithmic learning

of the model parameters presented in Section IV.

A. Generating Stochastic Hidden VTR Trajectories

The HTM assumes that each phonetic unit is associated with

a multivariate distribution of the VTR targets.2 Each phone-de-

pendent target vector consists of four low-order resonance

frequencies appended by their corresponding bandwidths,

where denotes the segmental phone unit. The target vector is

a random vector—hence stochastic target—whose distribution

is assumed to be a (gender-dependent) Gaussian

(6)

The generative process in the HTM starts by temporal fil-

tering the stochastic targets. This results in a time-varying pat-

tern of stochastic hidden VTR vectors . The filter is con-

strained so that the smooth temporal function of moves

segment-by-segment toward the respective target vector , but

it may or may not reach the target depending on the degree of

phonetic reduction.

These phonetic targets are segmental in that they do not

change over the phone segment once the sample is taken, and

2There are exceptions for several compound phonetic units, including diph-
thongs and affricates, where two distributions are used.
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they are assumed to be largely context independent. In our HTM

implementation, the generation of the VTR trajectories from

the segmental targets is through a bidirectional FIR filtering.

The impulse response of this noncausal filter is

(7)

where represents time frame (typically with a length of 10 ms

each), and is the segment-dependent “stiffness” scaler pa-

rameter. It is positive and real-valued, ranging between zero and

one. in (7) is a normalization “constant” (a function of state

via the dependency on ), ensuring that sums to one

over all time frames . The subscript in indicates that

the stiffness parameter is dependent on the segment state

which varies over time. in (7) is the unidirectional length of

the impulse response, representing the temporal extent of coar-

ticulation in one temporal direction, assumed for simplicity to

be equal in length for the forward direction (anticipatory coartic-

ulation) and the backward direction (regressive coarticulation).

Given the filter’s impulse response and the input to the filter

as the segmental VTR target sequence , the filter’s output

as the model’s prediction for the VTR trajectories is the convo-

lution between these two signals. The result of the convolution

within the boundaries of home segment is

(8)

where the input target vector’s value and the filter’s stiffness

vector’s value typically take not only those associated with the

current home segment, but also those associated with the adja-

cent segments. The latter case happens when the time in (8)

goes beyond the home segment’s boundaries; i.e., when the seg-

ment occupied at time switches from the home segment

to an adjacent one.

The linearity between and as in (8) and Gaussianity of the

target make the VTR vector (at each frame ) a Gaussian

as well. We now discuss the parameterization of this Gaussian

trajectory

(9)

The aforementioned mean vector is determined by the filtering

function

(10)

Each th component of vector is

(11)

where is the total number of phone-like HTM units as indexed

by , and for four VTR frequencies and four cor-

responding bandwidths. Note that cannot be easily written

in a concise mathematical form. It is defined by a constructive

process which will be described shortly.

The covariance matrix in (9) can be similarly derived to be

Approximating the covariance matrix by a diagonal one for each

phone unit , we represent its diagonal elements as a vector

(12)

and the target covariance matrix is also approximated as diag-

onal

...
...

. . .
...

The th element of the vector in (12) is

(13)

In (10) and (12), and are frame -dependent vectors.

They are constructed for any given phone sequence and phone

boundaries within the coarticulation range ( frames) cen-

tered at frame . Any phone unit beyond the window con-

tributes a zero value to these “coarticulation” vectors’ elements.

Both and are a function of the phones’ identities and tem-

poral orders in the utterance, and are independent of the VTR

dimension . As an illustration, we show in Fig. 1 the values

for a TIMIT utterance. The values are separated out for each of

the phones. At each time frame , the values of the vector (

components in total) represent the coarticulatory effect quan-

tified as how much adjacent phones contribute to the current

phone at frame in its VTR value. The sum of such contribu-

tions over all phones is constrained to be one automatically [due

to the normalization factor in the FIR impulse response function

(7)]. And as shown in Fig. 1, the temporally closer phones exert

greater coarticulatory effects than the phones farther away. We

note that these time-varying vectors play a similar role to the

linear weighting parameters in temporal decomposition [2].

B. Generating Acoustic Data

The next generative process in the HTM provides a forward

probabilistic mapping or prediction from the stochastic VTR

trajectory to the stochastic observation trajectory . The

observation takes the form of linear prediction coefficient cep-

stra (LPCC) (and their frequency-warped version) in this paper.
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Fig. 1. Illustration of time-varying coarticulatory vectors a ’s for a TIMIT utterance. See text for detailed explanations.

An analytical form of the nonlinear prediction function

was presented in [7] and is summarized here. The th compo-

nent of the vector-valued function output has the form

(14)

where is the sampling frequency, is the highest VTR order

( in this work), and is the cepstral order. And is

the th order VTR frequency, whose corresponding VTR band-

width is . Four ’s and four ’s constitute the VTR vector

as the input argument in the nonlinear function . A

detailed derivation of (14) provided in [7] has been based on an

all-pole model of the speech waveform with no additional as-

sumptions.

We now introduce the cepstral prediction’s residual vector:

We model this residual vector as a Gaussian parameterized by

residual mean vector and covariance matrix

(15)

Then, the conditional distribution of the observation becomes

(16)

An alternative form of the distribution in (16) is the following

“observation equation:”

with the Gaussian observation noise .

C. Linearizing Cepstral Prediction Function

To facilitate computing the acoustic observation (LPCC) like-

lihood (Section III-D), it is important to characterize the LPCC

uncertainty in terms of its conditional distribution on the VTR

and to simplify the distribution to a computationally tractable

form. That is, we need to specify and approximate .

We take the simplest approach to linearize the nonlinear mean

function of in (16) by using the first-order Taylor series

approximation

(17)

where the components of Jacobian matrix can be computed

in a closed form of

(18)

for the VTR frequency components of , and

(19)
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for the VTR bandwidth components of . In the current imple-

mentation, the Taylor series expansion point in (17) is

taken as the tracked VTR values based on the HTM.3

Substituting (17) into (16), we obtain the approximate con-

ditional acoustic observation probability where the mean vector

is expressed as a linear function of the VTR vector

(20)

where

(21)

This then permits a closed-form solution for acoustic likeli-

hood computation, which we derive now.

D. Computing Acoustic Likelihood by Marginalizing Over

VTR Uncertainty

An essential aspect of the HTM is its ability to provide the

likelihood value for any sequence of acoustic observation vec-

tors in the form of cepstral parameters. The efficiently com-

puted likelihood provides a natural scoring mechanism com-

paring different linguistic hypotheses as needed in speech recog-

nition. No VTR values are needed in this computation

as they are treated as the hidden variables. They are marginal-

ized (i.e., integrated over) in the LPCC likelihood computation.

Given the model construction and the approximation described

in the preceding section, the HTM likelihood computation by

marginalization can be carried out in a closed form. Some de-

tailed steps of derivation give

(22)

where the time -varying mean vector is

(23)

and the time-varying covariance matrix is

(24)

1) Interpretation and Analysis: The final result of (22)–(24)

are quite intuitive. For instance, when the Taylor series expan-

sion point is set at , (23) is simplified to

, which is the noise-free part of cepstral

prediction. Also, the covariance matrix in (22) is increased by

the quantity over the covariance

3Due to space limitation, we omit presenting the VTR tracking algorithm in
this paper. Use of the tracked VTR as zzz (k) has been shown to give better recog-
nition results than using ��� as zzz (k) that we attempted in the past.

matrix for the cepstral residual term only. This magni-

tude of increase reflects the newly introduced uncertainty in the

hidden variable, measured by . The variance amplification

factor results from the local “slope” in the nonlinear

function which maps from the VTR vector to cepstral

vector .

It is also interesting to interpret the likelihood score (22) as

probabilistic characterization of a temporally varying Gaussian

process, where the time-varying mean vector is expressed in

(23) and the time-varying covariance matrix is expressed in

(24). This may make the HTM look ostensibly like a non-

stationary-state HMM (within the acoustic dynamic model

category). However, the key difference is that in HTM the

dynamic structure represented by the hidden VTR trajectory

enters into the time-varying mean vector (23) in two ways: 1)

as the argument in the nonlinear function ; and

2) as the term in (23). Being closely related

to the VTR tracks, they both capture long-span contextual

dependency, yet with mere context-independent VTR target

parameters. Similar properties apply to the time-varying co-

variance matrices in (24). In contrast, the time-varying acoustic

dynamic models do not have these desirable properties. For

example, the polynomial trajectory model [18], [27], [35] does

regression fitting directly on the cepstral data, exploiting no

underlying speech structure and hence requiring context-de-

pendent polynomial coefficients for representing coarticulation.

Likewise, the more recent trajectory model [51] also relies on a

very large number of free model parameters to capture acoustic

feature variations.

IV. PARAMETER ESTIMATION FOR HIDDEN

TRAJECTORY MODEL

In this section, we will present in detail a novel parameter es-

timation algorithm we have developed and implemented for the

HTM described in the preceding section, using the LPCCs as the

acoustic observation data in the training set. The criterion used

for this training is to maximize the acoustic observation likeli-

hood in (22). The full set of the HTM parameters consists of

those characterizing the LPCC residual distributions and those

characterizing the VTR target distributions. We present their es-

timation separately below, assuming that all phone boundaries

are given (as in the TIMIT training data set in our experiments

reported in Section V).4

A. Cepstral Residuals’ Distributional Parameters

This subset of the HTM parameters consists of 1) the mean

vectors and 2) the diagonal elements in the covariance

matrices of the cepstral prediction residuals. Both of them are

conditioned on phone or subphone segmental unit .

4If the phone boundaries are not given in the database, then the training algo-
rithms in this section will be applied based on predefined phone segmentation
obtained from a baseline HMM system. Then the segmentation will be refined
using the trained HTM and the process iterates itself. The segmentation algo-
rithm for the HTM is currently under development and will not be described in
this paper.
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1) Mean Vectors: To find the ML (maximum likelihood) es-

timate of parameters , we set

where is given by (22), and denotes the total du-

ration of subphone in the training data. This gives

or (25)

(26)

Solving for , we have the estimation formula of

(27)

2) Diagonal Covariance Matrices: Denote the diagonal el-

ements of the covariance matrices for the residuals as a vector

. To derive the ML estimate, we set

which gives

(28)

where vector squaring above is the element-wise operation, and

(29)

Due to the frame dependency in the denominator in (28),

no simple closed-form solution is available for solving

from (28). We have implemented three different techniques for

seeking approximate ML estimates which we outline here.

1) Frame-independent approximation: Assume the de-

pendency of on time frame is mild, or .

Then the denominator in (28) can be cancelled, yielding

the approximate closed-form estimate of

(30)

2) Direct gradient ascent: Make no assumption of the

above, and take the left-hand-side of (28) as the gradient

of log-likelihood of the data in the standard gra-

dient-ascent algorithm

where is a heuristically chosen positive constant con-

trolling the learning rate at the th iteration.

3) Constrained gradient ascent: Add to the previous stan-

dard gradient ascent technique the constraint that the vari-

ance estimate be always positive. The constraint is estab-

lished by the parameter transformation: ,

and by performing gradient ascent for instead of for

Using chain rule, we show below that the new gradient

is related to the gradient before parameter trans-

formation in a simple manner

At the end of the algorithm iteration, the parameters are

transformed via , which is guaranteed to

be positive.

Among the three techniques above, the first one is the fastest

but gives a slightly lower performance than the other two tech-

niques which are computationally more expensive. The second

technique occasionally causes poor training when the variance

estimate becomes negative. To avoid the negative variance esti-

mates requires careful setting of the learning rate. The third tech-

nique is robust against the above problem but is much slower

than the first technique while comparable to the second one in

computation.

For efficiency purposes, parameter updating in the aforemen-

tioned gradient ascent techniques is carried out after each ut-

terance in the training, rather than after the entire batch of all

utterances.

We note that the quality of the estimates for the residual

parameters discussed above plays a crucial role in phonetic

recognition performance. These parameters provide an impor-

tant mechanism for distinguishing speech sounds that belong

to different manners of articulation. This is attributed to the

fact that nonlinear cepstral prediction from VTRs has different

accuracy for these different classes of sounds. Within the same

manner class, the phonetic separation is largely accomplished

by distinct VTR targets, which typically induce significantly

different cepstral prediction values via the “amplification”

mechanism provided by the Jacobian matrix .

B. VTR Targets’ Distributional Parameters

This subset of the HTM parameters consists of 1) the mean

vectors and 2) the diagonal elements in the covariance

matrices of the stochastic segmental VTR targets. They are also

conditioned on phone segment and not on subphone segment.

1) Mean Vectors: To obtain a closed-form estimation solu-

tion, we assume diagonality (as used in Section IV-A previ-

ously) of the prediction cepstral residual’s covariance matrix

. Denoting its th component by ,
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we decompose the multivariate Gaussian of (22) element-by-el-

ement into

(31)

where denotes the th component (i.e., th order) of the

cepstral observation vector at frame .

The log-likelihood function for a training data sequence

relevant to the VTR mean vector becomes

(32)

where and are indices to phone and to VTR component,

respectively, and

While the acoustic feature’s distribution is Gaussian for both

HTM and HMM given the state , the key difference is that the

mean and variance in HTM as in (22) are both time varying

functions (hence trajectory model). These functions provide

context dependency (and possible target undershooting) via

the smoothing of targets across phonetic units in the utterance.

This smoothing is explicitly represented in the weighted sum

over all phones in the utterance (i.e., ) in (32).

Setting

and grouping terms involving unknown on the left and

the remaining terms on the right, we obtain

(33)

with for each VTR dimension, and with

for each phone unit. In (33)

(34)

Equation (33) is a 464 464 full-rank linear system of equa-

tions.5 Matrix inversion gives an ML estimate of the complete

set of target mean parameters: a 464-dimensional vector formed

by concatenating all eight VTR components (four frequencies

and four bandwidths) of the 58 phone units in TIMIT.

In implementing (33) for the ML solution to target mean vec-

tors, we kept other model parameters constant. The estimation

of the target and residual parameters was carried out in an iter-

ative manner. Initialization of the parameters was pro-

vided by the values described in [13].

2) Diagonal Covariance Matrices: To establish the objec-

tive function for optimization, we take the sum of the logarithm

of the likelihood function (31) (over frames) to obtain

(35)

where is the th element of the vector as defined in

(29). When is diagonal, it can be shown that

(36)

where is the element of Jacobian matrix in (29),

and the second equality in the above is due to (13).

Using chain rule to compute the gradient, we obtain

(37)

Gradient-ascend iterations then proceed as follows:

for each phone and for each element in the diagonal VTR

target covariance matrix.

V. PHONETIC RECOGNITION EXPERIMENTS

We have carried out phonetic recognition experiments aimed

at evaluating the HTM and the parameter learning algorithms

described in this paper. The standard TIMIT phone set with

48 labels is expanded to 58 (as described in [13]) in training

the HTM parameters using the standard training utterances.

Phonetic recognition errors are tabulated using the commonly

5The dimension 464 = 58 � 8 where we have a total of 58 phones in the
TIMIT database after decomposing each diphthong into two “phones,” and 8 is
the VTR vector dimension.
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TABLE I
TIMIT PHONETIC RECOGNITION PERFORMANCE COMPARISONS BETWEEN AN

HMM SYSTEM AND THREE VERSIONS OF THE HTM SYSTEM. HTM-1: N-BEST

RESCORING WITH HTM SCORES ONLY; HTM-2: N-BEST RESCORING WITH

WEIGHTED HTM, HMM, AND LM SCORES; HTM-3: LATTICE-CONSTRAINED

A SEARCH WITH WEIGHTED HTM, HMM, AND LM SCORES. IDENTICAL

ACOUSTIC FEATURES (FREQUENCY-WARPED LPCCs) ARE USED

adopted 39 labels after the label folding. The results are re-

ported on the standard core test set of 192 utterances by 24

speakers [29].

Due to the high implementation and computational com-

plexity for the full-fledged HTM decoder (currently under

development), we have restricted the results in this paper only

to those obtained by N-best rescoring and lattice-constrained

search. For each of the core test utterances, a standard deci-

sion-tree-based triphone HMM with a bigram language model

is used to generate a large N-best list and a large

lattice.6 These N-best lists and lattices are used for the rescoring

experiments with the HTM. The range of error rates in the

N-best list generated by the HMM system is from 60% (oracle

worst) to 82% (oracle best), giving a sufficient room for the new

HTM system to improve the performance. The HTM system is

trained using the algorithms presented in the preceding section.

Learning rates in the gradient ascent techniques have been

tuned empirically.

In Table I, we show phonetic recognition performance com-

parisons between the HMM system described previously and

three evaluation versions of the HTM system. The HTM-1

version uses the HTM likelihood computed from (22) to

rescore the 1000-best lists, and no HMM score and language

model (LM) score attached in the 1000-best list are exploited.

The HTM-2 version improves the HTM-1 version slightly by

linearly weighting the log-likelihoods of the HTM, the HMM,

and the (bigram) LM, based on the same 1000-best lists.7 The

HTM-3 version replaces the 1000-best lists by the lattices,

and carries out search, constrained by the lattices and with

linearly weighted HTM-HMM-LM scores, to decode phonetic

sequences.8 Notable performance improvement is obtained as

shown in the final row of Table I. For all the systems, the per-

formance is measured by percent phone recognition accuracy

(i.e., including insertion errors) averaged over the core test-set

sentences (numbers in bolds in column two). The percent-cor-

rectness performance (i.e., excluding insertion errors) is listed

6The summarizing statistics of the 192 lattices for the core test set are as
follows: the average numbers of the lattice nodes and links are 1289 and 8276,
respectively. If expanded to an N-best list, the corresponding N is calculated to
be as large as 1.003 281 449 186 39E+36.

7We had expected greater improvement after the use of HMM scores and
LM scores. This did not occur, likely due to the fact that the selection of the
N-best hypotheses by the HMM and LM already embeds much of the HMM-
and LM-based discriminative information. Hence, additional information from
the weighted HMM scores in the HTM provides understandably only a minor
contribution to the final performance.

8We refer the interested readers to a detailed technical description of this
A -based search algorithm in [55].

TABLE II
COMPARISONS OF HMM AND HTM PERFORMANCES (PERCENT CORRECT)

WITHIN EACH OF FOUR BROAD PHONE CLASSES

in column three. The substitution, deletion, and insertion error

rates are shown in the remaining columns.

The performance results in Table I are obtained using the

identical acoustic features of frequency-warped LPCCs for all

the systems. Frequency warping of LPCCs [39] has been im-

plemented by a linear matrix-multiplication technique on both

acoustic features and the observation-prediction component of

the HTM. The warping gives slight performance improvement

for both HMM and HTM systems by a similar amount. Overall,

the lattice-based HTM system (75.07% accuracy) gives 13%

fewer errors than the HMM system (71.43% accuracy, with the

use of the same bigram LM as for the HTM system).9 This

performance is better than any HMM system on the same task

as summarized in [29], and is approaching the best-ever result

(75.6% accuracy) obtained by using many heterogeneous clas-

sifiers as reported in [29] also.

Error analysis has been carried out to examine whether the

performance improvement by the HTM system is restricted to

certain classes of phones or it is spread over all classes. The

analysis results are shown in Table II where performance com-

parisons are made within each of the four broad sound classes:

1) sonorants (vowels, semivowels, nasals);

2) stop consonants;

3) fricative consonants and affricates;

4) stop closures and silence segments.

We note that the improvements are most significant in the

sonorant class, followed by the stop-consonant class. No im-

provement is observed in the fricative-consonant class. This is

in accord with our expectation and suggests that the target-fil-

tering component of the HTM has been better designed than

the acoustic residual component where a single Gaussian per

state is used for the modeling. The improvement for the stop

class is likely due to the better modeling of vocalic portions of

formant transitions from stop to vowel and from vowel to stop.

VI. DISCUSSION AND CONCLUSION

As pointed out by several authors (e.g., [13], [41], [42]), the

HMM as a generative model of speech suffers from a number of

obvious handicaps. First, the assumption of conditional indepen-

dence of successive observations is grossly unrealistic. Second,

because a typical HMM does not represent continuous dynamics

in the phonetic structure of speech, it has to rely on a large amount

of training data to (partially) capture, by contextual enumera-

tion, speech variability due to coarticulation and other factors.

Third, as a generative model, the HMM inherently requires the

9Somewhat better HMM performance, 73.04% accuracy, has been achieved
using the MFCC acoustic features, instead of warped LPCCs with 71.43% ac-
curacy. However, the observation-prediction component of the HTM would be-
come more complex when changing from the (warped) LPCC features to the
MFCC features, which is currently under investigation.
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use of uniform acoustic features across all speech categories. The

structurallycompactHTMpresented in thispaperhasbeendevel-

oped to aim at mitigating the first two handicaps while retaining

the same generative modeling framework where uniform cepstral

features are used. In the closely related field of language mod-

eling, a similar structured modeling approach has been devel-

oped to overcome limitations of the traditional N-gram statistical

model [5], [54], also within the generative modeling framework.

Syntactic structure is exploited for characterizing the long-dis-

tance relationship among words in [5], [54]. In a similar manner,

the dynamic structure in the hidden VTR space is exploited in

the HTM presented in this paper for characterizing the long-span

contextual influence among phonetic units.

There have been numerous scientific and modeling studies

(e.g., [12], [32], [36], [43], [46]) offering direct support to the

basic premise of our HTM that VTR dynamics by target filtering

can adequately account for the contextually assimilated pho-

netic reduction that increases “static” phonetic confusion. The

increased phonetic confusion is particularly strong for casual

and fast speech. It is very difficult to capture this type of phonetic

variability by the HMM due to its lackof structural representation

of speech dynamics. The HTM presented in this paper provides a

rigorous mathematical framework to accomplish such structured

modeling, with promising phonetic recognition results obtained.

We note that similar motivations to ours for modeling contextual

and reduction effects have appeared in other earlier work. For

example, an empirical predictive relationship between reduced

and nonreduced spectra with the same underlying phones was

modeled in [1], pointing to the same difficulty we faced in the re-

duction-induced increase of phonetic confusion. Another related

work to our model is temporal decomposition [2], where the

coarticulated speech observations are modeled as a time-varying

linear sum of a set of prefixed deterministic vectors in the same

domain as the speech observations. Our HTM extends this

concept of coarticulation modeling in three significant ways.

1) The pre-fixed deterministic vectors are extended to be seg-

mental random vectors (which we call segmental random

targets) where all distributional parameters are learned via

ML.

2) Coarticulationasalinearsumoftargets is representedin the

hidden VTR domain, distinct from the observed acoustic

domainin[2]andwithexplicitstatistical relationsprovided

between the two domains;

3) Thelinearweights thatareusedtoimplementcoarticulation

are carefully constrained so as to produce realistic VTR

trajectories under all speaking conditions (with or without

reduction).

The presentation of the HTM in this paper has been made

in the context of larger classes of structured hidden dynamic

models. We provide a general overview of the main classes of

such models, and discuss their differences and relationships.

While the specific HTM presented in this paper has made a

number of approximations (as detailed in Sections III and IV)

to facilitate its implementation, we note that using more gen-

eral machine learning tools (e.g., [3], [59]) may relax these ap-

proximations and possibly enable implementation and evalua-

tion of more general classes of the hidden dynamic models. Our

future work will involve improved HTM design (e.g., adaptive

learning of the “stiffness” parameters and exploitation of dif-

ferential input features, etc.) and more comprehensive evalua-

tion of the model especially for larger recognition tasks with

more casual speaking style than TIMIT. We will also investigate

producing novel acoustic-phonetic features from the HTM and

from other classes of hidden dynamic models. Within the dis-

criminative framework, this will permit the use of nonuniform

input features, including the HTM-induced features for vocalic

speech sounds in particular, for more effective classification and

recognition than the traditional use of uniform input features as

done in current HTM and HMM systems.
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