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Several challenges are associated with e-learning systems, the most significant of which is the lack of student motivation in various
course activities and for various course materials. In this study, we used machine learning (ML) algorithms to identify low-
engagement students in a social science course at the Open University (OU) to assess the effect of engagement on student per-
formance. ,e input variables of the study included highest education level, final results, score on the assessment, and the number of
clicks on virtual learning environment (VLE) activities, which included dataplus, forumng, glossary, oucollaborate, oucontent, re-
sources, subpages, homepage, and URL during the first course assessment. ,e output variable was the student level of engagement in
the various activities. To predict low-engagement students, we applied several ML algorithms to the dataset. Using these algorithms,
trained models were first obtained; then, the accuracy and kappa values of the models were compared.,e results demonstrated that
the J48, decision tree, JRIP, and gradient-boosted classifiers exhibited better performance in terms of the accuracy, kappa value, and
recall compared to the other tested models. Based on these findings, we developed a dashboard to facilitate instructor at the OU.
,ese models can easily be incorporated into VLE systems to help instructors evaluate student engagement during VLE courses with
regard to different activities and materials and to provide additional interventions for students in advance of their final exam.
Furthermore, this study examined the relationship between student engagement and the course assessment score.

1. Introduction

Web-based learning has become commonplace in educa-
tion and can take many forms, from massive open online
courses (MOOCs) to virtual learning environment (VLE)
and learning management system (LMS). In MOOCs, stu-
dents can study anytime and from nearly any location [1].
MOOCs provide a new way to train students, change the
traditional approach to studying, and attract students from
around the world. ,e best-known platforms are Coursera,
Edx, and Harvard. Additionally, MOOCs have contributed
to higher education [2]. In MOOCs and other web-based
systems, students often register to download videos and
materials but do not complete the entire course. As a result,
the total number of activities a student engages in falls below
the recommended threshold [3]. ,erefore, teachers must
understand the engagement of their students.

In the traditional approach to education, teachers take
various steps to appraise students’ levels of performance,
motivation, and engagement [4], such as conducting exams,
checking student attendance, and monitoring studying via
security cameras. However, in web-based platforms, there
are no face-to-face meetings, and it is difficult to determine
student engagement levels in online activities such as par-
ticipating in discussion forums or watching videos. ,ere-
fore, in web-based systems, student data represent the only
source through which instructors can assess student per-
formance and engagement.

Due to the absence of face-to-face meetings, web-based
systems face some challenges that need to be addressed. ,e
first and most important is course drop out. In web-based
systems, dropping out is the principal problem that research
has attempted to solve. In web-based systems, 78% of stu-
dents fail to complete their courses [5]. ,e main reason
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students drop an MOOC course is the lack of student en-
gagement, and the second most common reason is their
inability to locate the requisite activities andmaterials for the
next assessment [6].

An important element in reducing student dropout rates
in a virtual learning environment (VLE) is to understand the
engagement of students in meaningful activities. As student
participation in course activities increases, the experiences
become more engaging, and the probability of a student
achieving a high assessment score and completing the
e-learning course increases [7, 8].

1.1. Virtual Learning Environment (VLE). In the current
study, we used data from the VLE of Open University (OU)
to investigate student engagement. ,e VLE stores course
lectures, materials, and assessment information [9, 10]. ,e
OU is the largest university in Europe. Nearly 200,000
students are enrolled in different courses in the OU [11].
Students enroll in a course through the VLE, and the VLE
delivers different lectures, assignments, and materials from
the OU to the students. One advantage of the VLE is that it
allows an instructor to see the activities in which their
students participate in the VLE and helps the instructor
analyze those activities to understand student behavior [12].
,e students interact with the VLE to watch lectures,
complete assignments, and read materials. Finally, student
interactions with the VLE are recorded and stored in log
files. ,e logs contain student behavioral data, such as their
interactions with the VLE system. An instructor can utilize
these data to understand student behavior and mitigate the
student dropout rate [13].

,e students of the OU are generally divided into groups,
and an instructor is assigned to each group. ,e instructor
can guide these student groups through courses, for ex-
ample, by answering their questions and grading their as-
signments. Additionally, the OU can use various types of
intervention to support and motivate weaker students,
e.g., through e-mail and face-to-face meetings [11]. How-
ever, the sheer number of students in the OU makes it
increasingly difficult for the university to engage students in
its courses via face-to-face meetings. Moreover, the number
of instructors is limited, and it is not possible to contact all
students in all courses. ,erefore, an intelligent data system
that predicts student engagement by analyzing logged stu-
dent data is needed.

1.2. Significance of Predicting Student Engagement.
Student engagement is the effort that a student spends on
learning processes for the content of a specific course [14].
,e most recent definition of behavioral engagement in-
volves students who take part in discussion forums and show
interest in MOOC materials [7]. Student engagement is an
important research topic because a lack of student en-
gagement affects the student’s final grade, retention of
material, and the course dropout rate [15]. A student who
engages more in discussion forums and other MOOC ac-
tivities usually does not drop out [16].

In web-based learning systems, a student’s degree of
engagement in educational learning is lower than that in
traditional education systems [17]. Access to online VLE
activities is used as a measurement of student engagement.
Because the course involves web-based learning, often, no
face-to face interaction occurs between students and the
instructor. In web-based systems, it is difficult to measure
a student’s engagement using traditional methodologies
(e.g., metrics such as class attendance, participation in
discussions, and grades) [18, 19], because many of these
predictors are not directly available in e-learning systems.
,erefore, investigating students’ engagement in web-based
learning is a challenging task [20].

To accomplish our goals, we developed a predictive
analytic model utilizing machine learning (ML) algorithms.
,e most appropriate ML predictive model was selected for
analyzing student interactions in VLE learning activities and
determining students’ levels of engagement in VLE courses
given that a lack of student engagement results in a high
dropout rate [15].

Predictive models are currently used in many educa-
tional institutions [21]. A predictive model can help in-
structors guide students in succeeding in a course, and be
used to determine which activities and materials are more
important to the course assessment. Such models also enable
instructors to engage students in different activities through
the VLE, thereby encouraging the students to participate in
the VLE course. Instructors must invest time discerning why
student engagement in particular course activities and
material is attenuated.

Our models can easily be integrated into VLE systems
and can enable teachers to identify low-engagement stu-
dents through different assessments, the use of different
course materials, and the number of times VLE activities
(e.g., dataplus, forumng, glossary, resources, URL, home-
page, oucollaborate, and subpages) are accessed. Teachers
can also spendmore time on assessments andmaterials that
are difficult for a particular group of students, enabling
them to discover why an assessment is easy or difficult and
providing supplementary intervention to students who
need it.

A predictive system enables an instructor to automati-
cally identify low-engagement students during a course
based on activities from that online course. Given such
detection, the instructor can then motivate (e.g., send an
e-mail reminder) or identify difficulties during the course
[22]. When a student receives an advisory e-mail from an
instructor (i.e., an e-mail asking about any difficulty), on
a weekly basis, the student is more likely to work hard and
increase their engagement. Such communication is im-
portant because it assesses student workloads and addresses
issues at an early stage of the course [23]. Apt advice will also
improve student retention and decrease the course dropout
rate.

Acquiring feedback is a challenge for instructors in an
e-learning system after redesigning a course and related
materials. ,e instructor can more effectively redesign
a course and student materials using a predictive model of
the progress of student and the finding can be used to
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improve the course and materials and increased engagement
levels of students. Furthermore, teachers receive feedback on
the courses they teach via e-learning systems and feedback
focuses on the difficulty level, burden, and illustrative
richness.

Tracking student engagement in different educational
learning activities encourages high-quality learning, and
comprehensive analysis of student engagement can help to
minimize course dropout rates.

1.3. ML Techniques Used in a Predictive Model. We applied
several ML algorithms as analytical learning approaches
intended to predict student engagement during a VLE
course and compared the resulting performance. ML is
a field of artificial intelligence. ML algorithms can auto-
matically find complex patterns from features extracted
from existing data, enabling them to make smart decisions
about current data [24].

,e main tasks of learning analytics in education are to
collect data, analyze these data and provide appropriate
suggestions and feedback to students to improve their
learning [25, 26]. With the help of predictive analytics, an
instructor can also discover what students are doing with the
learning material and how a student’s assessment scores are
related to that student’s engagement level [27].

,e cognitive ability of computers in some fields is still
below that of humans, but due to ML algorithms, computer
abilities are increasing quickly in domains such as
e-learning, recommendation, pattern recognition, image
processing, medical diagnosis, and many others. ML algo-
rithms are trained using sample data as inputs and then
tested with new data [28].

Instructors can use ML algorithms to obtain student-
related information in real time, which helps them intervene
during early course stages [29, 30]. ML is often used to build
predictive models from student data; ML techniques can
address both numerical and categorical predictor variables.
Decision trees (DTs) are often used to construct trees and
find predictive rules based on available data [31].

1.4. Innovationof theCurrentStudy. In web-based systems, it
is difficult for an instructor to determine the engagement
levels of individual students because the students are not
physically present [32]. ,e selection of an appropriate
classification algorithm for student engagement prediction
can be difficult because the recall and accuracy of these
algorithms depend on choices made concerning their pa-
rameters, features, and study domains. In MOOCs, every
student interacts with the course materials and performs or
participates in certain activities. ,ese interactions are
recorded in student logs. In this work, we used these in-
teraction data to identify low-engagement students in a so-
cial science course by first developing ML predictive models
and then identifying the most appropriate model. ,e
resulting predictive model can help instructors identify low-
engagement students, receive feedback on VLE courses, and
provide feedback to low-engagement students during early
course stages. Further goals involved investigating which

activities are the most appropriate and most affect student
engagement and how student engagement is associated with
assessment scores.

We used six types of ML classifiers (decision trees, JRIP,
J48, gradient-boosted trees (GBT), classification and re-
gression tree (CART), and a Naive Bayes classifier (NBC)) to
build predictive (learning analytic) models that predict
student engagement in different courses. ,ese classifiers
were selected because they accept both numeric and cate-
gorical attributes as inputs. ,e algorithms perform well on
noisy data and are unaffected by nonlinear relationships
between variables. ,ey are white boxes in nature, and their
rules can be easily interpreted and explained to users.
Furthermore, using these algorithms, we can easily find the
important variables in dataset.

In the current study, we used behavioral features (stu-
dent features related to interaction with the VLE) to predict
low-engagement students in an e-learning system. ,ese
features are readily available in almost every web-based
system. Additionally, these features predict student en-
gagement in a manner closer to that for a real world task (a
traditional learning environment) [33].

,e classifier inputs consisted of student e-learning
activity data from the logs of a VLE system. After examining
these data, we concluded the following: (1) the J48, DT, JRIP,
and GBT classifiers were appropriate for predicting low-
engagement students in the VLE course; (2) the number of
student logins to forumng (discussion forums), oucontent
(OU course materials), and subpage activities were strongly
related to student engagement in the VLE system; and (3)
highly engaged students achieved better results on course
assessments than did low-engagement students. Further-
more, the results also indicated that the students who had
lower-engagement in courses, achieved lower scores, and
participated in fewer course activities.

,is study considered the following research questions.
Question 1: Can we model the student engagement in

different course activities by utilizing ML algorithms, and if
so, which ML classifier offers optimal performance in pre-
dicting student engagement in the VLE course?

Question 2: Is it possible to identify the activities and
conditions that are most important in web-based learning
for predicting student engagement?

Question 3: How is a student’s engagement in different
VLE activities associated with that student’s final score on an
assessment?

,e problem is described in Section 2. Related work is
discussed in Section 3, Details about the materials and
methods are presented in Section 4. Section 5 describes and
discusses the experimental results. Section 6 provides con-
clusions and outlines future work.

2. Problem Description and Formulation

,e OU is the largest university in the United Kingdom; it
delivers more than a thousand online courses and offers
online degrees [34]. ,e courses (modules) delivered by the
OU are divided into 40-week intervals. Each course’s content
is divided into blocks. A different topic is taught in each
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course block, for example, Block 1, Part 1 is called Block 1,
Week 1. Similarly, Block 1, Part 2 is called Block 1, Week 2.
According to the course study plan, the study of a block
occurs within a specific time.

,e VLE contains the study material for each course, and
each student’s clicks per day are recorded in the VLE logs.,e
study material in the VLE is delivered via hypertext markup
language (HTML), PDFs, and lecture format.,e OU records
activity and demographic data when a student uses the OU
VLE system. ,e activity variables capture the type of
communication through which the student is engaged with
the VLE, and the activity types include dataplus, forumng,
glossary, oucollaborate, oucontent, resource, subpage, home-
page, and URL. ,e demographic data include the student’s
performance records. ,e instructor can use these data to
monitor the student’s engagement in different VLE activities.

In web-based systems, each group of students is sup-
ported by a specific instructor who can guide the students
and provide feedback throughout the course. However, the
resources for teacher-student interactions in the VLE are
limited. As the number of students increases, it becomes
more difficult for the OU staff to provide real-time support
to all students.

,e problem addressed in this paper involves reducing
the dropout rate of students by identifying low-engagement
students in the first course assessment stage, based on
where students invested their time differentially and the
activities they engaged in while completing the course
assessments.

S � xi, yi{ }Ni�1. (1)

In the equation above, S is the training set in the study and xi
is an N-dimensional input vector that contains the input
features. ,ese features include the number of clicks on the
VLE activities up to the student’s completion of the first
course assessment. N represents the number of students in
the first assessment (N � 383); yi is the vector of the target
class that determines the class of the input features xi, and
yi ∈ [1, 0]. ,e result is assumed to be an indicator of en-
gagement. When a student’s level of engagement in the
course is high through the first assessment, yi is set to 1, and
if the student’s engagement level is low through the first
assessment, then yi is set to 0 (see Materials andMethods for
the definition of engagement). ,e proposed functions to
classify student engagement are as follows:

Y � f(S). (2)

Let L be a classifier. We trained each classifier L on S
features. ,e S training set used to train each classifier L was
a dyad of (xi, yi), where xi denotes the historical record of
the features and yi is the class of feature xi [35]. After
training, we tested the classifiers using the test dataset, and
the results are shown in Section 5.

Our results indicate that the VLE activity-type data are
important for predicting student engagement during the
assessment and that better-performing students have higher
engagement through the first assessment. Additionally,
previous studies also indicated that students who are less

engaged have a greater chance of dropping out of their
courses or failing subsequent assessments [36].

3. Related Work

Considerable research has been conducted to investigate
student engagement in web-based learning systems and
traditional educational systems. Such research has used
different techniques and input features to investigate the
relationship between student data and student engagement.
For example, Guo et al. [37] studied student engagement
while students watched videos. ,is study’s input features
were based on the time spent watching the video and the
number of times the student responded to assessments. ,e
study concluded that short videos engaged students to
a greater degree than did prerecorded lectures. Bonafini et al.
[38] used qualitative analysis and a statistical model (step-
wise binomial logistic regression) to investigate student
engagement in an MOOC discussion forum and while
watching videos and related this engagement to student
achievement. ,ey used the number of posts submitted to
a discussion forum, the number of videos watched, and
postcontent review to study student engagement.,e results
indicated that the number of posts submitted in a discussion
forum and the number of videos watched during a course
were positively related to student achievement in the
MOOC. Ramesh et al. [39] studied the engagement of
MOOC students using a probabilistic model called proba-
bilistic soft logic based on student behavior. Ramesh et al.
[40] predicted student engagement/disengagement using
student posts in a discussion forum. Beer [18] applied
statistical methods to predict student engagement in a web-
based learning environment and concluded that variables
such as course design, teacher participation, class size,
student gender, and student age need to be controlled for
when assessing student engagement. Manwaring et al. [41]
conducted a study to understand student engagement in
higher education blended-learning classrooms. ,e study
used a cross-lagged modeling technique and found that
course design and student perception variables greatly af-
fected student engagement in the course. Mutahi et al. [4]
conducted a study to investigate the relationship between
a student’s final score and the student’s engagement in
material using a statistical technique and found that students
who had high levels of engagement for quizzes and materials
earned higher grades on the final exam. Aguiar et al. [42]
developed an early-warning system using engagement-
related input features and found that these variables are
highly predictive of student-retention problems. ,omas
and Jayagopi [43] measured student engagement using an
ML algorithm based on students’ facial expressions, head
poses, and eye gazes. ,eir results showed that ML algo-
rithms performed well at predicting student engagement in
class. Atherton et al. [44] found a correlation between the use
of course materials and student scores; students who
accessed course content more often achieved better results
on their exams and assessments. Bosch [45] studied the
automatic detection of student cognitive engagement using
a face-based approach.
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Some previous studies have also investigated student
engagement using log data [46, 47]. In recent years, re-
searchers have investigated the effects of academic self-
efficacy, teaching presence, and perceived ease of use on
student engagement in MOOCs using statistical techniques
[7]. Ding et al. [48] studied the effect of gamification on
student engagement in online discussion forums. Wells et al.
[49] studied student engagement and performance data
using the LMS platform and concluded that student en-
gagement increased as the exam approached. Additionally,
they found a positive correlation between student perfor-
mance and student engagement. Pardo et al. [50] revealed
that student interactions with online learning activities have
a significant impact on student exam scores. Other studies
have found that student engagement is only weakly corre-
lated with student performance in online knowledge surveys
[51]. Hamid et al. [52] measured student engagement using
an ML approach and concluded that the support vector
machine (SVM) and the K-nearest neighbor (K-NN) clas-
sifiers are appropriate for predicting student engagement.
Bote-Lorenzo and Gomez-Sanchez [53] predicted decreases
in student engagement in an MOOC using an ML approach.
Holmes [9] found that continuous assessment increased
student engagement.

Several studies have shown that course outcomes are
positively correlated with student engagement [54, 55]. For
example, Atherton et al. [44] showed that students who
access web-based system study materials daily and undergo
regular assessments achieve high exam scores. Other re-
search results show that high-engagement students tend to
earn good grades on course quizzes and assessments [4].
Rodgers [56] found that student interactions with an
e-learning system were significantly correlated with course
outcomes.

However, most of the previous work on engagement has
focused on traditional education in universities and schools
but has neglected student engagement in web-based systems.
Additionally, the previous work related to student engage-
ment has been based on statistical analysis, survey, and
qualitative methods; however, these statistical approaches
cannot reveal the hidden knowledge in student data.
Moreover, statistics-based and qualitative methods are not
easily generalized, nor are they scalable. Surveys are not
a good option for measuring student engagement; for ex-
ample, younger children cannot understand the questions,
and completing the surveys requires a large amount of time.
Another downside of these studies is that they are based on
student behaviors and emotions, as well as the course design;
however, student engagement can also depend on student
participation in learning activities.

,e current study uses ML techniques to predict low-
engagement students in a web-based learning system from
VLE log data. Accessing the log data using ML techniques
does not interrupt students [33], and the data are not time
dependent. However, to the best of our knowledge, no re-
search that predicts student engagement in a web-based
system using ML techniques and then compares those
predictions with student assessment scores has previously
been conducted.

4. Materials and Methods

In this study, we utilized various ML techniques to study
student engagement in different VLE activities. ,e selected
techniques were suitable for both domain and categorical
educational attributes. ,e main steps in the current study
are presented in Figure 1. Brief details of the ML, training,
testing, and input data are provided below.

4.1. Machine Learning Technique. Various types of ML
techniques have been used as predictive models. ,e ML
techniques tested as predictive models in the current study
are described below.

4.1.1. Decision Tree (DT). ADT has a tree-like structure with
internal nodes represented by rectangles and leaves repre-
sented by ovals. An internal node has two or more child
nodes. ,e internal nodes represent dataset features, and the
branches represent the values of these features. Each leaf
contains a class related to the dataset [57].

,e DT is trained with a training set containing tuples.
Finally, the DT is used to classify a dataset with unknown
class labels [57]. DTs are primarily used to process in-
formation for decision-making [58].

,e tree is constructed from the dataset by determining
which attributes best split the input features at the child nodes.
In this case, we used the concept of information gain which is
dependent on information theory.When a node hasminimum
entropy (highest information gain), that node is used as a split
node [59]. A DT is important when a study seeks to determine
which features are important in a student prediction model
[60]. ,e rules for DTs are easy to understand and interpret,
and we know exactly which classifier leads to a decision.

4.1.2. J48. A J48 decision tree belongs to the DT family; it
both produces rules and creates the tree from a dataset. ,e
J48 algorithm is an improved version of the C4.5 algorithm
[61]. It is a sample-predictive ML model that predicts the
target values of an unseen database based on the different
values of input features in the current dataset. ,e rules of
this approach are easily interpreted. Moreover, this method
is an implementation of the ID3 (interactive dichotomize)
algorithm and is a supervised ML algorithm used primarily
for classification problems. ,e internal nodes of a J48
decision tree represent the input features (attributes), and
the branches of the tree represent the possible values of the
input features in the new dataset. Finally, the terminal nodes
(leaves) display the final values of target variables [62]. ,e
attribute-selection process is based on the information gain
method (gain ratio) [63]. ,e J48 decision tree works for
both numeric and categorical variables; moreover, it de-
termines the variables that are best at splitting the dataset
[30].,e attribute with the highest gain ratio reflects the best
split point.

4.1.3. Classification and Regression Tree (CART). A CART
works in the same way as ID3 but uses the Gini index
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method for feature selection. �e variable with the smallest
Gini index value is considered the split variable [59]. When
the target variable of a training dataset is nominal, CART
constructs a classification tree, whereas when the target value
is numeric, CARTconstructs a regression tree [57]. A CART
is simple to understand and visualize. A CART is mostly
used for variable screening and feature selection and can
handle both numeric and categorical data. A CART checks
all possible divisions for all the predictors. When the optimal
division is found, the CART again performs the search
process involving every CARTnode until further division is
not possible [63].

4.1.4. JRIP Decision Rules. �is technique is a popular
classification algorithm that uses repeated incremental
pruning to produce error reduction (RIPPER) to create rules
from a dataset. JRIP uses the minimum error attribute of
class prediction. Moreover, JRIP uses an association rule
with reduced error pruning [64]. �e partial decision tree
(PART) algorithm creates a DT and rules from the dataset
[65].�en JRIP generates a confidence score, which depends
on the allocation of a training example classified by the JRIP
rules [66]. For example, if we wanted to classify 10 training
samples using the JRIP rules [66], the allocations of those
samples could be made such that 7 are positive and 3 are
negative. In this case, the confidence assigned to each
predictor would be 0.7 [66].

4.1.5. Gradient Boosting Trees (GBT). �e GBT algorithm is
used for solving supervised learning problems and can be
applied for both classification and regression, as well as for
ranking problems. Usually, in supervised problems, the
training data (which can include multiple features) are used
to forecast the target class.�eGBTalgorithm is popular and
has been integrated into both educational and commercial
applications. �e GBT is constructed greedily. �e con-
struction process starts from the root node, and leaf splits are
based on the mean square error.

4.1.6. Naive Bayes Classifier (NBC). �e NBC is based on
Bayes’ theorem and performs well for data with high input
dimensions. �e NBC works on independent features in
datasets and requires less computational time and less
training data than do other ML algorithms [67].

4.2. DataDescription. �e present study examined data from
a module (lesson) of a social science course attended by OU
students working via the VLE system that addressed a par-
ticular topic in a given course block [68]. �e VLE system
provides different course topics in different course blocks.
�is VLE delivers various courses to students, and students
can enroll in the courses from different locations [6].

�e number of students enrolled in the social science
course for the July 2013 session was 384. We used only the
July 2013 student records (384 students) that applied to the
period through the first assessment from the social science
course data. Based on the first assessment scores, the in-
structor can determine the low-engagement students at an
early point in the course. We extracted three types of data:
demographic (highest education level), performance (final
results and score on the assessment), and learning behavior
(number of clicks on VLE activities) data.�e behavioral data
included the number of clicks on activity types such as
dataplus, forumng, glossary, oucollaborate, oucontent, re-
sources, subpage, homepage, and URL as well as the number
of times each student accessed VLE activities through the
first course assessment.

One problem is that the selected attributes are stored in
different tables (student info, student assessment, assess-
ments, student VLE, courses, and VLE) in the OU data, as
shown in Figure 2. �e student info table contains the
students’ demographic information and the results of each
course [68]. �e course table contains information about the
courses in which students are enrolled [68]. �e registration
table contains student record timestamps and course en-
rollment dates [68]. Assessment information is recorded in
the assessment table [68]. �e student-assessment table
contains the assessment results for different students [68].
�e interaction information of different students regarding
different materials and activities is stored in the student-VLE
and VLE tables [68]. �e VLE interaction data consist of the
numbers of clicks students made while studying the course
material in the VLE. Each course activity is identified with
a label, for example, dataplus, forumng, oucontent, etc.

4.3. Preprocessing. �e data provided by the OU could not
be directly used as inputs in the ML model. Initially, the
input features of the current study were sourced from dif-
ferent tables (as discussed above) and needed to be in-
tegrated into a single table. We performed various
preprocessing steps on the data using MATLAB to format

Model
evaluation

Predict student
engagement in
VLE using best

model 

Testing
Build predictive

models
Training dataPreprocessing 

Student info

Student VLE

VLE

Course

Student assessment

Figure 1: Flow of the student engagement prediction process.
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the raw data into a form acceptable for ML algorithms.
Algorithm 1 shows the feature extraction steps. �e pre-
processing steps are listed below.

4.3.1. Feature Extraction. We transformed the open dataset
of the VLE by extracting a set of student features related to
their performance and interaction activities because these
features were strongly related to student engagement in the
course. We used MATLAB to calculate the total number of
times a student logged in to any VLE activity.

We transferred the data into anML-compatible layout in
which each row index was a student ID and each column
index was a student’s feature. �us, each attribute was re-
lated to the first assessment in the social science course.

4.3.2. Label (High and Low Engagement) Extraction.
Engagement identification is essential in web-based edu-
cation because it affects student performance, the student
dropout rate, and retention in e-learning courses. �e most
highly engaged students tended to obtain high scores.

Before developing the predictive models, we established
a label or definition of engagement; thus, the total number of
times a student accessed the VLE activities (total number of
clicks on VLE activities) was assumed to be an indicator of
engagement.�e detection of student engagement merely by
observing student behavior is challenging [69] because
students can sometimes appear to be busy but fail to
complete any learning tasks. Moreover, the prediction of
student engagement in VLE courses by simply counting
clicks during VLE activities is difficult because students
sometimes click on other, unimportant activities, such as
Facebook and Twitter. Additionally, in some cases, students
spend little time in the VLE but achieve a high score on the
course assessment. �erefore, the total number of clicks on
the VLE is insufficient for measuring student engagement in
the VLE course [9]. Instead, the criterion for measuring
engagement in the current study was jointly based on four
variables: the first assessment score (score on the assessment),
the student education degree before registering for the
course (highest education level),the final exam result after
completing the course (final results), and the total number of

clicks on VLE activities. To discern the impacts of these four
variables on student engagement, we conducted statistical
analyses (Spearman’s correlation) using SPSS to assess the
relationship among the total number of clicks on VLE ac-
tivities and the highest education level, score on the assess-
ment, and final results in the course for each student, based
on a significance level of 0.05. �e results are shown in
Figure 3.

Figure 3 illustrates that two variables (final results and
score on the assessment) were significantly correlated with the
dependent variable (total number of clicks on VLE activities).
�erefore, we define engagement through three variables
(final results, score on the assessment, and total number of
clicks on VLE activities). �e details of the above variables are
given later in the paper (see the section “Predictors that affect
student engagement in the Web-based system”).

Figure 3 shows that student engagement is related to the
final results, score on the assessment and total number of
clicks on VLE activities for each student, based on the large
r-values of these variables.�emost highly engaged students
achieved higher scores and better results on the exam. �e
highest education level variable was omitted because it had
a low r value that was statistically nonsignificant. �erefore,
we define engagement as follows:

Z � O(Exce,Que,Act), (3)

Oσ(Exce,Que,Act) �

1, Z � Exce∨(Qua∧Act)⟶ High engagement,

0, Otherwise⟶ Low engagement,
{ (4)

where Zi represents the student’s engagement level (high or
low) on the assessment and Zi ∈ 1, 0{ }.�e “OR” operator is
denoted by ∨ and “AND” operator is denoted by ∧.

Additionally, Exce denotes students who achieved ex-
cellent scores on the first assessment (score on the
assessment≥ 90%), Qua denotes those students who are
qualified (final results�Pass) and Act represents those
students who are active during the course (total number of
clicks on VLE activities≥ average clicks of students). After
establishing the engagement label, all the training data were
labeled using the engagement rules presented above.

Student engagement can be measured using different
methods, such as questionnaires, external observers, and
physiological measures; however, in these methods, students
can disturb, and these methods are not scalable [43]. Fur-
thermore, according to prior research, measuring student
engagement using total clicks during course does not guarantee
that students are highly engaged [9]; therefore, we measured
student engagement based on excellent (Exce), qualified (Qua),
and activate (Act) during the course. �e results conclude that
high-engagement students can achieve high scores on as-
sessments (excellent) and pass (qualified) final exams and are
more active during the VLE course (active).

4.3.3. Feature Selection. In this study, we predicted low-
engagement students using the number of clicks on the
VLE activities; therefore, we consider only the activities-

Student info
Student

assessment 

Student
registration

Assessments

Courses
Student

VLE

VLE

Figure 2: Details of the tables included in the OU dataset.
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related features (i.e., number of logins to dataplus, forumng,
glossary, oucollaborate, oucontent, resources, subpage, home-
page, and URL). Learning is a process that occurs when
students interact with coursematerials and receive instruction
[70]. �ese features describe how students participate while
taking the VLE course.

4.3.4. Missing Values. Some values were missing from the
dataset. We substituted zero values for these missing data
and interpreted the zeros as indicating that the student did
not login to those activities through the first assessment.

4.4. Predictors that Affect Student Engagement in Web-Based
Systems. In web-based systems, the most important pre-
dictors are the student activities and the materials used
before the course assessment. Further details on the pre-
dictors used in the current study are given below.

4.4.1. Activity Type. Students engaged in a range of VLE
activities, namely, forumng, dataplus, glossary, oucollaborate,

oucontent, resources, subpage, homepage, and URL, while
completing the course assessment. �ese activities provide
important information for predictive analysis. �e number
of times each student clicks on each of the activities is
recorded daily in a time-stamped log file that indicates the
time the student spent on each activity.�e forumng variable
references the discussion forum, where students can discuss
problems with each other. �e forum is also a space where
students can submit questions to better understand the
subject [60]. Resources consist of lecture notes, books, lecture
slides, and other course materials in HTML and PDF for-
mats [60].�e oucontent variable contains study materials in
HTML format related to the specific course studied. �e
subpage variable reveals the student’s navigation path
through the VLE structure [60]. �e homepage variable
reflects the first screen of every course; these screens are
visited by a student before accessing other course material.
�e glossary includes details about the OU and higher ed-
ucation acronyms. �e dataplus variable references a mod-
ule developed by the OU that allows students to see their
own records that have been stored in the database. Addi-
tionally, with the help of this module, producing a SQLite3
database is both customizable and portable for web-based
systems. Furthermore, students can easily export the OU
database.

4.4.2. Student ID. �is variable is a unique identification
number for a student in the OU records.

4.4.3. Highest Education Level. �is variable reflects the
highest degree a student achieved before registering for the
course. Student educational level is also correlated with the
degree of student engagement in the web-based system.

4.4.4. Total Number of Clicks on VLE Activities. �is variable
represents the total number of times a student accessed VLE
activities up to the assessment. Decreases in this variable are
a warning sign of low-engagement. �e total number of
times VLE activities were accessed was considered an in-
dicator of student engagement and is an important predictor
for student engagement and student participation [18, 71].

(1) For m= 1 to size (unique stud id)
(2) Index� find the index of all the clicks related to student m
(3) Find all the clicks of student m on VLE activities
(4) For s = 1 to size (studentAssessment)
(5) Find the scores of students on the first assessment
(6) End
(7) For j = 1 to size (clicks)
(8) Find student clicks on each VLE activity
(9) End
(10) Find student total clicks on VLE activities
(11) student [score, forumng, glossary, oucollaborate, oucontent, resource, subpage, URL, homepage, dataplus]
(12) End

ALGORITHM 1: Feature extraction algorithm. Note: score on the assessment (score).
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Figure 3: �e correlation coefficient between the dependent
variable (total number of clicks on VLE activities) and independent
variables (score on the assessment, final results, and education level)
of the students. Note: score on the assessment (score); highest ed-
ucation level (highest_education)
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4.4.5. Score on the Assessment. ,is attribute represents the
score obtained by a student after completing the first as-
sessment in the social science course.

4.4.6. Final Results. ,is variable represents the student’s
final exam results after completing the course, and the
possible values are pass or fail. ,is important variable
reflects student effort in the course.

All the aforementioned variables are associated with
student engagement at the OU. However, learning is
a complex process that is also affected by other factors, such
as teacher participation in discussion forums, course design,
class size, teacher’s experience, teacher’s conception of
learning, teaching styles, and other factors [18, 72].

4.5. Building and Testing the Predictive Model. After pre-
paring the data, we trainedmodels using the student training
data. In this step, the decision tree algorithms DT, JRIP, J48,
GBT, and CART and the NBC algorithm were used.

We constructed an Excel file from the training data and
uploaded it to Rapid Miner. Rapid Miner includes the entire
visualization module and predictive module of the decision
tree. ,erefore, we could easily construct the decision tree
algorithms and the NBC from these data.

,e current study classifiers were trained using a dataset
constructed from the VLE data. ,e input features used in
training were the total number of clicks on the VLE activities
completed in the VLE course, and the target variable was the
predicted student level of engagement (high or low)
throughout the OU course.

In the training phase, we supplied the inputs and the
corresponding data classes to the ML classifier to allow the
classifiers to discover the patterns between the input and
output [73]. Finally, the trained models used these patterns
to classify unseen data [73].

We used a 10-fold cross-validation method to train and
test the current student models. Cross-validation is pri-
marily utilized to assess model performance [74]. In k-fold
cross-validation, the data are divided into k different subsets,
the model is trained using k-1 subsets, and the remaining
subset is used for testing. ,e average performance obtained
from this method provides a good estimation of model
performance. [74].

4.6. PerformanceMetrics. After training the classifiers in the
current study, we assessed the performance of the learning
models using previously unseen data. We obtained the
prediction results for the models with the test data and
counted the number of true positives, true negatives, false
positives, and false negatives that were used to evaluate
performance. ,rough this process, we obtained the num-
bers of true positives (low-engagement) and true negatives
(high engagement), as well as the number of false positives
and false negatives.

Our main goal in this study was to minimize the false-
negatives rate (i.e., the number of low-engagement students
incorrectly identified as high-engagement students).

,erefore, we selected the model with the highest recall [75].
We used the following performance metrics to measure the
quality of the ML model predictions.

4.6.1. Accuracy. ,e first metric was accuracy, which is the
number of low-engagement students correctly predicted as
having low-engagement during the course [75, 76].

Accuracy �

true positive + true negative

true positive + true negative + false positive + false negative
.

(5)

4.6.2. Recall. Next, we calculated the recall, which indicates
the fraction of all the students in the dataset who have low-
engagement and who the classifier correctly recognized as
having low engagement [75, 76]. An ML model with a high
recall is considered to have satisfactory performance.

Recall �
true positive

true positive + false negative
. (6)

4.6.3. Area under the Curve (AUC). ,e receiver operating
characteristic (ROC) curve is a popular method for
assessing classifiers when a dataset is unbalanced [42]. ,e
X-axis of an ROC represents the false-positive rate, and the
Y-axis represents the true-positive rate [42]. ,e AUC
ranges from a minimum of 0 to a maximum of 1. When the
AUC of a model is greater than 0.5, it is considered a good
model [22].

4.6.4. Kappa. When a model has a kappa value of zero, its
performance is poor; in contrast, a value near 1 indicates that
the model has achieves good performance [30].

5. Experiments and Results

In this part of the study, we predicted the numbers of low-
engagement students from the different activities of a VLE
course using features related to student activity. To answer
the research questions of the current study, we performed
several experiments. We used the ML algorithms and the
Rapid Miner tool to build the learning models, as described
below.

5.1. Data Visualization and Statistical Analysis of the Data.
To understand the student data, we performed statistical
analyses of the number of times students clicked on activities
and the student engagement level. We also visualized the
dataset.,is step is important inML studies [76] because the
performance of a predictive model sometimes decreases
when the data quality is poor [77].

We visualized the input variables (student clicks on VLE
activities) of the OU course to illustrate how important the
input variables are in predicting low-engagement students at
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the first assessment point of a social science course. �e
results were used to better understand the student data [26].

We visualized the number of clicks per activity, for
example, forumng, oucontent, homepage, etc. Figure 4
presents the number of clicks per activity, which indicates
how much time the students spent on each activity.

Figure 4 shows that the number of logins a student has
for forumng and oucontent activities is greater than those for
other activities. Additionally, student forumng and oucon-
tent engagement is greater when completing the first as-
sessment. �ese findings demonstrate that forumng and
oucontent have high importance in predicting low-
engagement students.

In the second step, we determined how much the input
features of the current study were correlated with the output.
�erefore, before applying the ML algorithms, we conducted
a statistical analysis (Spearman correlation) to determine the
significance between the dependent variable of the study (level
of engagement) and the independent variables (score on the
assessment and the number of clicks onVLE activities, namely,
dataplus, forumng, glossary, oucollaborate, oucontent, resource,
subpage, homepage, and URL). A spearman correlation is
appropriate for both continuous and discrete features [78].

After conducting the Spearman correlation analysis,
each independent variable in the current study received
a correlation coefficient (r) that reflected the strength and
direction of the linear relationship between the tested pair of
variables [79]. �e results are shown in Table 1.

�e statistical results show that student clicks on
forumng, oucontent, subpage, and URL were moderately
correlated with the level of engagement in VLE activities,
whereas the number of student clicks on resources and
oucollaboratewere weakly correlated. Moreover, the number
of clicks on the homepagewas highly correlated with the level
of engagement. Table 1 shows that the number of clicks on
glossary and dataplus were unrelated to the student level of
engagement in VLE activities [80].

Although some of the selected predictor variables were
not significant, we included all the predictor variables in our
experiment, following the advice of Luan and Zho [81].
According to Luan and Zho [81], nonsignificant variables
can be important in some records [82].

Table 1 indicates that the seven independent variables,
namely, the number of clicks on forumng, oucontent, subpage,
oucollaborate, resources, homepage, and URL were significant
(P values < 0.05) with respect to the dependent variables.
�ese independent variables are meaningful and were used in
subsequent experiments. However, this analytical statistic
does not reveal the hidden information in the data [76].

Because most of the input variables in the current study
were significant predictors of student engagement, there was
room for further application of the ML algorithms.

5.2. Results and Discussion. At this point, we had sufficient
knowledge of the data to build predictive models. �e study
was conducted to determine which learning algorithms are
most suitable for predicting low-engagement students based
on their activities related to features during a VLE course

and to determine which activity types are important in
predicting student engagement. A measure of engagement
allows teachers to understand how a student is engaged with
the learning content during a course. We performed several
experiments to answer the following questions.

Question 1. Can we model the student engagement in dif-
ferent course activities by utilizing ML algorithms, and if so,
whichML classifier offers optimal performance in predicting
student engagement in the VLE course?

To explore this question, we determined the best ML
algorithms to predict low-engagement students and per-
formed the first experiment. In this experiment, the input
features were the students’ clicks on VLE activities (dataplus,
forumng, glossary, oucontent, resource, subpage, homepage,
and URL) in a VLE course, and the target variable was the
students’ level of engagement.
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Figure 4: Average number of student logins for each course
activity.

Table 1: Correlation analysis and descriptive statistics for the
activities and the students’ level of engagement.

Variables r P
Std.

deviation
Mean

Dataplus 0.064 0.383 0.58475 0.0940
Forumng 0.464∗∗ 0.000 141.59343 91.3864
Glossary −0.050 0.325 0.84851 0.1018
Oucollaborate 0.182∗∗ 0.000 1.33278 0.5561
Oucontent 0.482∗∗ 0.000 86.63507 116.1645
Resource 0.124∗ 0.015 3.06710 1.7990
Subpage 0.423∗∗ 0.000 16.57542 21.14.10
Homepage 0.542∗∗ 0.000 57.60067 55.4961
URL 0.376∗∗ 0.000 9.26278 7.3055
Score on the assessment 0.351∗∗ 0.000 20.74514 65.7285

Note. An asterisk indicates a correlation significant at the 0.05 level (2-
tailed). Features with large correlation coefficients (P> 0.05) do not have an
asterisk. Features significant at the P> 0.05 level are indicated by an asterisk,
and features significant at the P> 0.01 level are indicated by double
asterisks.
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To estimate how the classifier could generalize the un-
seen data, we divided the data using a 10-fold cross-
validation method. We followed this procedure to de-
termine student engagement as predicted by eachMLmodel.

In the first experiment, we used the DT, J48, JRIP, GBT,
CART, and NBC algorithms to predict student engagement
using the student interaction data. We used the Rapid Miner
tool to build the ML models and determined the accuracy of
each algorithm using 10-fold cross-validation.

,e DT is a supervised ML algorithm that is simple and
easy to understand. We used the following optimum pa-
rameters to train the DT: criterion� gain ratio, maximal
depth� 20, confidence� 0.25, minimal gain� 0.1, and
minimal leaf size� 2. Finally, we obtained an accuracy of
85.91% after applying 10-fold cross-validation.

Table 2 shows that the DT predictive model correctly
classified 283 of 303 low-engagement students; therefore, its
true-positive rate (sensitivity or recall) was 0.9340, with
a false-positive rate of 0.425.

In the second phase of the first experiment, we used
the J48 classifier and evaluated the related model via
10-fold cross-validation. We obtained the best perfor-
mance results using the following parameters: confidence
threshold (C) � 0.25 and minimum number of instances
per leaf � 2.0.

Table 3 shows that the J48 classifier correctly classified
289 of 305 low-engagement students. ,e true-positive rate
(sensitivity or recall) of this model was 0.947, and its false-
positive rate was 0.358. Finally, the accuracy of the classifier
was 88.52%. ,e results are shown in Table 3.

In the third phase of the first experiment, we built a JRIP
decision tree model using Rapid Miner. ,e default pa-
rameters for the JRIP models during the training stage were
set as follows: F (number of folds per REP)� 3.0,N (minimal
weights of instances with a split)� 2; O (number of opti-
mization runs)� 2.0, and S (seed value used for data ran-
domization)� 1.0.

Table 4 shows that the JRIP decision tree correctly
classified 227 of 243 low-engagement students. ,e true-
positive rate of the JRIP model was 0.934, the false-positive
rate was 0.342 and the accuracy was 83.27%.

In the fourth phase of the first experiment, we built
a GBTmodel to predict low-engagement students in the VLE
course. ,e default parameters of the GBT were as follows:
number of trees� 20; maximal depth� 5; min rows� 10.0;
and number of bins� 20. ,e GBTcorrectly classified 294 of
323 low-engagement students. ,e true-positive rate (recall
or sensitivity) of the GBT was 0.910, and the false-positive
rate was 0.383. Moreover, this model achieved high accuracy
(86.43%) based on the default parameters. ,e results are
shown in Table 5.

In the fifth phase of the first experiment, we developed
a CARTmodel using the OU student data. Table 6 shows that
the CART model correctly classified 235 of 263 low-
engagement students. ,e default parameters used in this
model were as follows: S (random number of seeds)� 1; M
(the minimum number of instances at the terminal nodes)�
2.0; and N (number of folds used in the minimal cost-
complexity pruning)� 5.0. ,e true-positive rate (recall or

sensitivity) of the CARTmodel was 0.893, the false-positive
rate was 0.333, and the accuracy was 82.25%.

We applied the NB (kernel) classifier to our data to
calculate the probabilities associated with highly engaged
and lowly engaged students. We implemented the NBC
using kernel density estimation and obtained good perfor-
mance with the following parameters: estimation mod-
e� greedy; minimum bandwidth� 0.1; and number of
kernels� 10. ,e true-positive rate (recall and sensitivity) of
the NBC was 0.900, the false-positive rate was 0.50, and the
accuracy was 82.93%. ,e results are listed in Table 7.

Table 2: Confusion matrix of the decision tree (DT) isolating two
classes of students’ engagement predictions.

Actual
Predicted

True low True high Class precision

Pred. low TP� 283 FN� 20 93.40%
Pred. high FP� 34 TN� 46 57.50%
Class recall 89.27% 69.70%

Table 3: Confusion matrix of the J48 model when predicting two
classes of students’ engagement.

Actual
Predicted

True low True high Class precision

Pred. low TP� 289 FN� 16 94.75%
Pred. high FP� 28 TN� 50 64.10%
Class recall 91.17% 75.76%

Table 4: Confusion matrix of the JRIP model when predicting two
classes of students’ engagement.

Actual
Predicted

True low True high Class precision

Pred. low TP� 227 FN� 16 93.42%
Pred. high FP� 48 TN� 92 65.71%
Class recall 82.55% 85.19%

Table 5: Confusion matrix of the gradient-boosted tree (GBT)
model when predicting two classes of students’ engagement.

Actual
Predicted

True low True high Class precision

Pred. low TP� 294 FN� 29 91.02%
Pred. high FP� 23 TN� 37 61.67%
Class recall 92.74% 56.06%

Table 6: Confusion matrix of the classification and regression tree
(CART) model when predicting two classes of students’
engagement.

Actual
Predicted

True low True high Class precision

Pred. low TP� 235 FN� 28 89.35%
Pred. high FP� 40 TN� 80 66.67%
Class recall 85.45% 74.07%
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A comparison of the results of the six models (Table 8
and Figure 5) showed that J48, GBT, DT, and JRIP predicted
low-engagement students with high accuracy (88.52%,
86.43%, 85.91%, and 83.27%, respectively) based on student
clicks on different activities.

When data are unbalanced (i.e., when the number of
records of one class is less than that of another), accuracy
alone does not always indicate that a classifier has achieved
good performance in predicting low-engagement students
(the unbalanced problem) [43]; therefore, we checked the
recall (sensitivity), ROC, and kappa values of the classifiers.

To identify low-engagement students in the OU course,
recall is paramount, but if we want to identify high-
engagement students (those with a larger number of
clicks on activities), then accuracy is important. In this study,
our goal was to identify low-engagement students; therefore,
we focused on recall.

In our model, the recall results reflect how many of the
low-engagement students were correctly identified as low-
engagement out of the total number of low-engagement
students in the dataset. Given such identification, teachers
can give feedback and sent warning messages to those
students who may need to work harder.

In the first experiment, the study found that the recall,
kappa, and accuracy values of the J48, GBT, DT, and JRIP
models were better than those of the NBC classifier and
CART. ,us, J48, JRIP, GBT, and DT were selected as the
appropriate classifiers for VLE data. DT achieved a recall
for low-engagement student prediction of 0.934, a kappa
value of 0.534, and an accuracy of 85.91%, and J48
achieved a recall of 0.947 for low-engagement students,
a kappa value of 0.630, and an accuracy of 88.52%. ,e
GBT had a recall of 0.910, a kappa of 0.503, and an ac-
curacy of 86.43% in the current experiments. Finally, JRIP
achieved a recall of 0.934, a kappa of 0.621, and an ac-
curacy of 83.27%. ,ese results indicate that the recall of
J48 is slightly greater than that of the others models, which
suggests that the performance of the J48 classifier in
predicting low-engagement students is good compared to
the alternatives.

In the first experiment, we also compared the perfor-
mances of the learning algorithms based on the ROC
curves. We computed the AUC value of each classifier, and
they ranged from 0.8 to 0.5. ,e ROC curves of our models
represent the probability that low-engagement students in
the sample are correctly identified as low. A high AUC
means that the classifier has good performance, and the
AUC value is close to 1. A low AUC indicates that the
classifier performs poorly. Figure 6 shows that the J48,
JRIP, GBT, and DT classifiers achieved better AUC values

than did the other algorithms and thus performed better.
,e ROC curves of the other models indicate that these
models achieved inferior performance for the studied
dataset.

,e experimental results show that J48, JRIP, GBT, and
DT are appropriate algorithms for identifying low-
engagement students in an OU course. When low-
engagement students can be identified, teachers can uti-
lize these models to alert low-engagement students in ad-
vance and learn more about the low-engagement students.
,e NBC and CART classifiers were less accurate than the
GBT, J48, JRIP, and DT classifiers and did not perform as
well in predicting low-engagement students during a VLE
course. Figure 5 and Table 8 also show that low-engagement
students can be predicted with reasonable accuracy and
recall based on the number of clicks on VLE activities prior
to the first assessment.

Question 2. Is it possible to identify the activities and
conditions that are most important in web-based learning
for predicting student engagement?

To understand which VLE activities are important for
student engagement prediction, we explored the second
question by building a decision tree using the DT classifier
because the explanations generated through decision trees
are easily generalized and understandable [83].

We applied the DT to discover more details about the
students. Figure 7 shows the DTs constructed from the VLE
dataset. Several interesting observations can be drawn from
building the DT classifier.

First, the analysis demonstrates that student clicks on
homepage, forumng, oucontent, and subpage are the most
important predictors of student engagement in the VLE
course because these features appear most frequently in the
classification model. Other features, such as the number of
student clicks on dataplus, glossary, oucollaborate, resources,
and URL are not important predictors of student engagement
through the first assessment and are not shown in Figure 7.

Second, from Figure 7, we conclude that forumng and
oucontent are the most important types of activities for
predicting low-engagement in the social science course. ,e
number of messages posted and replied to in the discussion
forum (forumng) may also be related to the engagement of
students in the course. Additionally, instructor involvement
in the discussion forum could further improve student en-
gagement [18].

,ird, Figure 7 further demonstrates that highly engaged
students accessed more OU course-related content
(oucontent) during the course and had a higher level of

Table 7: Confusion matrix of the Naive Bayes (Kernel) classifier
when predicting two classes of students’ engagement.

Actual
Predicted

True low True high Class precision

Pred. low TP� 282 FN� 31 90.10%
Pred. high FP� 34 TN� 34 50.00%
Class recall 89.24% 52.31%

Table 8: Accuracy, kappa, and recall of the ML models used in the
current study.

Model Accuracy (%) Kappa Recall

Decisions tree 85.91 0.534 0.934
JRIP 83.27 0.621 0.934
J48 88.52 0.630 0.947
Gradient-boosted trees 86.43 0.503 0.910
CART 82.25 0.572 0.893
Naı̈ve Bayes 82.93 0.408 0.900
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participation in the discussion forum; therefore, they tended
to interact more with other students. In contrast, low-
engagement students clicked less in discussion forums
and on oucontent.

Fourth, Figure 7 shows that the forumng, oucontent, and
subpage activities have a deleterious effect when a student has
low-level engagement. Figure 7 shows that when a student’s
participation in activities such as forumng, subpage, and

oucontent is low, the student’s engagement level will also be
low.

�e features selected by our models provide good in-
formation that instructors can use to provide confident
interventions for their students before the end of a course.
According to prior research, student retention can also be
improved by improving the level of student interaction in
the course [30, 84, 85]. �e DT generated by the DT
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algorithm shows how the activities of an OU course can be
used to predict student engagement, and these findings also
reflect the confidence level of each student.

Furthermore, we constructed the following interesting
rules from the JRIP tree.

(1) (homepage≥ 55) and (oucontent≥ 171) and
(subpage≤ 42) and (oucontent≥ 189)≥ Label�High
(30.0/2.0)

(2) (homepage≥ 68)≥ Label�High (79.0./30.0)

(3) (forumng≥ 145)≥ Label�High (15.0/3.0)

(4) (oucontent≥ 147) and (foruming≥ 53)≥ Label�High
(15.0/3.0)

(5) Label≥ Low (244.0./7.0)

�ese rules show that student clicks on homepage,
oucontent, and forumng are significantly related to student
engagement. Moreover, the rules can be interpreted as
follows.

When a student spends more time in the discussion
forum (forumng), engagement in course activities is high.
Additionally, high-assessment-score students spent more
time creating new content and pages via which their as-
sessments were submitted and used subject material more
frequently to clarify concepts than did low-score students.

When the number of clicks of a student on a discussion
forum (forumng) is ≥145 OR homepage (homepage) ≥68 OR
oucontent≥ 147, then the student’s engagement level in the
OU course is high.

Finally, experiments 1 and 2 showed that JRIP, J48, DT,
and GBT are appropriate ML models for predicting low-
engagement students in the VLE course. Additionally, the
results showed that four features strongly affect student
engagement and course outcomes, namely, the number of
clicks on forumng, oucontent, homepage, and subpage. �e
rule sets selected through this analysis can help instructors
better design their course content and identify low-
engagement students at an early course stage. �e per-
formances of the GBT, J48, DT, and JRIP models, which
were sufficient for practical applications, were good for the
following reasons.

(1) GBT, J48, DT, and JRIP can be effectively applied for
both numerical and categorical attributes [86]. Ad-
ditionally, these models are white box models, and

their results are easily interpreted [87].

(2) �e performance of JRIP is good in the presence of
noise [66], and it produces rules that can be easily
understood by teachers.

(3) DTs can handle more predictor variables than can
logistic regression and other models [82], and they
can find complex and nonlinear relations between
dependent and independent variables [82].

(4) J48 can handle missing values and unknown levels,
and it provides good stability and easily un-
derstandable results [61]. J48 can also handle both
discrete and continuous values [88].

(5) DTs can produce rules that are easily handled and
understood by humans. Additionally, DTs perform
rapid classification of unknown data, without re-
quiring complex computations [61].

Question 3: How is a student’s engagement in different
VLE activities associated with that student’s final score on an
assessment?

To address this question, we determine how student
engagement is related to the first assessment scores by
conducting a third experiment in which we analyze student
data related to student engagement in VLE activities and the
first assessment score in the VLE course. According to
previous work, student engagement has a positive effect on
grades, test scores, retention, and graduation [89].

�e Spearman correlation (r) between student assess-
ment scores and student engagement was 0.351 (Table 1),

which indicates that engagement is positively correlated with
assessment scores.

Figure 8 shows the relationship between student as-
sessment scores and engagement level for the training data.
Figure 8 further indicates that students with high as-

sessment scores in the training data show high engage-
ment. �erefore, we applied the J48 decision tree to study
these relationships in the test data. We split the dataset into
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two portions, training and testing, with allocations of 75% and
25%, respectively. We trained the J48 classifier on training
data and tested it on unseen data (testing data). In other
words, we compared the student’s first assessment score with
the student’s engagement in that same course. �e course
activities include oucontent, forumng, dataplus, URL, home-
page, oucollaborate, resource, subpage, and glossary.

As shown in Figure 9, we plotted the score on the first
assessment and the predicted student engagement for the
test data. �e graph shows that high-engagement students
usually earn better assessment scores in OU courses; this
result may be due to their increased access of course
content and increased participation in discussion forums.
In contrast, low-engagement students tend to have lower
scores on the first assessment; this result may be due to
poor exam preparation, poor time management, limited
access of course content, and low participation in dis-
cussion forums.

Furthermore, the results also indicate that a student’s
participation in VLE activities (e.g., discussion forums and
course content access) positively affects student engagement
and the student’s scores in the course.

5.3. Development of an Engagement Prediction System.
We designed an engagement prediction system based on the
results of the current study. Figure 10 demonstrates the
interaction between the student engagement prediction
system and the VLE. �e main components of the proposed
student engagement prediction system are detailed as
follows:

5.3.1. Learning Portal (VLE). �e VLE is a web-based
system that offers students a variety of functions such as
enrolling in courses, solving problems, completing as-
sessments, downloading materials, and performing activ-
ities. �e students can interact with the VLE daily to

complete the course assessments for the classes in which
they are enrolled.

5.3.2. Source Data. When students interact with the VLE
system to complete a course assessment, their activities are
recorded in the log file, and the student performance data are
recorded in the student database.

5.3.3. Preprocessing. �e preprocessing module extracts
input-related features and engagement labels from the
student log data and transforms those data into a format
acceptable for input into ML algorithms.

5.3.4. ML Model Selection. Based on the ML performances
for the student log data, this module selects the best ML
model for making student engagement predictions.

5.3.5. Library of Predictive Models. �is module is re-
sponsible for predicting student engagement based on un-
known student data or predicting low-engagement students
in courses using the best ML classifier (J48, DT, JRIP, and
GBT).

5.3.6. Instructor Dashboard. Because the decision tree rules
are in the form of if/then rules, it is difficult for the instructor
to understand these rules. Consequently, the instructor
dashboard is a computer program that interprets these rules
and displays them in the form of a graph to provide valuable
information about student engagement in VLE activities to
the instructor. Moreover, the instructor can predict indi-
vidual student engagement and then send pertinent in-
tervention advice to low-engagement students.
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5.4. OU Analysis Dashboard for the Current Study.
Although the above experiments provide an overview of the
performance of predictive models, they do not provide real-
time information for the instructor. �erefore, to provide
real-time information to the instructor, a prototype of an
online dashboard for the OU was designed and is presented

in Figure 11. �e concept of the dashboard is described as
follows:

�e proposed instructor dashboard has two main
components: a prediction part and a data visualization part.
In the visualization part, an activity chart shows the number
of times a student has logged in to each activity or to the VLE
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through the first assessment.,e other part shows individual
student engagement in each assessment.

After the model is developed, it can be applied to real
student data; subsequently, at any moment in time, the
model shows a student’s engagement level for different
assessments, materials, and activities. In other words, the
model shows the number of times a student’s uses VLE
activities, such as forumng or oucontent.

,e dashboard allows course instructors without IT
skills to acquire up-to-date predictions about student
engagement for each assessment and each activity and
to make accurate decisions about students to reduce
the student dropout rate. Additionally, the instructor can
determine the reason for a student’s low-engagement
level.

A teacher can use this dashboard to contact students
who have not accessed the course materials and who have
not participated in VLE activities. ,e predictive model
also generates a list of students who have low-engagement
during the assessment.

Moreover, the predictive portion of the dashboard
provides some statistical information about students and
their course assignments. For example, first, the predictive
portion identifies the top five most popular activities during
the first assessment of the course; second, it finds the per-
centage of low- and high-level engagement students for the
current course assessment.

Furthermore, a graphical representation of student in-
teractions with course activities allows instructors to eval-
uate a student’s behavior in a few seconds and to give
feedback in real time.

,is visualization allows the instructor to assess the effect
of redesigning the course or material. Furthermore, the
visualization enables the teaching staff to receive feedback on
their teaching practices.

5.5. Predictive Model Application in a Web-Based System.
A teacher can use the predictive model to receive the fol-
lowing feedback on a lesson or assignment and then deliver
a response through the e-learning system.

(1) When student engagement in particular activities or
materials decreases, it may be useful for the instructor
to ask why a majority of the students are not accessing
the relevant activities or materials. One possible cause
is that the materials delivered in the course are in-
effective. Accordingly, the instructor should improve
the quality of the instructional materials to satisfy
students because satisfied students are more in-
novative, put more effort into their studies, and will
recommend the course other students.

(2) When a student engages less in the discussion forum
or OU content or never accesses the OU content, the
instructor can e-mail (disengagement trigger) the
student to determine what materials the student is
having difficulty with and to determine why the
student is contributing less to the course. ,e in-
structor can also offer advice about the course. ,is

advice may help to increase the student’s awareness
of their productive or unproductive behavior, which
might increase their level of engagement.

(3) ,e instructor can predict individual student diffi-
culties for each assessment and recommend relevant
materials and activities to students for the next
assessment.

(4) Instructor contributions to the discussion forum can
also increase student engagement.

(5) ,is model can help the instructor find the most
important activities for students, increase student
engagement, and help students achieve high scores
on course assessments.

(6) ,e teacher can use the model to increase student
engagement. When the student engagement level in
a course is low, the instructor can redesign the
course, to improve the student interactions within
the course.

,is tool can help instructors to design materials such
that students will remain engaged during the course
assessment.

6. Conclusions and Future Work

Predicting low-engagement students is important in
e-learning systems because it allows teachers to un-
derstand the behavior of students for different course
activities. We collected data from an e-learning system
(VLE) and formatted these data in a form suitable for input
into anML.We then performed various experiments based
on these data. We applied several ML classification al-
gorithms to our data and evaluated them using cross-
validation techniques.

,e results of the first experiment showed that DT, J48,
JRIP, and GBT are the most appropriate algorithms for
predicting low-engagement students during an OU assess-
ment. Table 8 and Figure 5 reveal that the true-positive rate
(recall) of the J48 model is slightly higher than the alter-
natives and that the J48 model successfully identifies the
students who truly exhibit low-engagement during assess-
ment activities.

,e results of the second experiment indicate that the
most important variables for predicting low-engagement in
an OU assessment are clicks on oucontent, forumng, subpage,
and homepage.

Because the current study used only student activity data
from the OU system, the analysis focused on whether these
data could be used to predict low-engagement students
based on the assessment results. Student engagement is
a complex problem that also depends on factors such as
teaching experience, course design, teaching style, and
course concepts. ,ese factors must be further investigated
in the context of student engagement.

In future work, we plan to evaluate the total number of
students’ clicks for each assessment, course design, teaching
experience, and teaching style in an OU course and then use
collaborative filtering to recommend materials and lectures
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for low-engagement students. ,is approach will help stu-
dents achieve higher grades on the final exam.
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