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Abstract

Objectives: The study has been carried out to present the sentiment analysis model for improving the quality of teaching 

in academic institutions, particularly at universities. The purpose of this study is to explore the different machine learning 

techniques to identify its importance as well as to raise interest in this research area. In this regard, the student feedback 

dataset has been collected at the end of the semester Fall-2018 from both Public and Private sector universities of Karachi, 

through the Google Survey Forms. The dataset contains valuable information about the quality of teaching and learning. 

Methods/Statistical Analysis: The model used the Multinomial Naive Bayes, Stochastic Gradient Decent, Support Vector Machine, Random Forest and Multilayer Perceptron Classifier. The result was analyzed through the evaluation metrics i.e. 
Confusion Matrix, Precision, Recall and F-score. Findings: It is found that the performance of MNB and MLP remained 

effective as compared to other approaches. It is recommended that MNB and MLP should be used in the research context for the classification of the text. It has great significance for future researchers in sentences and text classification. 
Application/Improvements: The study helps for improving the quality of teaching in education system. And moreover, it 

will be upgrade by increasing the data samples of neutral comments in dataset.

1. Introduction

�e �eld of Sentiment Analysis emerged a most impor-

tant �eld in academic research particularly, in the area 

of Natural Language Processing (NLP) and Machine 

Learning during the last decade. Sentiment analysis is 

focused to examine the problems by identifying the text 

data, posts, and other contextual information uploaded 

by users on various social media platforms. �e ultimate 

objective of the sentimental analysis to identify and extract 

subjective information of various users from the sources 

and forums regarding their opinions, ideas they have for 

posts, discussion and conversation that may bring a posi-

tive change and lead to help services, businesses, brands 

and various products and create a room of improve-

ments for them. Which identi�es and extracts subjective 

information in the source material and helping a busi-

ness to understand the social sentiment of their brand, 

in this research work the prime focus has been routed 

towards student’s feedback analysis in the form of com-

ments, opinion and reviews regarding the performance of 

course teacher? Considering the students feedback in this 

research is because they have diversi�ed learning experi-

ences with various subject teachers and they analyse well 

in the perspective of teaching skills, methods, knowledge, 

delivery style and more. Analyzing students’ comments 

feedback using sentiment analysis techniques can catego-

rize the students’ positive, negative or neutral sense of 

feelings regarding the teacher1.

�e most common practice in Educational Institutions 

is to get feedback from students to analyze their senti-

ments towards subject teacher in order to improve the 

performance of the teachers. Basically, this approach of 

assessment through such feedbacks is usually commenced 

at the end of the semester with the use of survey forms. 

However, the subject method does not look e�cient and 
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approach has been found very slow and time-consuming. 

With the advancement in technology and social media, 

speci�cally Facebook, that has widely facilitated in the 

collection of user feedbacks through various pages and 

groups. However, extracting the subject information and 

analysis those feedbacks is a relatively challenging job. 

�is research work provides the best proposed solution 

and discovers the modern e�cient techniques for senti-

ment analysis applied on student’s feedbacks with the 

usage of machine learning techniques such as Naive Bayes 

(NB), Stochastic Gradient Descent (SGD), and Support 

Vector Machines (SVM) respectively. And, evaluate the 

performances of each subject techniques and perform the 

comparison analysis with accuracy.  

Kaur, proposed methodology based on a survey of 

classi�cation and opinion mining algorithms.  In the 

researcharea, the sentiment classi�cation is an open �eld 

for analysis and experiments. �ere is a wide range avail-

able for subject algorithms. Moreover, Multinomial naive 

Bayes, SVM, random forest, SGD classi�er and multi-

layer perceptron are dominant approaches for sentiment 

classi�cation. �e suggested model analysis the di�er-

ent domains of text datasets. Like IMDB, Flipkart and 

Amazon, web and social networks sentiment analysis 

of words along with context is very much important, so 

depth study is needed in the required �eld2.

�e proposed methodology based on emotions of 

di�erent textual words have been discussed in multi-

disciplines, like linguistics, psychology and computa-

tional linguistics, Currently SA (Sentiment Analysis �eld 

has more scope for text classi�cation and categorization. 

Moreover, the capacity of research work related to emo-

tion words is limited to the perspective of foreign lan-

guages learning. 

�e lack of informative materials, less understanding 

and complexity of tools hasnarrowlydown the scope of 

learners, especially in emotion words. �e recent survey 

focuses on the application of opinion mining learning. 

To achieve the required objectives the author proposed 

RESOLVE system to develop a context-aware emotion 

replacement recommendation system, for academic pur-

poses. Using di�erent machine learning techniques, the 

model can propose synonymous emotion words which 

are feasible in the context of learners. Signi�cantly, the 

focus on the used text information data of each emotion 

words, containing various scenario descriptions, de�ni-

tions, sentences were given as input in order to develop 

and help language learner’s vocabulary knowledge and 

words usage. In the education system the proposed model 

e�ective and e�cient for the writing tasks based on sur-

vey questions. �e experimental results show that the 

model achieved a good accuracy on substantial progress 

in the context of emotion words3.

�e proposed sentiment analysis approach for classi-

fying and identifying the people’s thoughts and intentions 

from the piece of the text. As per researchers views the 

thoughts can be positive, negative or neutral regarding to 

the personality. In that sense, the authors do the opinion 

mining on twitter dataset. �e raw data is extracted from 

various users twitter posts. In order to obtain the results, 

the machine learning techniques are used for classifying 

the users’ Twitter in the form of text. Moreover, the results 

show the accuracy of Multinomial Naive Bayes model was 

state-of-art compared with other ML approaches. �e 

classi�er shows that the BJP was a more successful politi-

cal party in the present time based on public opinion.  

Model is not restricted to a single domain, but it can be 

widely used in di�erent domains like business, education, 

health and the stock market4.

In proposed a novel method for identifying and clas-

sifying the messages of twitter automatically. �ese texts 

based short twits are further classi�ed into labels, such as 

positive and negative with the respect of the query. Also, 

this is more helpful for customers who are interested to 

do the survey on opinion mining of di�erent product 

before purchase, moreover the industries are looking a�er 

the all public sentiments of di�erent brands on the web. 

�erefore, No or limited work has been done on classify-

ing and categorizing the sentiment of microblogging ser-

vices like twitter messages. �e proposed model utilized 

the machine learning methods for identifying and clas-

sifying the short Twitter messages with respect to distant 

observation. �e twitter messages dataset is used in the 

model for training the emoticons, which are the normally 

noisy data or labels. And more ever these training sam-

ples are richly available to automatically obtain the pat-

terns means. 

As suggested author compare the results of machine 

learning approaches (max entropy, naive bays and sup-

port vector machine. the accuracy of these algorithms 

is greater than 80% while training on emoticons data 

samples. �e main theme of this study is classifying the 

emoticons data of the twitter messages for distant super-

vised learning. In this paper, the preprocessing and �lter-

ing approach also utilized order to improve the accuracy 

of the model with respect of emoticons5.

www.indjst.org


Indian Journal of Science and Technology 3Vol 12 (14) | April 2019 | www.indjst.org 

Irfan Ali Kandhro, Muhammad Ameen Chhajro, Kamlesh Kumar, Haque Nawaz Lashari and Usman Khan 

In proposed presented a new entity-level sentiment 

approach for analyzing the short twitter messages. Initially, 

this method adopts a lexicon-based approach to presents 

entity level opinion mining. �e precision of this model 

is high compared to recall. Additionally, to improve the 

results of recall require more tweets that are expected to 

be rigid are discovered automatically by utilizing the data 

in the result of the lexicon-based approach. Addition to 

this, text classi�er then trained to assign polarities to the 

entities in the newly identi�ed tweets. Labelled class auto-

matically sets rather than manually, the training examples 

are given by the lexicon-based approach. �e suggested 

model depicted the Experimental results that signi�cantly 

expands the recall in a better way and the F-score and out-

performs the state-of-the-art baselines6.

2. Proposed Methodology

M-NB Multinomial Naive Bayes functionally extension of 

Bayes theorem7. Its most popular algorithm for classi�ca-

tions. �e performance is good with text and document 

level opinion mining or sentiment classi�cation. �is 

model is slightly used for data streaming as M-NB classi-

�er directly used for increasing and decreasing the counts. 

And moreover, these counts are required to estimative the 

algorithmic and conditional possibilities. �e document 

has used an algorithm for classi�cation that consists of 

collections of multiple words that represent from each C. 

P (W|C). Where P shows the possibilities of words in doc-

uments that represents the class. �e frequency of relative 

words �nds out through the training data as simply esti-

mating the list of the words from documents.

�e equation 1 shows estimate prior possibilities as 

referred P(c) that are required for the classi�cation and 

other part p(d) is normalization factor that avoids zero 

frequency issue and Laplace correction for algorithmic 

possibilities and conditional probability are used replac-

ing the all zero with one.

( ) ( ) ( )( )( )1 1|  | |
i i i

P x y P i y x P i y x= + + −  (1)

SGD-Stochastic Gradient Decent is a basic and e�cient 

method for di�erentiating or di�erentiable learning in 

linear classi�cations under the convex loss functions such 

as the Logistic regression and SVM. In machine learn-

ing the SGD recently get good attention in content scale 

learning. It’s mostly used sparse and large-scale machine 

problems especially with text classi�cation, moreover, the 

performance of classi�er e�ective and implementation on 

text is quite easy.  Classi�er used Hinge loss or no-dif-

ferentiable loss with support vector machine, and model 

adopts the changes over time. Its learning rate is �xed in 

a simple implementation of the vanilla model. In addi-

tion to this, this model loss optimized through L2 penalty 

regularization approach which is specially used SVM ML 

techniques. SGD classi�er �tted with two arrays: an array 

X of size [samples, features] holding the training samples, 

and an array Y of size [samples] holding the target val-

ues (class labels) for the training samples: document clas-

si�er referred as following formula and optimized used 

loss function x, and vector represent with b, λ (lambda) is 

used as regularization parameter. Class labels to (+1,-1). 

�e performance of model compared8 and moreover not 

required con�guration explicit learning ratio. But there is 

no improvement is identi�ed latter discussed approaches, 

another side, and the capability of the algorithm com-

pute with explicit learning rate appeared with twitter data 

stream task. Many of researchers are used a λ = 0.0001 

and kept the learning rate set for the per-example updates 

to 0.1 and addition to this, SGD classi�er support �rst-

order learning the routine. However, this method iterates 

the training samples and each cycle the model updates 

the parameters. Operation of learning parameter also 

controls the step size in space and similarly intercept is 

updated but without regularization. Learning rate can be 

either constant or gradually decaying. For the text classi-

�cation, the by default learning schedule optimal is given 

equation (2).

( ) ( ),
T

iL w x b yiR w
w w

w w
η
 ∂ −∂
 ← − +
 ∂ ∂ 

 (2)

Support Vector Machine (SVM) is a discriminative clas-

si�er as proposed by9 properly speci�ed by a dividing 

hyperplane. In training data labels are scattered in two-

dimensional space where line is created for dividing the 

data into two parts. Each part shows the class. Supervised 

learning model performance is e�ective on text classi�-

cation and categorization compare to max-entropy and 

nave bays theorems. SVM �rst version introduced by10 

and it used to compute the optimal or best boundaries 

to separate the negative and positive samples. �e perfor-

mance of this model on training samples are exceptional 

compared to other machine learning approaches that’s 

suggested authors in11,12 and some other complexities also 

discuss in papers as referred13,14. 
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And further, to overcome to these complexities require 

more deep research. �e form of the equation de�ning 

the decision surface separating the classes is a hyperplane 

of the form: – w is a weight vector – x is input vector – b 

is biased equation (3)

0 0 1 0 1^  ,  w T x b and+ = > = + < = −  (3)

Random Forest or random decision forests15 as an exam-

ple approach that main objective of improving and stor-

ing classi�cation data in trees form. Ensemble method 

used for regression, text classi�cation and other tasks that 

analysis by creating multiple decision trees on training 

the samples. Model is used correctly for decision trees’ 

habit of over�tting to their training. �e arrangement of 

tree predictors in such way where every single tree pat-

terned values of random vectors are dependent on inde-

pendently and all trees shared equally across the complete 

forest. �e structure of random forest trees classi�er con-

tained a h (x, Ok), k=1 having Ok as individually identi-

cally scattered random vectors and every single tree cast 

a vote for most repeated class or value at input x. In clas-

si�cation  (x) is class predication of bth random forest. 

Where decision of selection of model the perfect model 

computed with majority vote. As shown in equation (4).

( ) ( ){ }
1

ˆ  ˆ     
B

rf b

B
C x MajorityVote C x=  (4)

�e Multilayer Perceptron (MLP) is a class of feedforward 

network. In other words, called nonlinear and robust arti-

�cial neural network. In15 proposedthe MLP consist of 

three-layer, the input layer, the hidden layer and �nally 

output layer. Every single node or layer contains neurons 

with nonlinear activation function. And addition to this, 

MLP used universal activation estimator that contain a 

single hidden node and having multiple di�erent non-

linear units. And for that reason, learning relation of the 

variables is good each other. In Multilayer Perceptron 

(MLP) the �ow of data in unidirectional from input to 

output layer. Its manifold layers and nonlinear activa-

tion function for di�erentiate MLP from a linear percep-

tron. It can distinguish data that is not linearly separable. 

Multilayer perceptron that based on Neural Network 

and it starts with the �rst input layer contain every single 

node that having a predictor variable. Input nodes are 

neurons are interrelated with the neurons in the forward 

�owing and the next hidden layer with labels. Likewise, 

the hidden layer neurons relate to the other hidden layer 

neuron16-20. �e training MLP classi�er by adjusting the 

weights until it produced correct predication of output as 

shown equation (5).

( )
0

d

k ki i ko

i

y x w x w
=

= +∑  (5)

3. Results and Discussion

In this section, the evaluation of learning models has been 

performed using dataset. For this purpose, the dataset is 

built through google forms in which di�erent course eval-

uation questions are formulated such as quality of teach-

ing, and course contents. However, in order to analyse the 

student’s feedback dataset is split into training and vali-

dation sets. And the performance of learning models is 

assessed through the following metrics:

Accuracy: Accuracy is de�ned as the ratio between the 

number of correct predictions made by the model and 

the number of rows in the dataset. In equation 1 Tp Tn 

represents true positive and negative whereas Fp and fn 

show the false positive and negative respectively as shown 

in equation 6.

 

 
Fp Fn

Tp Tn
Accuracy

Tp Tn + +

+
=

+
 (6)

Precision is de�ned as the ratio between the correct pre-

dictions and the total predictions yielded by the system. 

It can be calculated using the following formula as shown 

in equation 7.

 Tp
Precision

Tp Fp
=

+
 (7)

�e recall is the ratio between the correct predictions 

made by the model and the total number of true and false 

sentiment labels. Recall is computed using below formula 

as depicted in equation 8.

 

    

Tp
Recall

Tp Fn
=

+
 (8)

F-Measure is another commonly used metric in the 

multi-class classi�cation task. It is de�ned as the geomet-

www.indjst.org


Indian Journal of Science and Technology 5Vol 12 (14) | April 2019 | www.indjst.org 

Irfan Ali Kandhro, Muhammad Ameen Chhajro, Kamlesh Kumar, Haque Nawaz Lashari and Usman Khan 

ric mean of precision and recall. F-measure is an e�ec-

tive metric of measuring the performance of the model as 

mentioned (9) equation.

2 * *Recall Acc
F score

Recall Acc
− =

+
 (9)

Training and testing samples distribution of dataset, Table 

1 shows that model training and testing samples with 

respect labels, there are three labels such as positive, nega-

tive and neutral. Samples for positive label 1800 for train-

ing and 600 for testing, similarly for negative, the training 

samples are 900 and 300 for testing, and last, the samples 

of neutral comments 150 for training and 50 for testing.

And moreover Table 2 shows some random samples of 

the dataset. �e confusion matrix indicates for each activ-

ity class the distribution of the predictions made by the 

Sentiment Analysis model Figure 1. �e diagonal of the 

matrix contains the proportion of correctly recognized 

activity instances, while the o�-diagonal elements denote 

the proportion of activity instances that have been con-

fused with another activity. �e o�-diagonal elements can 

be summed up along the recognized activities column to 

obtain the false positives and along the true. Class row to 

obtain the false negatives.

�e Confusion Matrix of Multinomial Naive Bayes 

is tested on 1/3 samples and then results are computed 

with percentage values through positive and negative 

labels. �e Figure 2 of diagonal side represents 87% and 

Table 1. Distribution of Student Feedback Dataset in 
Positive, Negative and Neutral

Separation of the dataset in Training and testing

Method Training Testing

Positive
Negative
Neutral

1800
900
150

600
300
50

Table 2. Random samples of student feedback dataset 
with attributes 0, 1 and 2

Dataset Sample with labels 0,1 and 2

Samples Label

Perfect teacher and best mentor, we like to 
appreciate you sir, and we never forget the way 
you taught us & your motivation about the course, 
moreover, we wish good look, hope you back in next 
course, THANKYOU SIR

1

�ank you for being a good teacher, you really 
taught us wonderful concepts about web 
programming and share the amazing stu�, and 
moreover, we always remember you with golden 
words, Good luck

1

�e timing of the lab is not good, it’s too much 
lately, for the practical course need A fresh mind, 
feelings, of course, is boring and sleepy, LOL

0

Kind request sir, give us more practical task & 
assignments to improve the level of the course 
to include critical thinking and solutions as it is 
required in a �eld of CS research.

2

Figure 1. Multilayer perception Confusion Matrix on 
Student Feedback.

Figure 2. Confusion Matrix of Multinomial Naive Bayes 
on Student Feedback.

www.indjst.org
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Figure 3. Precision and Recall curve of Multinomial 
Naive Bayes.

Figure 4. Confusion Matrix of Stochastic Gradient 
Descent Classi�er on Student Feedback.

Figure 5. Precision-Recall curve of Stochastic Gradient 
Descent Classi�er.

Figure 6. Confusion Matrix of Linear Support Vector 
Classi�er on Student Feedback.

72% true values and on the other side 28% and 13% false 

values respectively. However, obtained precision and 

recall in Figure 3 are 87% and 84% respectively. �ese 

numerical results provide that model correctly identi�ed 

the true labels. Similarly, in Figure 4 stochastic gradient 

descent classi�er Model has been tested over 1/3 of com-

ments dataset. However, the accuracy of the model has 

been evaluated in percentage values. �ese are obtained 

through true and false positive, true and false negative 

outcomes. �erefore, in the confusion matrix, the diago-

nal side shows 83% and 72% true values and on another 

side 28% and 17% false values respectively. In Figure 5 

precision and recall ratiois 90% and 80% which reveal 

that it attained high accuracy. Similarly, the same testing 

dataset has been implemented using support vector clas-

si�er. Graphical results in Figure 6 provide that it has been 

tested over 30% of comments. And confusion matrix rep-

resents 83% and 72% true labels and 28% and 17% false 

labels on the other side. As shown in Figure 7 it achieves a 

precision of 86% and recall of 82% respectively.

As shown in Figure 8 Model has been tested over 1/3 

of comments dataset. However, the accuracy of model has 

been evaluated in percentage values. �ese are obtained 

through true and false positive, true and false negative 

outcomes. �erefore, in confusion matrix, the diagonal 

side shows 83% and 48% true values and on another side 

52% and 17% false values respectively. As shown in Figure 

9 Multilayer perception Model has been tested over 1/3 
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of comments dataset. However, the confusion matrix of 

multilayer perceptron shows 86% and 75% true labels 

which is quite a good number as compared to the mod-

els. Also, with lesser values of 25% and 14% false labels 

respectively. Eventually, precision and recall values are 

87% and 86% which are quite higher. Figure 10 illustrates 

that F-score of sentiment analysis method also varies with 

di�erent tested models. Table 3 shows obtained f-score 

numerical values are 87% 85%, 85%, 80%, and 87% for 

MNB, SGD, SVM, Random forest and MLP respectively. 

�e comparative analysis shows that the performance of 

the MNB and MLP model is quite well over correct senti-

ment label prediction.

Furthermore, it can be observed from Figures 11 and 

12 that accuracy of tested models for sentiment analysis 

also varies with di�erent machine learning techniques. 

However, obtained accuracies are 83%, 79%, 80% 72% 

and 83% for classi�er MNB, SGD, SVM Random forest 

and MLP. From above these �gures it can be concluded 

that the MNB and MLP model performed well in iden-

tifying more correct labels as compared to other used 

methods.

Figure 7. Precision-Recall curve of Linear Support Vector 
Classi�er.

Figure 8. Confusion Matrix of Random Forest Classi�er 
on Student Feedback.

Figure 9. Precision-Recall curve of Random Forest 
Classi�er.

Figure 10. Precision-Recall curve of Multilayer 
perceptron Classi�er.

Table 3. Accuracy and F-score of supervised machine 
learning methods on Student Feedback

Accuracy Rate and F-score of Machine Learning Methods

Method Accuracy F-score

Multinomial Nave Bays
SGD Classi�er
Linear SVC
Random Forest Classi�er
MLP Classi�er

83%
79%
80%
72%
83%

87%
85%
85%
80%
87%
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4. Conclusion

�is study has been designed to analyses the discourse 

commonly used in an academic context. �e study used 

the sentiment analysis survey by incorporating various 

machine learning techniques. It focuses particularly on 

students’ feedback to strengthen the teaching and learning 

process at universities. Student feedback dataset is collected 

at the end of semester fall 2018 from di�erent universities 

located in Karachi, Sindh. Various machine learning tech-

niques are used to analyses the text data in the SA model. 

�e student feedback dataset split into two parts training 

and testing; 30% for testing and 70% for training.  Moreover, 

accuracy is evaluated through confusion matrix, Precision, 

Recall and F-score metrics. �e proposed model imple-

mented on Multinomial Naïve Bayes, Stochastic Gradient 

Decent, Support Vector Machine, Random Forest and 

Multilayer perceptron Classi�er approaches. �e results 

show that the Accuracy of MNB (83.30%), SGD Classi�er 

(83.70%), SVM (80.20%), Random forest (72.20%) and 

MLP Classi�er (83.20%) and similarly F-score of respective 

techniques are MNB (87%), SGD Classi�er (85%), SVM 

(85%), Random forest (80%) and MLP Classi�er (87%). 

Illustration of graphs and tables show that Multinomial 

Naive Bayes and MLP Classi�er performance is outclassed 

over all three classi�ers namely Random forest, Stochastic 

Gradient Decent, Support Vector Machine. 

5. Future Work

In the future, more preprocessing is required for extract-

ing more features and substrings from dataset. And 

�nally, this work shall be extended in order to implement 

it over multi lingual.
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