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Abstract. The cross section and jet rates of  Z ~ decays 

into photons and quarks are compared with matrix ele- 

ment Monte  Carlos of  G (~es). Good  agreement is found 

between data and theoretical predictions. From the ratio 

of  events with three jets plus a photon to those with two 

jets plus a photon,  e~ in first order is determined to be 

0.176• Combining the cross section of final state 

photon events with the LEP average hadronic partial de- 

cay width of the Z ~ the widths of  the Z ~ into up and 

down type quarks can be calculated. The results 

/ "u- type = 242 • 46 MeV ; 

/"a-type = 419 + 30 MeV 

are in good agreement with the standard model expec- 

tation. A comparison of  the measured cross section as a 

function of  Ycut with predictions of  QCD shower models 

shows that, at the current level of  accuracy A R I A D N E  

and, to a lesser extent, H E R W I G  and JETSET can re- 

produce the measurement. 

1 Introduction 

Photon emission f rom quarks [ 1,2] is a reference process 

which may be compared with gluon emission in studies 

of  the strong interaction. As shown in [3-5], measure- 

ments of  the yield and properties of  photons are testing 

grounds of  QCD shower models that give a good account 

of  inclusive multihadronic events in e+e - collisions. In 

a Also at TRIUMF, Vancouver, Canada V6T 2A3 
b Now at Centre de Physique des Particules de Marseille, Facult6 
des Sciences de Luminy, Marseille 
c And IPP, University of Victoria, Department of Physics, PO 
Box 3055, Victoria BC V8W 3P6, Canada 
d Also at Shinshu University, Matsumoto 390, Japan 

our previous publications [3, 4] we also made a first com- 

parison of  data with a matrix element calculation [6] of  

G(~0q). However, this comparison was limited since it 

was impossible to apply identical definitions for the final 

state photon events in the data and the theoretical cal- 

culation. With the publication of Monte Carlo simula- 

tions [7-9] based on matrix element calculations, which 

generate the four vectors of  the quarks, the gluon and 

the photon, this obstacle has been overcome and a de- 

tailed comparison of data and calculation becomes pos- 

sible. Apar t  f rom allowing various QCD tests, the matrix 

element calculations provide a basis for the determination 

of the electroweak quark couplings [ 10] and for the search 

for rare or non-standard Z 0 decays [11 ]. 

A comparison of  data and the predictions of  matrix 

element Monte  Carlos for the cross section and jet rates 

will be presented in this letter. The data were recorded 

during 1990 and 1991 with the OPAL detector at the 

LEP e+e - collider. In comparison with our previous 

publications [3, 4] this represents an almost threefold in- 

crease of  final state photon events. We use this larger 

data sample, together with the improved theoretical cal- 

culation of the expected yield, to update our measurement 

of the electroweak couplings of  up and down type quarks. 

We also make a more sensitive comparison with the 

QCD shower models JETSET [12], A R I A D N E  [13] and 

H E R W I G  [14, 15]. 

The letter starts with a summary of the features of  the 

OPAL detector pertinent to this analysis. We describe the 

event selection in Sect. 3. The background to our final 

state photon sample and the acceptance of the photon 

selection will be discussed in Sect. 4. We introduce the 

matrix element Monte Carlo in Sect. 5. We present in 

Sect. 6 our measurement of  the total photon yield and of 

the jet multiplicities associated with photon emission and 

determine ~s. Finally, we give in Sects. 7 and 8 updates 

of  our measurement of  the electroweak quark couplings 

and of the comparison to QCD shower models. 
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2 The OPAL detector 

The analysis is based on an integrated luminosity of  ap- 

proximately 21 pb-1  collected with the OPAL detector 

[16] at LEP. The data were recorded around the Z ~ 

pole at centre-of-mass energies Ecm between 88.28 and 
94.28 GeV. 

The most important components of OPAL for this 

study are the tracking chambers and the electromagnetic 

calorimeter. The central detector provides a measurement 

of the momenta of charged particles in a magnetic field 

of 0.435 T. The barrel part of the electromagnetic calo- 

rimeter covers the complete azimuthal range up to polar 

angles satisfying I cos 01 < 0.82, where 0 is defined rel- 

ative to the direction of the incoming electrons. It consists 

of  9440 lead glass blocks of 24.6 radiation lengths, point- 

ing towards the interaction region and each subtending 

an angular region of approximately 40 • 40 mrad 2. The 

two endcap calorimeters consist together of 2264 lead 

glass blocks and cover the region of 0.82 < I cos 0 [ < 0.98. 

3 The event selection 

For this analysis we combine the event samples collected 

in 1990 and 1991. The results from the 1990 data, cor- 

rected for acceptance and efficiency have been published 

previously [3, 4] and are unchanged except for a re-eval- 

uation of  the hadronic background. The analysis ap- 

proach for the 1991 data is the same as that used for 

1990, details of  which can be found elsewhere [3, 4]. For  

the calculation of efficiencies and the evaluation of the 

systematic uncertainties we use data reference samples 

from the corresponding years. In the following we de- 

scribe the event selection and the procedure for correcting 

the data, for the data sample collected in 1991. At the 
end of the next section we summarise the most important 

differences in the treatment of  the data from 1990 and 
1991. 

The selection of events for this analysis proceeds in 

two stages: first we select multihadronic Z ~ decays and 

in a second step we search for isolated, high energy pho- 

ton candidates. 

Multihadronic events are required [ 17] to have at least 

five well measured tracks and more than seven clusters 

in the electromagnetic calorimeter. A well measured track, 

reconstructed from at least 20 hits in the tracking cham- 

bers, must have a minimum momentum transverse to the 

beam direction of 50 MeV, a reconstructed distance of 

closest approach to the beam axis of less than 2 cm, and 

a longitudinal displacement along the beam direction from 

the nominal interaction point of  less than 40 cm at the 

point of closest approach to the beam. A cluster in the 

lead glass calorimeter consists of at least one block and 

a total energy of more than 100 MeV in the barrel region 

( [cos 0 ] < 0.82) and of  at least two adjacent blocks with 

a minimum total energy of 200 MeV in the endcap region 

(0.82 =< I cos 01 _< 0.98). The energy sum of  all accepted 

clusters Z'Ecl u must exceed 0.1-Eom. The energy deposi- 

tion must be balanced along the beam direction so that 

[~'(Eclu'COS O ) [ / E c m  < 0.65. These requirements are 

satisfied by 353 160 events. From Monte Carlo studies 

the acceptance for multihadronic events is estimated to 

be 0.984 with a systematic uncertainty of 0.004. The 

fraction of background from z pairs and two-photon 

processes is estimated to be less than 0.003. 

In these multihadronic Z 0 decays we search for pho- 

ton candidates based on geometrical and topological cri- 

teria. To suppress background from hadrons that fake 

genuine photons we select high energy isolated clusters, 

which rarely originate from fragmentation. These clusters 

are required to fulfil the following criteria: 

�9 The photon candidate has to be within a fiducial vol- 

ume ([cos 0[ < 0.72) of  the lead glass barrel calorimeter. 

�9 The photon energy has to be larger than 7.5 GeV. 

�9 No well measured track with a transverse momentum 

of  more than 250 MeV or additional cluster with an 

energy exceeding 250 MeV is allowed within an isolation 

cone of half-angle 15 degrees around the flight direction 

of the photon candidate. 

�9 The event is retained if the photon is found to lie out- 

side a jet. In a first step the photon candidate is not 

considered and jets are formed from the remaining tracks 

and clusters. Jets are constructed by iteratively combining 

the pair of particles or combinations of particles that have 

the minimum 

Mi 2 

Yij  - -  E2is 

in each iteration. This combination process is terminated 

when all possible combinations give a yij larger than 

a specified Your- For  energies Eg, Ej  and the opening 

angle e~j of these pairs, the quantity M;j is calcu- 

lated using both the JADE E0 scheme [18] with Mi 2 = 

2 Eg Ej (1 -- cos e ~j) and the Durham scheme [ 19] which 

defines Mi 2 = 2 min (E~, E~) (1 - cos aij). The latter re- 

combination scheme has a better convergence of  the QCD 

perturbative expansion and leads to an assignment of  

particles to jets which agrees more with intuition. The 

use of two different recombination schemes provides an 

estimate of the sensitivity to the reconstruction of partons 

from hadron jets. The visible energy Evi s is calculated 

from all tracks and clusters including the photon. In a 

second step we calculate Y~,jet by pairing the photon can- 
didate with each jet. At this stage we correct the jet en- 

ergies and Evi s for double counting of tracks and clusters 

from the same particle with the algorithm described in 

[20]. This correction has been checked with inclusive mul- 

tihadroni'c events, with a polar angle of  the thrust axis of  

[COS 0thrust [ < 0.80, to ensure full containment of  the 
events within the acceptance of the detector. Calculat- 

ing Evi ~ with these events, using this algorithm, we find 

(Evi s ) = a-Ecru with a = 0.998. We retain an event ify~.j~ t 

of the photon with each jet is larger than Yout- 

To suppress further background from hadrons, we de- 

mand that the cluster properties are those expected from 

a single photon. We select clusters based on the number 

of blocks, the energy weighted width and a cluster shape 

variable, indicating the goodness of  the fit to the photon 

hypothesis (for details see [3]). These requirements are 
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Table 1. Photon candidates and background contributions in the 
combined 1990 and 1991 data sample as obtained with the E0 
scheme. The observed yield of photon candidates (Noa~d), the back- 
ground from hadrons (Nhaa) and initial state radiation (NIsR), and 
the number of final state photons (NvsR) in our sample 

Ycut Ncand Nhad NISR NFSR 

0.005 964 72.9 • 28.6 42.7 • 3.0 848.4 • 42.3 
0.010 903 62.1• 43.0• 797.9• 
0.020 828 50.5 • 20.0 40.7 • 3.0 736.8 • 35.2 
0.040 663 44.7 • 17.6 36.5 • 2.7 581.8 • 31.3 
0.060 541 34.1 • 13.5 30.6• 476.3• 
0.080 440 27.9• 11.1 24.8• 387.3 • 
0.100 358 23.3• 9.6 18.7• 1.8 316.0__+21.3 
0.120 302 19.2• 8.1 13.7 • 2.5 269.1 • 19.3 
0.140 270 17.9• 7.7 12.2• 2.1 239.9 • 18.3 
0.160 236 15.8• 6.4 10.7• 1.9 209.5• 
0.180 222 14.0• 7.2 9.6• 1.8 198.4• 16.6 
0.200 216 12.2• 7.0 9.6• 1.8 194.2• 16.4 

unchanged from the previous publications. For  the E0 

scheme the number  of  photon candidates retained for 

various values of  Ycut are listed in Table 1. 

4 Background and acceptance correction 

Isospin symmetry is invoked to estimate the background 

rate of  neutral hadrons using charged hadrons. As de- 

tailed in [3], the hadronic background contributions, 

mainly due to ~z~ decays, are investigated using a 

control sample S of well measured charged particles that 

fulfil the same energy and isolation criteria as the photon 

candidates. Using isospin symmetry and taking into ac- 

count corrections such as the rr ~ rejection efficiency, this 

translates into a background contribution from single 

isolated neutral particles. Contributions to S from un- 

resolvable pairs of  a charged and a neutral particle were 

estimated from a sample D of very close by tracks which 

together fulfil the isolation criteria discussed above. This 

sample D is also used to estimate the number of  unre- 

solved pairs of neutral particles in our sample of  photon 

candidates. These amount  to about  7% of the total had- 

ronic background at low Ycut and to about 40% at high 

Your. Due to the uncertainties in the fraction of charged 

pions in the stable particle yield and the ratio of  neutral 

to charged pions, we estimate an error of  40% for the 

background calculated from single charged tracks. A sys- 

tematic error of  100% has been assigned to the contri- 

bution f rom unresolvable pairs of  particles. The estimated 

hadronic background is given in the third column of 

Table 1. 

The background from initial state radiation is esti- 

mated using the first order QED calculation of [21] as 

implemented in JETSET [ 12] taking into account the dis- 

tribution of the centre-of-mass energy of the data. De- 

pending on the value of Ycut we estimate a background 

of 3 . 9 -  5.7% as given in the fourth column of Table 1 

with an error due to Monte  Carlo statistics. 

The measured yield is corrected for acceptance and 

detector effects. We split the correction 

N, Nh 
C=Cl'C2=Nh "Ndet 

into two parts. Here N p  denotes the number of  simulated 

events found at the par ton level with only the Ycut re- 

quirement imposed, N h the number at the hadron level 

to which the energy and isolation requirement have also 

been applied and Nde  t denotes the number of  simulated 

events accepted at the detector level. The correction c 2 

accounts for all effects caused by the detector and event 

reconstruction. The correction c 1 accounts for the iso- 

lation and energy requirement and for the fragmentation 

of partons (see below). 

The detector correction c 2 takes into account the ef- 

ficiency of photon identification, the interaction of par- 

ticles in the detector, the determination of jet energies, 

and the geometrical acceptance. These corrections are 

obtained from the data and from a detailed simulation 

of the response of the OPAL detector [22] to hadronic 

events generated with JETSET [12]. As discussed in detail 

in [4], a shift in the reconstructed energy of jets would 

introduce a bias in the corrected number of  photon events. 

To estimate whether or not the potential bias is well re- 

produced in the simulation we compare the energy re- 

construction of  jets in the data and the simulation. We 

define 

d E  = E . . . . .  - E . . . .  

grecon 

with E . . . . .  the jet energy reconstructed for events with 

two jets and a photon from the angles between jets using 

massless par ton kinematics, and E . . . .  is the jet energy 

fully corrected as described in Sect. 3 and in [4]. We 

found the difference of  the average values <d/E>dat a 

- -  < f iE>s imula t ion ,  t o  be + 0.016 • 0.020. Allowing a global 
energy correction of 1.6% leads to a change of the cal- 

culated cross section of up to 1% depending on the value 

of Your. This potential change will be assigned as a sys- 

tematic uncertainty. 

The efficiency for photon identification is determined 

with a sample of 661 genuine photons from radiative 

lepton and e + e -  --* y y events. The photon efficiency, after 

the requirements on the cluster shape, is found to be 

93.6+ 1.3%. No  energy or angular dependence is ob- 

served. We estimate the conversion probability before 

and inside the tracking chambers based on our knowledge 

of the material in the OPAL detector, including the ma- 

terial f rom the new silicon microvertex detector and the 

additional beam pipe [23]. We estimate the minimum 

conversion probability (perpendicular incidents) to be 

6.3 _+ 1.2%. 

Combining these corrections and including an extrap- 

olation to polar angles of more than [cos 01 = 0.72, which 

amounts to 43%, the total correction c 2 is typically 1.7. 

Including the statistical error from the Monte Carlo sim- 

ulation of 1%-2.5%, the total error of c 2 is typically 3%. 

To compare the measurement to the matrix element 

calculations which predict the rates of  at most  three par- 

tons and a photon, we apply corrections for the energy 

cut and for the photon isolation requirement, which is 



related to fragmentation effects. These corrections c~ are 

obtained f rom the JETSET shower model. The model 

parameters are fixed to the values optimised to describe 

OPAL data [24]. It  was verified that the corrections do 

not depend significantly on these parameter  values. Due 

to both the energy and isolation requirement the correc- 

tion is large at low values of  Ycut (at Ycut= 0.005 in the 

E0 scheme c I = 2.03), the losses for Ycut > 0.06 are small 

and almost exclusively due to the isolation require- 

ment. The correction is rather constant with a value of  

about  1.08 between Yout values of  0.06 and 0.16. It  in- 

creases again slightly at high values of  Ycut (el = 1.13 at 

Ycut = 0.2). 
For  some of the studies below we also consider dif- 

ferential distributions : 

DvsR (Ycut)  

lO00 

NMHO 
[NFsR (Ycut -- 0 /2 )  -- Nvs ~ (Y~ut -I- 0/2)1 

1000 ] 
NMH0 - Z N r e j e c t ~ i  " 

i 

Here Nvs R is the number  of  final state photons, NM/-/is 
the number of  hadronic Z ~ decays and N i~reject denotes 

the losses due to the increase of  Ycut, i.e. the number of  

events that have a jet multiplicity i at Ycut -- 0 / 2  but that 

are rejected at Ycut § 0 / 2  because they no longer satisfy 

the condition Yr,jet > Ycut for all jets. The gains N reject~i 

are due to events that are rejected at Y c u t - 0 / 2  but are 

retained at Ycut § 0 / 2  with a jet multiplicity i. Here the 

corrected distributions are obtained from the observed 

ones by applying differential corrections factors. The 

losses are 

N i~ reject = C i~ reject N/b~s reject, 

with the index 'obs '  referring to the observed number of  

events. The differential correction factor is 

c i ~ r e j  ect z C1/--+reject . c2i~reject 

__ N i  ~reject N~'~reject  

N ~  reject N~et(reject " 

For  the events gained by the increase of Yc,t, Nreject~i, 

the corrections have been calculated in an analogous way. 

To estimate the systematic uncertainties of  the integral 

and differential corrections we use various QCD shower 

models and the data. We observe the following results. 

�9 A potential model dependence of the corrections is 

studied by comparing JETSET with A R I A D N E  [13] and 

H E R W I G  [14]. The three models use different parton 

showering and fragmentation schemes. Comparing the 

integral c 1 values f rom the different models we find them 

to agree with the reference JETSET value within 5% up 

t o  Ycut = 0 . 1 6 .  For  larger Ycut H E R W I G  gives somewhat 

smaller el. 

For  the differential corrections we observe differences 

between models of  about 25% at small Ycut. For  

Ycut> 0.02 the correction factors agree within 5%. 
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The results obtained for the integral cross section of 

photon events with the integral and differential correction 

factors from JETSET agree within 2%. However, using 

the differential corrections from other models, we observe 

differences between 5% and 10% for Ycut < 0.02. 

�9 We compare, for the E0 scheme, the angular distance 

between the nearest track or cluster and the photon can- 

didate for both the data and the simulation and find good 

agreement, suggesting that the particle and energy flows 

are understood. 

In addition we repeat the entire analysis for different 

isolation criteria, varying the isolation angle between 10 

and 20 degrees and allowing up to 0.5 GeV in the isolation 

cone. As an example, for a Ycut value of 0.06 the corrected 

number of  final state photons changes by + 1% for a 

cone of 10 degrees and by - 4 . 9 %  for a cone of  20 de- 

grees. 

As a result of  these considerations, and since, at least in 

part, these estimates are not independent we assign the 

systematic error on c 1 to be the maximum of (a) either 

25% of the losses due to the energy and isolation require- 

ment, (b) the difference between the corrections from 

different QCD shower models, or (c) at least 5%. Com- 

paring these errors we find that (a) defines the error 

for Ycut<0.04, (c) for 0 . 0 4 < y c u t < 0 . 1 6  and (b) for 

Ycut > 0.16. Similar corrections are found for the Durham 

scheme. Here the correction factors from the different 

models agree within 5% for 0.004 < Ycut < 0.06. 

The main differences in the treatment of  the data from 

1990 [3] and that described above for 1991 are as follows: 

The requirements for selecting multihadronic Z ~ de- 

cays were slightly different in 1990, resulting in 145 095 

events with an acceptance of 0.975 • 0.010. In 1990 the 

maximum energy of  electromagnetic clusters allowed in 

the isolation cone of the photon candidate was 100 MeV. 

The increase of  the accepted energy was necessary be- 

cause of a modification in the simulation of hadronic 

showers, leading to a poorer description of clusters of  

less than 250 MeV of hadronic origin. In 1991 a better 

parametrisation of  the material in the OPAL detector led 

to an improved understanding of  the energy scale of  had- 

ronic jets, resulting in a reduction of  the systematic error 

from this source. More detailed studies of  the event sam- 

ple containing isolated charged particles led to an increase 

in the estimated background by a factor 2 to 3. We cor- 

rected our 1990 results for this change. Our previous anal- 

ysis was based on the E0 scheme for the jet finding. The 

Durham jet finding algorithm is used as a cross check 

and has been applied to the data f rom 1991 only. 

Applying all these corrections and taking into account 

the uncorrelated systematic uncertainties, we obtain con- 

sistent results for the data of  1990 and 1991. Typically 

the total cross section of final state photon events f rom 

the 1991 data is one standard deviation higher than that  

of  1990. For  the following comparison with theoretical 

predictions we combine the measurements f rom 1990 and 

1991, which corresponds to a total sample of  498 255 

multihadronic events. The results are shown in Table 2 

and in Fig. 1. In combining the measurements we treated 

the errors of  c 1, of  the background and of the jet recon- 
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Fig. I a-d. Number of events with final 
state photons per 1000 multihadronic 
events (points with error bars) compared 
to the prediction of the QCD matrix 
element calculation of [7] (hashed band). 
The width of the theoretical prediction is 
due to a variation of es and the 
theoretical photon isolation criterion (see 
text), a total rate in E0 recombination 
scheme, b rate of photon and 1, 2, and 3 
jets in E0 scheme, e total rate in Durham 
recombination scheme, d rate of photon 
and 1, 2, and 3 jets in Durham scheme. 
Note that the results for the various Ycut 
values are correlated and that the results 
with the Durham scheme contain only 
the 1991 data 

struction as correlated. The others were assumed to be 

uncorrelated. All error contributions to the combined 

data sample are listed in Table 4 for three different values 

of  Ycut. 

5 The matrix  element calculations 

Since our previous publications, Monte Carlo simula- 

tions based on an ~ ( e e s )  matrix element calculation 

have been developed by Kramer  and Spiesberger [7], 

Glover and Stirling [8], and Kunszt and Trocsanyi [9], 

to which we shall refer in the following as KS, GS and 

KT, respectively. For  this letter only the KS and GS 

programs were available to us; for the K T  one we use 

results given to us by its authors [25]. The matrix element 

Monte Carlos have the advantage over the analytical re- 

sults of  [6], which were used in our previous publications, 

of  providing the four momenta  of  the quark, antiquark, 

photon and of  the gluon. They allow a formal application 

of the same analysis method to the partons as to the 

measured particles of  the data, in particular it is possible 

to perform the jet finding without the photon on the 

par ton level. 

Experimentally the partons are not directly observa- 

ble, therefore the global parton structure first is inferred 

from the abundant  hadrons excluding the photon by clus- 

tering them into jets as described above. The photon is 

considered only in a second step. Because the calculations 

are of  limited order in es, this event definition is not 

infrared safe, which is particularly relevant for events 

with a photon and one jet. For  example a singular con- 

tribution comes from collinear photon emission. At the 

Born level this may lead to a soft quark q and a hard 

photon recoiling against a high energy antiquark ~. Since 

at first the photon is excluded from the jet finding, the 

quark pair may be merged into a single jet if Ycut is suf- 

ficiently large that yqo < Your. This may be true even 

though yq~ "~yq,~. As a result Y~jet '~ 1 and such an event 

will be retained in the simulated sample irrespective of  

the value of yqy. These events appear  as one jet recoiling 

against a hard photon. A reliable theoretical prediction 

is therefore only possible within some phase space bound- 

aries excluding the singular region for yqy = 0 in the quark 

photon system. Such boundaries arise naturally since 

gluon emission should dominate over photon emission if 

the invariant masses in the par ton cascade are of  the order 

of  the hadron masses and hadronisation effects should 
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Table 2. The corrected number of hadronic events that have final state photons per 1000 multihadronic Z ~ decays for various values of 
Ycut and the E0 and Durham scheme. The first error combines the statistical and systematic uncertainty of c2, added in quadrature, the 
second is due to the energy and isolation cut taken from the JETSET model. Also shown are the predictions from the matrix element 
Monte Carlo of [7] and the parton shower models JETSET [12], ARIADNE [13], and HERWIG [14]. The uncertainties in the matrix 
element calculation are due to a variation of e s between 0.15 and 0.21 and to the theoretical photon cut-off. The uncertainties assigned to 
the QCD shower model predictions are only due to variations of the QCD scale parameter A given by the parameter optimisation [24]. 
Where no error is quoted, the uncertainties are below 0.005. For the Durham scheme only the 1991 data are used 

Ycut Data Matrix element JETSET ARIADNE HERWIG 

E0 scheme 

0.005 5.81 + 0.35 + 0.76 4.67 4- 0.07 6.15 • 0.03 6.08 • 0.04 
0.010 4.59 • 0.27 + 0.50 3.76 + 0.06 4.88 • 0.02 4.88 + 0.03 
0.020 3.57 • 0.20 + 0.29 3.53 4- 0.20 4- 0.10 2.85 + 0.06 3.67 4- 0.01 3.64 4- 0.03 
0.040 2.33 • 0.15 4- 0.12 2.53 + 0.07 • 0.07 1.99 • 0.04 2.58 4- 0.01 2.48 4- 0.02 
0.060 1.74 4- 0.12 4- 0.09 1.92 4- 0.02 4- 0.06 1.53 + 0.03 1.98 • 0.01 1.87 4- 0.02 
0.080 1.35 • 0.10 4- 0.07 1.53 4- 0.02 4- 0.05 1.19 • 0.03 1.57 • 0.01 1.47 4- 0.02 
0.100 1.11 • 0.08 4- 0.06 1.24 4- 0.01 + 0.04 0.97 • 0.02 1.29 • 0.01 1.19 4- 0.02 
0.120 0.98 • 0.08 • 0.05 1.05 4- 0.01 • 0.03 0.82 4- 0.01 1.11 1.01 4- 0.01 
0.140 0.88 4- 0.07 4- 0.04 0.92 4- 0.02 • 0.03 0.70 • 0.01 1.00 0.86 4- 0.01 
0.160 0.78 • 0.07 4- 0.04 0.84 4- 0.02 + 0.03 0.62 • 0.01 0.90 0.75 4- 0.01 
0.180 0.74 • 0.07 4- 0.04 0.77 4- 0.03 _+ 0.03 0.57 + 0.01 0.83 0.68 4- 0.01 
0.200 0.75 • 0.07 • 0.05 0.74 4- 0.03 4- 0.03 0.54 4- 0.01 0.80 0.64 4- 0.01 

Durham scheme 

0.002 5.03 • 0.38 4- 0.65 4.01 • 0.05 5.50 4- 0.08 5.42 • 0.07 
0.004 4.02 • 0.27 • 0.44 3.19 • 0.04 4.33 • 0.07 4.27 4- 0.07 
0.006 3.47 • 0.22 • 0.28 3.68 4- 0.10 4- 0.11 2.74 • 0.04 3.73 4- 0.06 3.68 4- 0.06 
0.008 3.06 4- 0.19 4- 0.15 3.27 4- 0.08 4- 0.10 2.44 4- 0.04 3.33 • 0.06 3.26 4- 0.06 
0.010 2.79 _+ 0.17 4- 0.14 2.97 4- 0.06 4- 0.09 2.22 4- 0.03 2.99 • 0.06 2.94 4- 0.05 
0.012 2.60 _ 0.17 • 0.13 2.71 4- 0.05 4- 0.08 2.06 4- 0.03 2.77 • 0.05 2.73 4- 0.05 
0.014 2.40 + 0.16 • 0.12 2.56 4- 0.05 4- 0.08 1.92 4- 0.03 2.60 • 0.05 2.52 4- 0.05 
0.016 2.33 _+ 0.15 4- 0.12 2.41 4- 0.05 4- 0.07 1.80 4- 0.03 2.45 • 0.05 2.37 4- 0.05 
0.020 2.14• 2.18• 1.624-0.03 2.20• 2.124-0.05 
0.040 1.56 4- 0.12 4- 0.08 1.64 4- 0.04 • 0.05 1.19 4- 0.03 1.65 4- 0.04 1.48 + 0.04 
0.060 1.28 + 0.11 4- 0.10 1.45 • 0.03 • 0.04 0.98 4- 0.02 1.46 4- 0.04 1.23 4- 0.04 
0.100 1.17 • 0.11 + 0.12 1.34 4- 0.03 4- 0.04 0.87 • 0.02 1.39 • 0.04 1.06 • 0.03 

become impor tan t .  In  the fol lowing we discuss the im- 

p lemen ta t ion  o f  the phase  space bounda r i e s  and  their  

impac t  on the p red ic t ion  o f  the different  M o n t e  Carlos ,  

f rom which we es t imate  their  theoret ica l  uncertaint ies .  

Since the ca lcula t ions  predic t  at  mos t  three je ts  tha t  

a c c o m p a n y  the pho ton ,  we restr ict  our  analysis  to a re- 

gion where the f rac t ion  o f  events with more  than  three 

jets  in the d a t a  is small ,  i.e. we cons ider  only  0.02 

< Ycut < 0.2 (E0 scheme) and  0.006 < Ycut < 0.1 (Dur -  

h a m  scheme) for  the compa r i son  with the mat r ix  e lement  

calculat ions.  

The  K S  M o n t e  Car lo  bounds  the in tegra t ion  region 

in terms o f  the scaled invar ian t  mass  Mi~/E~2m . Two min-  

imum masses  are assumed.  The  var iable  Y0 defines a lower  

l imit  in the q(tg? phase  space:  for  yqg < Yo events do no t  

con ta in  a resolved qg pai r  bu t  con t r ibu te  to the q@? final 

states. Secondly,  the p h o t o n  i so la t ion  p a r a m e t e r  y~ is 

used to  exclude events wi th  small  masses  o f  the p h o t o n  

and  ei ther  o f  the  two quarks .  To avo id  negat ive  contr i -  

bu t ions  o f  the sum o f  v i r tua l  and  s ingular  real cor rec t ions  

to the qgl~' cross  section, the au thor s  r e c o m m e n d  y~ 

values greater  than  0 .5 .10  -3  [26]. The  upper  b o u n d  has  

to be chosen  so as to avo id  cut t ing into  the phase  space 

o f  the Ycut used by  exper iment ,  i.e. y~ < Your. W e  cons ider  

only  y~ _< 5 - 1 0 - 3 .  F ix ing  y~ at  10-3 bu t  vary ing  Y0 be- 

tween 10 - -5  and  10 - 7  w e  observe stable solu t ions  for  the 

je t  ra tes  for  the physical  Ycut between 0.02 and  0.2. On  

the o ther  hand ,  fixing Yo at  1 0 -  6 and  vary ing  y~ between 

0 . 5 - 1 0  - 3  and  5-10 - 3 ,  w e  observe small  var ia t ions  o f  

=< 5% for Ycut between 0.04 and  0.16 (E0 scheme).  F o r  

the fo l lowing results  we therefore  use y 0 = 1 0  - 6  and  

yy = 10 -3. W e  in terpre t  the va r ia t ion  o f  the results  wi th  

the p h o t o n  i so la t ion  p a r a m e t e r  in the  range 0 .5-10  .3  to 

5-10  -3  as theore t ica l  uncer ta in ty .  

The  G S  and  K T  M o n t e  Car lo  ca lcula t ions  are  

based  on ano the r  set o f  var iables  to  define the phase  

space limits.  In  add i t i on  to  Yo they in t roduce  a m i n i m u m  

p h o t o n  energy Emi  n and  a m i n i m u m  iso la t ion  angle  

0mi n o f  the p h o t o n  with  respect  to any par ton .  These 

var iables  are  re la ted  to  the  exper imenta l  Ycut t h rough  

Ycut > 2 Ejet Emin (1 - - C O S  0 m i n ) .  

To soft gluons,  which are exper imenta l ly  no t  resolv- 

able, the i so la t ion  requ i rement  is no t  appl ied  to ensure 

their  d ivergent  con t r ibu t ions  cancel  agains t  v i r tual  cor-  

rections.  F o r  example  in the G S  calcula t ion,  gluons wi th  

an  energy o f  less than  a b o u t  E m i  n �9 Yo/Yout, i .e. a b o u t  200 

to  300 MeV,  are  a l lowed inside the cone a r o u n d  the pho-  

ton.  G love r  and  Stir l ing f ind stable solut ions  for  a Yo 

value  o f  a b o u t  1% o f  the exper imenta l  Ycut- Both  calcu-  

la t ions  use as defaul t  values Emi n = 7.5 GeV and  0mi n = 15 

degrees. Note ,  however ,  tha t  in the theore t ica l  ca lcu la t ion  

the i so la t ion  cut  is used with  respect  to at  mos t  three 
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partons whereas the experiment applies the isolation cut 

with respect to typically 30 hadrons. Due to the energy 

cut in the calculations of Glover and Stirling and of 

Kunszt and Trocsanyi we expect that for low values of 

Ycut our corrected cross section exceeds their predictions. 

We restrict our comparison to these models to values of 

Ycut ~ 0.06 in the E0 scheme. At Ycut= 0.06 the expected 
difference to the energy cut in the simulation is ~2 .5% 

and the prediction has been corrected accordingly. For  

higher values of  Yo~t this difference vanishes. 

Before comparing the matrix element calculations with 

the data we want to discuss how the corrections Cl, de- 

scribed in the previous section, that link the hadronic 

final state with the partons provided by the predictions, 

depend on the phase space for photon emission. These 

corrections are required since, firstly, in the experiment 

cuts have to be imposed on the energy and the isolation 

of  the photon candidate, and secondly, the much larger 

multiplicity of hadrons over partons prohibits a direct 

comparison of data and theoretical calculation. The losses 

due to the cuts and the quality of the jet reconstruction 

are determined using QCD shower models as described 

in Sect. 4. In principle this procedure depends on the way 

the singular contributions close to the phase space bound- 

aries are treated, or correspondingly, how the cut-off for 

photon emission is implemented. The cut-offs in the ma- 

trix element calculation are different from those used in 

the QCD shower models. In the latter these are defined 

by a parameter Qy that terminates the evolution of  the 

parton showering into photons and is treated differently 

in the various models. JETSET defines a minimum vir- 

tual quark mass mq, ARIADNE uses a minimum trans- 

verse momentum, while H E R W I G  uses approximately 

E i ]//1 --cos 0j~ for a branching i--.'.j + k. A correspond- 

ing cut-off, Qg, exists for the gluon emission and as a 

default the models assume Q~ = Qg ~ 1 GeV. The value of 

Q~ cannot be calculated theoretically, but since it para- 

metrises the boundary between parton showering and 

hadronisation it should be of the order of hadron masses. 

We note that the recommended cut-off for the KS Monte 

Carlo also fulfils this condition: y~ corresponds to masses 
of  2-6 GeV. 

Since no unambiguous connection between QCD 

shower models and matrix element calculation can be 

made, we study how the correction c 1 depends on the 
choice of the cut-off parameters used in the QCD shower 

models. As discussed in the last section, the correction 

factors obtained with the JETSET, ARIADNE and 

H E R W I G  models agree within 5% at least for Ycut values 

below 0.16. As an additional check we varied Q~ between 

10 MeV and 5 GeV within the shower models. Although 

the number of generated photons depends strongly 

on Q~, the correction is largely independent of it. 

Changes of the correction factors were only significant 

under two conditions. Empirically we find that the 

corrections, adopting the E0 scheme, increase if Qy > 

0.3 y]/~cut Ecm, where phase space effects become impor- 

tant. This corresponds to a Qy ~ 2  GeV at Ycut= 0.005 or 

5 GeV at YCut = 0.04. In addition we find the correction 

for the one jet rate increases by ,-~ 5% at large Ycut values 

for an increase of  Qy from 2 to 5 GeV. Under all other 

conditions we observe no statistically significant variation 

(i. e. not larger than 2%). From these studies we conclude 

that neither the value of  the cut-off for photon emission 

nor the detailed definition of  the cut-off procedure in the 

shower models have significant effects on the correction 

factor cl. 

These considerations lead us to believe that we can 

make meaningful comparison of  our data with the matrix 

element calculations. 

6 Photon rates and the matrix element calculations 

The matrix element calculations have two sets of free 

parameters: the strong coupling constant as, which af- 

fects both the total rate of  photon events and the relative 

proportions of one, two and three jet events, and the 

electroweak coupling constants, which affect the total 

rate only. This means that the parameters can be obtained 

from the data separately. One can obtain as from the jet 

rates, and using this value the electroweak quark coupling 

constants can be determined. 

The total rate of events with final state photons as a 

function of  Ycut = mi 2/E~s is shown in Fig. 1 and listed 

in Table 2. As discussed before we adopt the E0 and the 

Durham recombination schemes. Note that only the 1991 

data are used for the Durham scheme. We observe a fast 

decrease of  the photon rate with increasing Ycut, which 

in the E0 scheme tends to level off at Ycut ~ 0.18. In Fig. 1 b, 

d and Table 3 we display for the two recombination 

schemes the absolute rate of events with n jets and a 

photon, for n = 1, 2, and 3. For  both recombination 

schemes the rate of three or more jets dominates at very 

low values of Y~ut, but falls steeply with Ycut. The two jet 

rate exhibits a maximum around Ycut = 0.02 (E0 scheme) 

and 0.004 (Durham scheme). The one jet rate increases 

continuously with Yout and becomes dominant around 

Yr = 0.17 (E0 scheme) and 0.09 (Durham scheme). For  

a Y~t value of 0.02 in the E0 scheme the relative jet rates 

are about the same as at 0.01 in the Durham scheme, but 

the total photon yield is about 30% larger in the E0 

scheme. As the following results will show, this difference 

does not affect any of the conclusions. 

As discussed above the comparison of two and three 

jet cross sections in the data and the calculation can be 

used to determine a s. Note that the calculation is only of 

first order and therefore has no explicit dependence 0n 

the renormalisation scale. The ratio 

R ~  = a 3jet + ), 

O '2je t  + ) ~ ~- O'3je t  + ~  

is a measure of the first order as value, a~ 1~, relevant for 

this analysis and is independent of the total cross section. 

In the E0 scheme we compare the observed ratio R~' with 

the matrix element Monte Carlo of Kramer and Spies- 

berger [7] for various values of a~ ~). We do this at the 

two Ycut values of 0.02 and 0.04, where the rate of larger 

than three jets is small and the sensitivity to a~ 1~ is still 

sizeable. The values are summarised in Table 5 and are 

in agreement with the as value in first order obtained 
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Table 3. Number of events per 1000 multihadronic Z ~ decays with a photon and 1, 2, 3 or more jets for different values of Ycut. The first 
error combines the statistical and systematic uncertainty of c 2, added in quadrature, the second is due to the energy and isolation cut. If 
no error is quoted, the uncertainties are below 0.005. For the Durham scheme only the 1991 data are used 

Ycut 1 jet 2 jet 3 jet > 3 jet 

E0 scheme 

0.005 0.01 • 0.01 1.68 • 0.17 + 0.22 2.77 + 0.21 + 0.36 1.30 • 0.12 + 0.17 
0.010 0.01 • 0.01 2.14 + 0.16 + 0.24 2.02 + 0.15:2 0.22 0.37 • 0.05:2 0.04 
0.020 0.03 4, 0.01 2.47 + 0.16 4, 0.20 0.99 4, 0.09 4, 0.08 0.06 4, 0.02 
0.040 0.07 4, 0.02 4, 0.01 2.03 4, 0.13 4, 0.10 0.23 4, 0.04 + 0.01 
0.060 0.11 4, 0.02:2 0.01 1.55 4- 0.11 4, 0.08 0.08 4, 0.02 

0.080 0.14 4, 0.03 4, 0.01 1.20 4, 0.09 4, 0.06 0.02 4, 0.01 
0.100 0.20 4, 0.03 4, 0.01 0.92 4, 0.07 4, 0.05 
0.120 0.25 4, 0.04 _+ 0.01 0.73 4, 0.07:2 0.04 
0.140 0.32 4, 0.04 4, 0.02 0.56 4, 0.06 4, 0.03 
0.160 0.36 4, 0.05 4, 0.02 0.42 4, 0.05 4, 0.02 
0.180 0.41 4, 0.05 4, 0.02 0.33 4, 0.04 4, 0.02 
0.200 0.49 4, 0.05 4, 0.03 0.26 4, 0.04 4, 0.02 

Durham scheme 

0.002 0.03:2 0.02 2.18 4, 0.22 4' 0.28 1.91 4' 0.19 + 0.25 0.92 4, 0.11:2 0.12 
0.004 0.06:2 0.02 4, 0.01 2.26 4, 0.18 4, 0.25 1.39 4' 0.13 5:0.15 0.32 4, 0.05 5:0.03 
0.006 0.08:20.024,0.01 2.164,0.164,0.17 1.044,0.11 - t - 0 . 0 8  0.194,0.04+0.02 
0.008 0.09 4, 0.02 4, 0.01 2.09 4, 0.15 4, 0.10 0.75 4' 0.08 5:0.04 0.13 4- 0.04 4' 0.01 
0.010 0.10 4, 0.02 4, 0.01 2.07:2 0.14 4, 0.10 0.56 4' 0.07 4, 0.03 0.06 + 0.03 
0.012 0.14 4, 0.03 4, 0.01 1.98 4' 0.14 4, 0.10 0.46 + 0.06 4, 0.02 0.03 5:0.02 
0.014 0.18 4, 0.04 4, 0.01 1.81 + 0.13 4, 0.09 0.40 + 0.06 4, 0.02 0.03 5:0.02 
0.016 0.19 4, 0.04 4, 0.01 1.81 4' 0.13 4, 0.09 0.32:2 0.05 4, 0.02 
0.020 0.24 4, 0.05 4, 0.01 1.68 4, 0.12 4, 0.08 0.23:2 0.04 4, 0.01 
0.040 0.40:2 0.06 4, 0.02 1.11 4, 0.09 4, 0.06 0.07 4' 0.03 
0.060 0.57 + 0.08 4, 0.05 0.73 4' 0.07 4' 0.06 0.02 4' 0.01 
0.100 0.71 + 0.09 _+ 0.07 0.46 • 0.06 4, 0.05 

Table 4. Relative error contributions in % to the total final state 
photon cross section of the combined data sample from 1990 and 

1991 for three different values of Ycut in the E0 scheme. The row 
labelled 'Sum' contains the sum of the first six errors, added in 
quadrature and is quoted as the first error in the text and in Tables 2 
and 3 

Source of error 

Table 5. First order cq values for different values of Ycut in the E0 
and Durham scheme as obtained by the Kramer and Spiesberger 
Monte Carlo for the measured fraction of three jet plus photon 
events R~'. The first order c~ value obtained from the jet rates in 
inclusive hadronic Z ~ decays is also listed for both recombination 
schemes 

Relative Errors in % for E0 scheme Your R~' ~) 

Ycut = 0.005 Ycut= 0.06 Yeut = 0.20 

Statistics 3.7 4.9 7.6 
Syst. error of jet energies 0.5 1.3 1.4 
Monte Carlo statistics 2.2 2.6 3.9 
Background 4.1 3.4 3.2 

Acceptance of multihadrons 0.4 0.4 0.4 
Photon efficiency 1.0 1.0 1.0 

Sum 6.0 6.7 9.3 

Energy and isolation cut 13.0 5.0 7.0 

E0 scheme 

0.02 0.288 + 0.019 
0.04 0.104:20.015 
Inclusive multihadrons 

Durham scheme 

0.01 0.230 • 0.011 
0.02 0.121 + 0.007 
Inclusive multihadrons 

0.1765:0.010 
0.197+0.026 
0.177+0.013 

0.168 • 0.008 
0.186:20.011 
0.21 + 0.01 

from the jet rates in inclusive mul t ihadron ic  decays of 

the Z ~ [28]. In  the D u r h a m  scheme similar values of 

R~' are observed at Ycut values of 0.01 and  0.02. The cor- 

responding values ofe~ can also be found  in Table  5. For  

this recombina t ion  scheme the values are lower than  the 

e~)  obta ined  from a fit to the jet rates in inclusive mul-  

t ihadrons  [28]. 

After  fixing c% from the ratio of  two and  three 

jet  events, we now compare  the theoretical predict ion 

of the absolute rates with our  data  over the range 

0.02 < Ycut < 0.20, assuming s tandard  model  values for 

the electroweak coupling constants.  To  take into account  

the spread of the 0% values for various Ycut values and  

from the inclusive mul t ihadron ic  events, we use c~ ~) 

- -0.18 _+ 0.03 for both  schemes. This range ofcq includes 

all of  the es values quoted  above and  amoun t s  to abou t  

three s tandard  deviat ions of the individual  mea- 

surements.  The corresponding KS predictions are shown 

in Table  2 and  by the shaded bands  in Fig. 1. The widths 

of these bands  are due to the as range and  the var ia t ion  

of the theoretical pho ton  isolat ion parameter .  The vari- 

a t ion of the total  pho ton  rate with c~ for the range stated 

above, is abou t  6% for Ycut values a round  0.02 and  0.2 

bu t  drops to abou t  1% for intermediate  values of Ycut. In  
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Fig. 2a-d. Ratio of the prediction of matrix element 
calculations over data as a function of You, in the E0 
scheme. Shown is the ratio for a the total rate, b the 
photon plus one jet rate, c the photon plus two jet 
rate, and d the photon plus three jet rate. The error 
bars on the measurement give the relative 
experimental error. The lines denote the theoretical 
predictions of Kramer and Spiesberger (dashed), 
Glover and Stirling (dotted) and Kunszt and 
Trocsanyi (dashed-dotted). In each case a value of 
es = 0.18 was assumed. Note that an uncertainty in 
the theoretical calculation of typically 5% has to be 
taken into account 

general we observe a good agreement in the total rate 

between the calculation and the data for both recombi- 

nation schemes and over the entire Ycut range considered. 

This can also be seen in Fig. 2a where we plot the ratio 

of  prediction over measurement for ~ ~1) = 0.18. The error 

bars indicate the relative error of the data. Note that an 

uncertainty in the theoretical calculation of  typically 5%, 

due to the variation of the theoretical photon isolation 

parameter and due to the uncertainty in es, has to be 

taken into account. For 0.06 < Yout < 0.1 the calculation 

is somewhat above the data. However, the significance is 

only about 1.5 standard deviations. 

The prediction for the jet rates is displayed in Figs. 1 b 

and d and 2b-d.  Note that the three jet rate increases 

but the one jet rate decreases with increasing es. As a 

function of es, the two jet rate decreases at low Ycut but 

increases at large values. These partial cancellations imply 

that the dependence of the total cross section on es is 

much smaller than that for individual jet rates. The pre- 

diction is in general in agreement with the data for both 

schemes. For  values of Ycut between 0.04 and 0.16 in the 

E0 scheme the prediction for the two jet rate is about 

10% above the data. The significance is, however, only 

about 1.5 standard deviations. 

As can be seen from the bands in Figs. 1 b, d, and from 

Fig. 2, the one jet rate is also well described by the matrix 

element calculation of Kramer and Spiesberger [7]. In 

our previous publications [3, 4] we observed that the Kra- 

mer Lampe calculation [6] underestimates the measured 

one jet rate by a factor of  four to five, which we assigned 

to the different definitions of a photon event. Using the 

matrix element Monte Carlo from Kramer and Spiesber- 
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Fig. 3a-f. Differential rate DFS R (Yc,t) compared to 
the predictions of a the matrix element calculation 
[7], b JETSET, c ARIADNE and d HERWIG. The 
data in a and b are corrected using JETSET, in c 
and d using the respective models, e Difference of 
the theoretical prediction and the data in terms of 
standard deviations for the four theoretical 
calculations, f The difference of NFs R between 
theory and data in terms of standard deviations for 
Ycut= 0.2 

ger the discrepancies vanish. The dependence on as is 

significantly larger for the one jet rate than for the other 

jet rates. It is about 40% at low Ycut and about 14% at 

large Your for a change o f e s  between 0.15 and 0.21. This 

sensitivity to es can be understood if one refers to the 

example of the one jet event with hard photon and a soft 

quark discussed in Sect. 4. Additional gluon emission in- 

creases the invariant mass of the hadronic part of the 

event and consequently the chance of splitting it into two 

jets, of  which one might fail the condition Y~,jet > Ycut 

leading to a rejection of the event. This as dependence 

may be related to the singularity due to collinear photon 

emission, discussed in the previous section [9]. 

Since the data of Table 2 and Fig. 1 are correlated 

for different values of  Ycut, it is difficult to quantify the 

quality of  the theoretical prediction. Better variables for 

this purpose are the differential distributions DFSR, de- 

scribed in Sect. 4, which statistically are almost inde- 

pendent for the different values Ofycu t. The result is shown 
in Fig. 3 a. 

We define a X 2 for the measurement and theoretical 

prediction in the E0 scheme 

x2=ArV-IA. 

With the column vector 

A = 

Dmeas.  z ,, r~rnodel [ ", \ 
FSR t, Ycut)l - - / J F S R  ~,Ycut)l 

/ D m e a s .  / ~ /-)model [ ~ ] 

\ N~I~ +. (0.2)-  S~%~ el (0.2) / 

containing the differences of  the measured and predicted 

differential rates DFS R for all n Ycut bins. The last com- 

ponent of A contains the difference of the measured and 
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simulated final state photon rate Nvs R at the highest value 

of Ycut to account for a possible offset of the two differ- 

ential distributions. 

The covariance matrix, V, contains in its off-diagonal 
elements V,.j= 2 NFS~ (Yout)i NvsR (Ycut)j the common ex- 
perimental uncertainties affecting all intervals of  Ycut with 

denoting the sum in quadrature of  all correlated relative 

errors. These uncertainties are due to the photon effi- 

ciency, the jet energy reconstruction and the energy and 

isolation requirement on the photon, and part of the back- 

ground estimate. These contributions are estimated as 

=0.031. In addition the uncertainty in as and the varia- 

tion of the theoretical photon cut-off, which also affects 

all Ycut values in a similar way, was taken into account. 

This leads to the total correlated relative uncertainty of 

= 0.047. The diagonal elements Vii are the quadratic 

sum of the statistical error, the systematic error specific 

to the particular Ycut and the total correlated error com- 

mon to all bins of Ycut, as discussed above. 

We observe a good agreement between data and the 

KS matrix element calculaion. We find z Z / d . o . f .  = 0.80 

for 10 degrees of freedom. This prediction can accom- 

modate the measurement for all values of Yout- 
We also compare our data with the calculation of 

Glover and Stifling [8] described in Sect. 4. As for the 

calculation of Kramer and Spiesberger we determine the 

effective c~ in the E0 scheme from R~ at Ycut = 0.04. Given 

the measured value of R~ = 0.104 • 0.015 (see above), 

we find a value of e~1~=0.182• which is 

in good agreement with the value of  0.197 • 0.026 of the 

KS calculation. The requirement of  a minimum photon 

energy of 7.5 GeV in the GS Monte Carlo potentially 

affects the two and three jet cross sections differently, 

leading to a bias in the e~ determination. We study this 

effect using the JETSET model and find it to be less than 

the statistical uncertainty of R~. For  the comparison of 

the data with the GS and KT  calculations [8, 9] we use 

es=0.18.  Calculating the jet rates with the program of 

Glover and Stirling we find good agreement with the data 

and between the two matrix element calculations for the 

two and three jet rates for Ycut > 0.06. The same applies 

to the calculation of  Kunszt and Trocsanyi [25] for this 

value of  e~. We also compare in Fig. 2 the results of these 

two calculations with our data for Ycut ~ 0.06. To correct 

for the expected losses at Ycut = 0.06 due to the Emi n cut 
used in the GS and KT  calculations, we increase their 

prediction by 2.5%. For  Ycut < 0.06 the photon energy 

cut reduces the phase space involved in the two calcu- 

lations and as a consequence their predicted photon rates 

fall below the data. The agreement with the data is good 

with the possible exception of the one jet rate that is 

systematically below the data but still compatible within 

the errors: 10-20% in the calculation of  KT and 25-50% 

in the calculation of GS possibly indicating a non-per- 

turbative contribution [9]. 

As can be seen from Fig. 2, the calculations agree with 

each other for the two and three jet rate within 3 %. Larger 

discrepancies are observed only in the one jet rate. We 

therefore conclude that at least in the region where the 

one jet cross section is not high, the calculations are in 

good agreement with each other. 

7 Comparison with QCD shower models 

We compare our data, corrected to the parton level, with 

the three available QCD shower models that include 

photon emission. We use the models with parameters 

optimised to describe the global event topologies of in- 

clusive multihadronic Z ~ decays [24, 15]. Such a com- 

parison is a test of  the modelling of the patton evolution 

and is largely independent of the hadronisation prescrip- 

tion. Since our previous publications photon emission has 

been included in HERWIG.  After modifications of the 

model to allow for large angle photon and gluon emission 

the authors found that it gives a good description of  the 

published data [ 15]. Our results together with the model 

predictions are given in Table 2. 

To quantify the consistency of  the models with the 

data we compare the model prediction for the differential 

distribution DFS R (Yeut) with the measurement. Related to 
the above discussion about the model dependence of the 

differential correction factors we correct our measure- 

ment separately for the different models. The results are 

shown in Fig. 3b-d.  The differences in terms of  standard 

deviations are shown in Fig. 3 e. We observe the following 

results for 12 degrees of  freedom. As discussed above, 

the correlated relative error 0 was 0.031 with an addi- 

tional model specific contribution from the uncertainty 

due to the AQc D value which amounted to 0.015, 0.005 

and 0.010 for JETSET, ARIADNE and HERWIG,  re- 

spectively. JETSET has a z2/d.o.f.  = 1.81 corresponding 

to a confidence level (C.L.) of 0.041. The shape is general 

well reproduced, but at the offset at Ycut = 0.2 under- 

estimates the data by about 2.5 a. ARIADNE has a 

z2/d.o.f.  = 1.35 (C.L. = 0.185). H E R W l G  has a z2/d.o.f.  

= 1.84 (C.L. =0.037). At the current level of  accuracy 

ARIADNE and to a lesser extent H E R W I G  and JETSET 

can reproduce the measured differential photon cross sec- 

tion DFS R (Ycut)" 

8 Eiectroweak quark couplings 

The matrix element calculations have two sets of physical 

parameters; the strong coupling strength ~s and the elec- 

troweak quark couplings. The value of ~s has been fixed 

from the relative jet rates leaving the electroweak cou- 

plings as the only free parameters which may influence 

the absolute photon yield. Based on the KS matrix ele- 

ment calculation we now translate our measurement into 

the values of  the electroweak couplings of quarks. The 

uncertainties of the prediction originate from the theo- 

retical photon cut-off, the variation in ~1~ and the had- 

ronisation correction. 

As suggested in [10], the measurement of the photon 

yield together with the hadronic width of  the Z ~ allows 

a determination of the electroweak couplings of up and 

down type quarks. The measured quantities can be ex- 

pressed in terms of  the coupling constants c i= v~ + a  2 

(i = u, d) as follows. The partial width into photons is 

h 
F (Z 0 ~ y + jets) (Your) -- 9 2 n F (Yout) [ 8 e, + 3 ca], 



and the total hadronic width is 

r(Z~ 

= h  1 +  +1.41 [ 2 c , + 3 c a ]  , 

where 

h = 3  G F M 3 ~  

24rc 1/2"  

Here F(ycut) is the theoretical KS prediction [7], dis- 

cussed above, for the fraction of photon events retained 

for some Ycut and with c~[1)=0.18, G F is the Fermi cou- 

pling constant at the muon mass, M z o  the mass of  the 

Z ~ a~ e) =0.122 + 0.006 [28] is the strong coupling con- 
- 0.005 

stant in second order and c~ is the electromagnetic cou- 

pling constant, a,. and v i denote the axial and vector cou- 

plings defined by v i = 2 I~, i - 4 .  Qi  sine 0 w and a i = 2 13, i" 

Here I3 L, Q, and 0 w are the third component  of  the weak 

isospin, the charge of the quarks and the weak mixing 

angle, respectively. 

The measurement of  the photon rate at Ycut = 0.06 in 

the E0 scheme, where the theoretical and experimental 

errors are smallest, gives the combination 

8 c ,  + 3 c a = 12.36 ! 0.78 _+ 0.64 • 0.29, 

where the first error is due to statistics and experimental 

systematics, the second error comes f rom the energy and 

isolation requirement, and the third one from the un- 

certainty in es and the theoretical cut-off. Assuming 

the electroweak couplings of  all up type and of all down 

type quarks to be the same, which is expected to be 

the case within 2-3%, we combine this results with 

F(Z~ = 1.740 • 0.012 GeV [29]. The allowed 

regions for the two combinations of  up and down type 

quark couplings are shown in Fig. 4a. We solve these 

combinations for c u and c a and obtain 

c , =  0.945:0.13 ___0.11 _+0.05; 

c a = 1.62 _ 0.09 _+ 0.07 + 0.03, 
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or 

F u = 242 • 34 • 28 • 12 MeV ; 

F d = 4 1 9 • 1 7 7  1 9 •  MeV.  

Similarly, in the Durham scheme the theoretical and ex- 

perimental uncertainties are smallest for Ycut = 0.014, giv- 

ing Fu = 261 • 49 MeV, and F d = 406 • 29 MeV, here all 

error contributions are added in quadrature. These re- 

suits are consistent with those from the E0 scheme. This 

agreement suggests that potential theoretical uncertain- 

ties in comparing the theoretical calculation for massless 

partons and massive jets are small. 

The errors on these results are more than twice as 

small as those in our previous publication. The main 

improvement  is due to the higher statistics and the better 

theoretical foundation; the total theoretical uncertainty 

of the previous analysis was dominated by the different 

event definitions used in the data and the theoretical cal- 

culation and led to an estimated error of  almost 10%. 

For  this analysis only the value of ~[1) and the photon 

cut-off is relevant, leading to a theoretical uncertainty of  

about  3% of the electroweak coupling constants. 

The partial widths from this analysis can be compared 

with those of  the Z ~ into charm and bo t tom quarks using 

various methods. As shown in Fig. 4b, the results of  this 

analysis are in good agreement with the combined meas- 

urements f rom all LEP experiments using various meth- 

ods [30]. The errors f rom this analysis and of  the com- 

bined LEP values are similar. All these measurements are 

in agreement with the expectation f rom the standard 

model of  ( F u + F c ) / 2 = 2 9 6 . 0 M e V  and ( F d + F s + F b ) / 3  

= 380.3 MeV [31] assuming a top mass of  130 GeV/c  2, 

a Higgs mass of  300 GeV/c  2 and ~2)=0 .12 .  

9 Summary 

Based on about  1000 observed multihadronic Z ~ decays 

with final state photons we performed a comparison of  

the data with recent theoretical calculations. We observe 

that a Monte  Carlo for a matrix element calculation of  

G ( e e s )  gives a good account of  the data. The value of 

{ 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
0.0 

......... r ....... (a) OPAL ~ d  

0.1 0.2 0.3 0.4 0.5 0.6 

Fd - type [GeV] 

0.0 0.1 0.2 0.3 0.4 

q -  type [GeV] 

0.5 0.6 

Fig. 4a, b. a Correlation of the decay widths of the 
Z ~ into up and down type quarks, F u versus F d. 

Shown are the relations obtained within one 
standard deviation from the measured hadronic 
width and from the photon yield compared to the 
prediction of the matrix element calculation [7]. 
Also indicated is the standard model expectation. 
b Correlation plot of F u versus F d as obtained from 
this measurement. Displayed is the one standard 
deviation contour (narrow bar). Also shown are 
the partial widths of the Z ~ into charm and bottom 
quarks, combined from all LEP experiments. The 
standard model value for the average of up and 
charm, and down, strange and bottom quarks, 
respectively, is indicated 
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~ )  requi red  to  descr ibe the je t  ra tes  in p h o t o n  events is 

in agreement  wi th  the value ob ta ined  f rom inclusive 

mu l t i had ron i c  Z ~ decays.  N o w  tha t  ident ical  p rocedures  

for  event  def ini t ion can be app l ied  to  theoret ica l  calcu-  

la t ions  and  da ta ,  the d iscrepancy  in the one je t  rate,  which 

was a p p a r e n t  in our  previous  publ ica t ions ,  vanishes or  is 

at  least  cons ide rab ly  reduced.  F ina l  state p h o t o n  emiss ion 

is also a p robe  o f  the p a r t o n  evolu t ion  as mode l led  in 

Q C D  shower  s imulat ions .  W e  f ind a conf idence level o f  

0.19 for  A R I A D N E ,  and o f  0.04 for  H E R W l G  and  

JETSET.  The  reduced  theore t ica l  errors  and  the in- 

creased statist ics lead  to a s ignif icant ly improved  meas-  

u remen t  o f  the e lec t roweak coupl ings  o f  up  and  down 

type  quarks .  The  par t i a l  decay widths  o f  the Z ~ into up  

type  quarks  is F u = 242 • 46 M e V  and  into down  type 

quarks  F a = 4 1 9  + 30 MeV. Thei r  prec is ion is s imilar  to 

the results  for  cha rm and  b o t t o m  quarks  ob ta ined  f rom 

var ious  me thods  and  by  combin ing  results f rom all L E P  

exper iments .  

Acknowledgements. For this analysis we profited from numerous 
discussions with N. Glover, Z. Kunszt, M. Seymour, H. Spiesber- 
ger, W.J. Stirling, and Z. Trocsanyi. Their help and advice is grate- 
fully acknowledged. It is a pleasure to thank the SL Division for 
the efficient operation of the LEP accelerator, the precise infor- 
mation on the absolute energy, and their continuing close coop- 
eration with our experimental group. The computer centres at 
CERN and RAL have provided excellent facilities for the data 
handling and analysis. In addition to the support staff at our own 
institutions we are pleased to acknowledge the Department of 
Energy, USA, National Science Foundation, USA, Science and 
Engineering Research Council, UK, Natural Sciences and Engi- 
neering Research Council, Canada, Israeli Ministry of Science, Mi- 
nerva Gesellschaft, Japanese Ministry of Education, Science and 
Culture (the Monbusho) and a grant under the Monbusho Inter- 
national Science Research Program, American Israeli Bi-national 
Science Foundation, Direction des Sciences de la Matibre du Com- 
missariat ~ l'Energie Atomique, France, Bundesministerium ffir 
Forschung und Technologie, FRG, National Research Council of 
Canada, Canada, A.P. Sloan Foundation and Junta Nacional de 
Investigaq~.o Cientifica e Tecnoldgica, Portugal. 

References 

1. T.F. Walsh, P. Zerwas: Phys. Lett. 44B (1973) 195; S.J. Brodsky, 
C.E, Carlson, R. Suaya: Phys. Rev. D 14 (1976)2264; K. Koller, 
T.F. Walsh, P. Zerwas: Z. Phys. C2 (1979) 197; E. Laermann, 
T.F. Walsh, I. Schmitt, P.M. Zerwas: Nucl. Phys. B207 (1982) 
205 

2. OPAL Coll., M.Z. Akraway et al. : Phys. Lett. B246 (1990) 285 
3. OPAL Coll., G. Alexander et al.: Phys. Lett. B264 (1991) 219 
4. OPAL Coll., P.D. Acton: Z. Phys. C54 (1992) 193 

5. ALEPH Coll., D. Decamp et al. : Phys. Lett. B264 (1991) 476; 
DELPHI Coll., P. Abreu et al.: Z. Phys. C53 (1992) 555; L3 
Coll., O. Adriani et al. : Phys. Lett. B292 (1992) 472; ALEPH 
Coll., D. Buskulic et al. : CERN PPE/92-143 

6. G. Kramer, B. Lampe: Phys. Lett. B269 (1991) 401 
7. G. Kramer, H. Spiesberger : in: the Proceedings of the Workshop 

on Photon Radiation from Quarks, Annecy, 1991, S. Cartwright 
(ed.), CERN 92-04; DESY 92-022 

8. E.W.N. Glover, J. Stirling: DTP 92-52 
9. Z. Kunszt, Z. Trocsanyi: ETH-TH/92-26 

10. P. Mfittig, W. Zeuner: Z. Phys. C52 (1991) 31 
11. See contributions in: Proceedings of the Workshop on Photon 

Radiation from Quarks, Annecy, 1991, S. Cartwright (ed.), 
CERN 92-04 

12. T. Sj6strand; Comput. Phys. Commun. 39 (1986), 347; JETSET, 
Version 7.2 

13. U. Petterson: LU TP 88-5 (1988); U. Petterson, L. L6nnblad: 
LU TP 88-15 (1988); L. L6nnblad: LU TP 89-10 (1989); L. 
L6nnblad: in: Proceedings of the Workshop on Photon 
Radiation from Quarks, Annecy, 1991, S. Cartwright (ed.), 
CERN 92-04 

14. G. Marchesini, B.R. Webber: Nucl. Phys. B238 (1984) 1; B.R. 
Webber: Nucl. Phys. B238 (1984) 492; G. Abbiendi et al.: 
Comput. Phys. Commun. 67 (1992) 465 

15. M.H. Seymor: in: Proceedings of the Workshop on Photon 
Radiation from Quarks, Annecy, 1991, S. Cartwright (ed.), 
CERN 92-04; Cavendish-HEP 91/16 

16. OPAL Coll., K. Ahmet et al. : Nucl. Instrum. Methods A305 
(1991) 275 

17. OPAL Coll., G. Alexander et al.: Z. Phys. C52 (1991) 175 
18. JADE Coll., W. Bartel et al.: Z. Phys. C33 (1986) 23; JADE 

Coll., S. Bethke et al.: Phys. Lett. B123 (1988) 235 
19. Yu. Dokshitzer: contribution to the Workshop on Jets at LEP 

and HERA, Durham 1990; N. Brown, W.J. Stirling: Z. Phys. 
C53 (1992) 629; S. Catani et al.: Phys. Lett. B269 (1991) 432; 
S. Bethke, Z. Kunszt, D.E. Soper, W.J. Stirling: Nucl. Phys. 
B370 (1992) 310 

20. OPAL Coll., M.Z. Akrawy et al.: Phys. Lett. B253 (1991), 511 
21. F.A. Berends, R. Kleiss, S. Jadach: Nucl. Phys. B202 (1982) 63 
22. R. Brunet  al.: GEANT3 User's Guide, CERN DD/EE/84-1 

(1989); J. Allison et al.: Nucl. Instrum. Methods A317 (1992) 
47 

23. P.P. Allport et al.: submitted to Nucl. Instrum. Methods A 
24. OPAL Coll., M.Z. Akrawy et al.: Z. Phys. C47 (1990) 505 
25. Z. Kunszt, Z. Trocsanyi : private communication 
26. H. Spiesberger: private communication 
27. Private communication: Y. Dokshitzer, R. Kleiss, P.M. Zerwas; 

B. Kniehl: in: Proceedings of the Workshop on Photon 
Radiation from Quarks, Annecy, 1991, S. Cartwright (ed.), 
CERN 92-04 

28. OPAL Coll., P.D. Acton et al.: Z. Phys. C55 (1992) 1 
29. The LEP Colls.: Phys. Lett. B276 (1992) 247 
30. The combination of LEP measurements was taken from: Particle 

Data Group, K. Hikoso et al.: Phys. Rev. D45 (1992) 
31. D. Bardin et al. : CERN-TH-6443-92 


