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Abstract: Accurate forecasting of renewable energies such as wind and solar has become one of the most important issues in
developing smart grids. Therefore introducing suitable means of weather forecasting with acceptable precision becomes a
necessary task in today’s changing power world. In this work, an intelligent way for hourly estimation of both wind speed
and solar radiation in a typical smart grid has been proposed and its superior performance is compared to those of
conventional methods and neural networks (NNs). The methodology is based on linear predictive coding and digital image
processing principles using two dimensional (2-D) finite impulse response filters. Meteorological data have been collected
during the period 1 January 2009 to 31 December 2009 from Casella automatic weather station (AWS) at Plymouth, UK.
Numerical results indicate that a considerable improvement in forecasting process is achieved with 2-D predictive filtering

compared to the conventional approaches.

1 Introduction

The ability to better integrate renewable energies is one of
the driving factors in some smart grid installations. With low
incorporation of renewable energies the total effect on grid
operations is confined, but as the penetration of such
resources increases, their mutual effects increase too.
Nevertheless, exploitation of renewable energy sources may
be problematic because of their variable and intermittent
nature [1, 2] so accurate forecasting of such energy resources
is regarded as a key component of a typical smart grid [3, 4].

Up until now, there have been many various models for
predicting renewable energies, mostly based on physical
methods or conventional statistical ones. For example,
Muneer and co-workers [5, 6] developed a meteorological
radiation model and cloud cover radiation model in the case
of solar radiation forecasting. All the mathematical models
[7, 8] applying radiation theories and local meteorological
data as well as some empirical parameters influence solar
irradiation. In the same way, many authors apply variety of
models for wind speed forecasting such as recursive least
squares regression or autoregressive integrated moving
average methods that provide satisfactory prediction on the
basis of observed time-series data and their correlations [9—
11]. Recently, artificial neural networks (ANNs) with their
inherent capability for non-linear functionality and accurate
mapping are applied for prediction objectives to a great
extent. Furthermore, the combination of NNs with other
techniques such as fuzzy rules and wavelet transformations
become the area of interest for most of researchers [12, 13].

In this study, we focus on an intelligent method of hourly
forecasting for wind speed and solar radiation in a typical
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smart grid in order to assess the maximum power
generation from these resources. The idea behind the work
is different from those mentioned earlier and it is mainly
established on interpretation of meteorological data in a two
dimensional (2-D) visual model as will be described in the
next section. Although such an idea and 2-D rendering of a
time-series signals like solar radiation data was initially
introduced by Hocaoglu et al. in [14] using a limited
number of prediction methods and later was improved by
themselves, but the application of the idea is something
new in the field of renewable energies particularly in wind
speed forecasting. During the work, first a working
definition is presented about linear predictive coding (LPC)
and image filtering concepts, then through an illustrative
study the efficiency of the purposed estimator is tested and
compared to those of conventional methods and NNs.
Simulation results indicate that 2-D predictive filters not
only result in a more accurate estimation of hourly wind
speed and solar radiation, but also enable better
interpretation of meteorological data through different time
horizons. Moreover, since the 2-D modelling is fed by
actual and observed climatic data which include both
meteorological changes and atmospheric effects such as
temperature and cloud cover, provides more reliable
information for operators. The meteorological data used in
the work are collected during the period 1 January 2009—
31 December 2009 from Casella automatic weather station
(AWS) at Plymouth, UK. The weather station is located on
the roof of the Fitzroy building, which is approximately
S50 m above MSL and 15m above ground level. The
solarimeter is a highly sensitive pyranometer and measures
the intensity of the total solar radiation received at the
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Earth’s surface. When connected to the AWS, two
measurements are acquired. Firstly, the basic 1 min spot
sample is used to add to the total solar radiation (TSR)
statistical values. The second is a pseudo-sensor, which is
allocated its own channel and records ‘Sunshine Hours’.
This channel has a resolution of 1 min and will over a
report period indicate the number of minutes that the solar
radiation has exceeded a pre-set value. The current
threshold for the definition ‘sunshine’ as opposed to
‘daylight’ is 210 W/m?. The anemometer is based on a
three-cup rotor, with an accuracy of +1% over 3 m/s.
Starting velocity is 0.4 m/s and the maximum designed
wind speed is 75 m/s.

2 Smart rendering meteorological data in
a 2-D visual model

Classification of meteorological data in an image-like model
indicates the smart idea of this paper and it is presented
here to obtain better insight about LPC and 2-D digital
filtering concepts. To begin the procedure first the whole
recorded meteorological information must be arranged in a
2-D array as given in (1). In the resultant matrices, rows
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Fig. 1 Time plot of meteorological data (1-D representation)

a Hourly solar radiation
b Hourly wind speed
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represent the number of days in a year and columns show
different hours in a given day and each element inside the
matrices represents solar radiation or wind speed value at a
given hour of a particular day in the year.

LTS R 4 W 7'
RSolar—Radiation = ri’/.
T3651 " 136524
Via o Vs
VWind-Speed = Vij
Vies,1 T V36524

7 = solar radiation and wind speed at jth hour of ith

day, respectively

ijs Vij

i(days) =1,2,...,365
j(hours) =1,2,...,24 (1)

For better understanding of hourly solar radiation and
wind speed data two different plots are presented below.

Hourly Solar Irradiation Data in 20 Surface
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Fig. 2 Surface plot of meteorological data (2-D representation)

a Solar radiation
b Wind speed
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First 1-D representation or time plot of climatic data (Figs. la
and b) and second the 2-D representation or surface plot of
mentioned information (Figs. 2a and b).

Two remarkable points can be observed from previous
figures. First the periodical behaviour of solar radiation
and the stochastic nature of wind speed is obvious from
both 1-D and 2-D representations, but in the former it is
troublesome to make distinction between irradiation and
wind speed through different days and hours, whereas this
interpretation is feasible in the latter. Now to make the
image-like models complete, the surface models shown in
Figs. 2a and b must be converted into grey-scale image as
shown in Figs. 3a and b. In this image corresponding pixels
represented by different grey values that range from white
to black reveal hourly solar radiation and wind speed
information in a smart form and this kind of indexed
sequential access method guides us to a distinctive
estimation approach via both LPC and 2-D image
processing using expert finite impulse response (FIR) filters
as will be explained later.
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80

100

150

Day

200

250

300

350

Hour
a

Hourly Wind Speed Data in a Grey-Scale Mode

50 B=

100

150

Day

200

250

300

350

Fig. 3 Rendering meteorological data in a grey-scale-image
model

a Solar radiation
b Wind speed
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3 Fundamentals of predictive image filtering

Predictive filtering in the field of image processing is defined
as a particular operation in which the scalar value of any given
pixel inside the image range can be calculated by applying
some mathematical algorithms to the values of the pixels in
the neighbourhood of the target pixel. In this regard, linear
predictive filtering is explained as a common form of
filtering in which the output pixel value can be determined
as a linear combination of neighbouring pixels magnitudes.
Generally, for a typical LPC we derive an algorithm with
two separate parts: encoding part and synthesis (decoding)
part. In an encoding part, the designed LPC takes the input
samples in predefined blocks and determines the input time-
series signal and related filter taps in order to reproduce the
current block of information. These output data are
quantised and passed into the second part. In the decoding
section, the filter is reconstructed by LPC based on the
received coefficients from the previous part. The whole
filter structure can be viewed as a tube that, when is fed by
an input signal, produces required information (forecasted
values). In predictive coding, different types of filters can
be designed and applied to the work, but basically there are
two kinds of filters: finite impulse response (FIR) filters and
infinite impulse response (IIR) filters. Mostly, the FIR filter
function is implemented as a direct form structure as shown
in Fig. 4 or (2).

y(n) = b(1) x x(n) + b(2) x x(n — 1)
4+ -4 bnb+ 1) x x(n — nb)
—a)xymn—1)—---—a(na+ 1) x y(n — na)
2)

where n — 1 is the filter order, na is the feedback filter order
and nb is the feed forward filter order. In a general manner,
the operation of filter at sample is given by the time domain
difference equations (3)

n—1

W)=Y hxt—m, t€Z
=0

x:Z — R is the input signal; y:Z — R is the output signal

h; € R are called filter coefficients; # is filter order or length

A3)

4 Fundamentals of ANN

As mentioned earlier, because ANN has inherent capability
for non-linear functionality and accurate mapping, it can
be applied for prediction objectives. Furthermore, the
stochastic nature of renewable energies makes ANNs
powerful tools to overcome limitations accompanied by
some conventional linear methods that is, ANNs can be
trained wisely to solve any complex problem which is hard
to grasp analytically [15]. Generally, the structure of an
ANN consists of three basic elements: weights, thresholds
and activation function connected by a true learning
algorithm. In this regard, back propagation (BP) is a kind of
learning algorithm which is both simple and applicable
[16]. During BP training phase several algorithms can be
applied and a brief description from two of these algorithms
is provided here.

3
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Fig. 4 Direct form II transposed FIR filter

4.1 Gradient descent algorithm (basic BP
algorithm)

In gradient descent training algorithm the error function,
which carries the halved sum of squares of element-wise
error terms, is expressed as

1 n
e=> (Z (= ok)z) “)
k=1

where #, and o, are the target output and real output,
respectively, and k is the number of output data. As said
before, network weights and biases must be updated in each
epoch and new values are used for subsequent iterations as
shown in (5).

W)= U(k)+m- W k—1) 5)

where W;;(k) is the current weights and bias vector, U(k) is the
update function and m is the momentum factor which adds a
fraction of the previous weights update to the current ones and
it is limited between 0 and 1(0 < m < 1). Using gradient
descent algorithm the update function (U(k)) is calculated as

gtk) = p — U(k) = —g(k) (6)

de
o,

where u is the learning rate which controls the step size when
weights are iteratively adjusted. It is worthy of note that the
basic BP training algorithm works by altering the values of
weights with a fixed length vector in the direction of the
negative gradient to minimise an error function. In this
regard, (4) is valid for the networks that have one output
vector.

4.2 Levenberg—Marquardt algorithm

Levenberg—Marquardt (L—M) algorithm is an iterative
sequence of instructions similar to any numeric
minimisation algorithms and it can find a solution even if
the target minimum be far away from the start point [17].
For L-M algorithm the update function U(k) can be
computed using (7).

Uty = —[J" xJ + B x diagdT x )] ' xJT xe (7)

where J is the Jacobian matrix which includes first-order
derivatives of the network errors with respect to the weights
and biases, and € is the vector of network errors. B is a
non-negative scalar number called damping factor and diag
is an abbreviation for diagonal matrix which is equal to
identity matrix in this equation.

4
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5 Designing linear predictive digital FIR
filters

In linear forecasting, future samples or target outputs can be
optimally estimated through an autoregressive process using
a linear combination of past samples. Suppose that the
present values of the climatic data are predicted by the past
M samples of the related signal such that

Xn)y=ax(n—1)+ax(n—2)+ -+ ayx(n — M)
M
= apx(n— i) (8)
i=1

where X(n) is the estimation of x(n), x(n — i) is the ith step
previous sample, and {a;} is regarded as the vector of linear
prediction coefficients. The error between the real value and
the estimated one can be expressed as

M
&(n) = x(n) — X(n) = x, — Y _ax(n — i) ©)
i=1

1

To find optimal filter coefficients that best describe the current
plan of action, first the error function must be minimised in
the sense of mean squared error (10).

E=)"&m=) xn- iaix(n —i)?  (10)
n n i=1

The most accurate tap vector {a;} can be found by minimising
the sum of the squared error. If the first-order derivative of
E with respect to a; set to zero (using the chain rule), one
obtains

M
23 x(n—k) (x(n) - ax(n— i)) =0
n i=1
fork=1,2,3, ..., M (1)

Taking the above derivatives yields M equations that can be
written as

a, Zx(n —kx(n—1)+a, Zx(n —k)x(n —2)
+oay Yy x(n— k) — M)

=Y x(n—kn(n); fork=1,2,3,....M (12)

Suppose that an input signal is divided into several frames
each with N samples. If each frame length is short enough
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then the signal in the related frame may be stationary. It
should be also noted that the signal equals zero out of the
current template range. If N samples exist in the sequence
categorised from 0 to N — 1, {x,} = {x(0), x(1), x(2), ...,
x(N —2), x(N — 1)} then (12) can be stated in terms of a
matrix equation as given in (13)

r r0) r(1) r(2) rM—2) r(M—1)7
r(1) r(0) r(1) r(M —3) r(M—2)
r(2) r(1) 7(0) rM—4) r(M-3)

Lr(M —1) rM—=2) r(M—-3) --- r(l) r0)

[ ] [ (D) ]
a r(2)
as r3)

X = .
Ay rM —1)
L Ay r(M)
R-a=vr
(13)

Fig.5 Different types of prediction models

a 1-D horizontal prediction

b 2-D FIR filter

¢ Equivalent NN of a fifth-order FIR filter (NN/5th)

d Equivalent NN of a seventh-order FIR filter (NN/7th)
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where

N—-1-k

rk)= > x(nx(n+k)

n=0

(14)

The above calculation is generally called the autocorrelation
method [18] and if such a method is applied for designing

Table 1 Correlation coefficients between solar radiation data
within the template

Pij j=0 j=1 j=2 j=3
i=0 1 0.94738 0.83410 0.68275
i= 0.83428 0.80376 0.71825 0.59514
i=2 0.81116 0.80191 0.69842 0.57903
i=3 0.83259 0.79878 0.71644 0.59287

Table 2 Correlation coefficients between wind speed data
within the template

Pij j=0 j=1 j=2 j=3
i=0 1 0.97679 0.93389 0.87019
i=1 0.87403 0.87051 0.86210 0.84807
i=2 0.87410 0.86995 0.86103 0.83261
i=3 0.86651 0.86178 0.84759 0.84582
_xll xl.m_
Xiag
Xt Koy
Xija X Xy
| Xnt Lo |
b
Output
Qutput Layer
Input Layer
Hidden Layer
d
5
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process the synthesis filter will be stable. To solve the matrix
equation and calculate the filter coefficients first it is needed to
compute the inverse of correlation matrix (R~ ). Since Ris a
symmetric matrix with similar diagonal elements, the
inversion action can be done easily using some recursive

approaches like Levinson—Durbin (L-D), which is
computationally efficient while determining the filter
coefficients using (15)

a=R"r (15)

It should be mentioned that for a time-varying series the
correlation coefficient (p) between two random variables
with expected values w, and wy and standard deviations oy
and oy is defined as

_ _cov(X,Y)

px,y = Corr(X, ¥) = 70_)(0_),
_ X = (Y — ) 6
B OxOy

where E is the mathematical expectation, cov(X, Y) means
covariance between X and Y variables and Corr is a famous
notation for Pearson’s correlation [18].

5.1 2-D FIR filters against 1-D representations and
ANNs

To evaluate the performance of the purposed filters different
types of structures are designed and tested via similar data.
First a horizontal model is created and treated as an
example for conventional 1-D prediction. Then three types
of 2-D FIR filters are constructed and considered as the
proposed estimation approach in this paper and finally two
NNs are designed as non-linear predictive models with
similar input pattern to those of 2-D models. The accuracy
of the models is compared in terms of maximum prediction
error, root mean square error (RMSE) and the correlation
between predicted and actual data (pegi—act)-

It must be pointed out that in LPC it is proved that a precise
and robust 2-D forecasting process relies on applying highly
correlated information [19]. The more the correlated data
results, the less the prediction error and the more the
forecasting quality. In this regard, correlation coefficients

Table 3 Optimal filter taps weights for solar radiation prediction

between solar radiation and wind speed data within a
template with four pixels in length and width, showing four
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Fig. 6 Performance curve of 5th-NN as a function of epoch
numbers

a Solar radiation prediction performance
b Wind speed prediction performance

Filter type h4 h, hs hy hs hg h;
1-D type 1 (horizontal FIR filter) 1.398087 —0.31506 —0.17252 N/A* N/A N/A N/A
2-D type 1 (3rd-order FIR filter) 1.434167 —0.37205 —0.16102 N/A N/A N/A N/A
2-D type 2 (5th-order FIR filter) 1.296368 1.296368 0.080054 0.03978 0.078725 N/A N/A
2-D type 3 (7th-order FIR filter) 1.274913 — 0.52869 0.05721 0.022567 0.058618 0.043943 0.035129
N/A: not available.
Table 4 Optimal filter taps weights for wind speed prediction
Filter type h1 h2 h3 h4 h5 hs h7
1-D type 1 (horizontal FIR filter) 0.377694 0.209899 0.361598 N/A* N/A N/A N/A
2-D type 1 (3rd-order FIR filter) 0.8716971 0.159227 —0.05037 N/A N/A N/A N/A
2-D type 2 (5th-order FIR filter) 0.893364 0.206905 —0.08787 0.021717 —0.06018 N/A N/A
2-D type 3 (7th-order FIR filter) 0.08103 0.019701 0.048049 0.811706 0.144028 -0.07116 —0.03866

N/A: not available

6
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consecutive hours a day and four consecutive days in a year
are tabulated in Tables 1 and 2 using (16).

Conventional forecasting methods are generally based on
utilising past samples in a 1-D template that refers to a
horizontal prediction as shown in Fig. 5a. Such a method
can be found in [20], applying 14, 15, 28 and 29 weather
samples before the hour to be forecasted. It is observed
from the first rows of Tables 1 and 2 that horizontal pixels
are highly correlated and they can act properly in

Regression: R=0.52557
T

T T T T T

Output~=0.79"Targe1+20

Target
a

Regression: R=0.98583
T

I
< Data

Output~=0.97*Target+1.7

www.ietdl.org

forecasting process. Now, the plan of action changes from
formal 1-D approaches to expert 2-D one which takes
advantages from highly correlated information in both
directions within the template domain. Referring to
Tables 1 and 2, again it is observed that correlation
coefficients between meteorological data decrease as long
as 7 and j increase across the template and the neighbouring
pixels in multiple directions which convey information from
previous hours and days contain strong correlations with

Regression: R=0.71051
T T T T T

18 T T T
©  Data
—Fit

vy =T

Qutput~=0 47 Target+2.7

o 2 4 B B 10 12 14 16 18
Targat

b

Regression: R=098532
T T T T T

T
< Data X
—Fit e

Output~=0.9*T arget+0.43

Fig. 7 Performances of different models in the case of solar radiation and wind speed forecasting

a Solar radiation

b Wind speed: 1-D horizontal forecasting performance

¢ Solar radiation

d Wind speed: 2-D forecasting performance (third-order FIR filter)
e Solar radiation

f Wind speed: 2-D forecasting performance (fifth-order FIR filter)
g Solar radiation

h Wind speed: 2-D forecasting performance (seventh-order FIR filter)
i Solar radiation

Jj Wind speed: NN/5th forecasting performance

k Solar radiation

! Wind speed: NN/7th forecasting performance

IET Renew. Power Gener., pp. 1-11
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Fig. 7 Continued
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Fig. 7 Continued

each other. Therefore considering a set of pixels with
the highest correlations can be a decisive factor for
implementation of expert 2-D FIR filters as shown in
Fig. 5b. Here, to assess the 2-D forecasting performance by
means of non-linear functions two NN architectures are
adopted and fed by similar data. Each NN is constructed on
the basis of its equivalent 2-D FIR filter mentioned above
and has multiple inputs chosen from the template domain,
similar to those of 2-D models, and a single output relates
to estimated value as shown in Figs. 5¢ and d. In this
regard, since the input data values and their patterns are the
same in the NNs architectures and the proposed 2-D FIR
filters, the comparison of results are possible and valid.
Solar radiation and wind speed data from 10 months of the
typical year are selected randomly for training phase and
the rest are used for testing process. For both networks
S-shaped (sigmoidal) activation function is utilised and the
previously mentioned learning algorithms (gradient descent,
L-M) are applied for training phase. The number of
neurons in hidden layer is also determined experimentally
through a trial and error action.

5.2 Forecasting performance evaluation

In order to assess the performance of purposed FIR filters the
exact template size and optimal filter coefficients must be
computed so as to fit the needs. Tables 3 and 4 indicate
optimal tap weights of different 1-D and 2-D filters for
solar radiation and wind speed prediction using (15).

To derive the equivalent NN architectures, first the number
of inputs must meet the requirements. Since we want to
compare the performances in the case of linear and non-
linear prediction the input vector must be the same in both
structures. For example if a FIR filter uses five input pixels
with the highest correlations, known as fifth-order FIR
filter, then the same input data from the same positions
inside the 2-D template are selected for the equivalent NN
of that FIR filter (NN/5th).

For better convergence of NNs solar radiation and wind
speed data are normalised between —1 and +1 linearly.
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Regression: R=0.99458
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Moreover, from various training algorithms two are selected
and compared in terms of prediction error and resemblance
of predicted values to target values. It is observed that L—
M algorithm shows better performance, therefore it is
applied for training phase of both networks. It is found
experimentally that using eight neurons in the hidden layer
together with L—M training algorithm provides the best
performance and the least prediction error. As an example,
Figs. 6a and b show the performance curve for NN/5th as a
function of epochs in the case of solar radiation and wind
speed prediction. It is observed from Fig. 6 that during
learning phase the desired performance is obtained within
30 and 15 epochs for solar radiation and wind speed
forecasting, respectively, although the learning algorithm is
run 100 epochs for each prediction model.

The performance evaluation of models begins with the
horizontal prediction. A set of data including three samples
from previous hours in a same day feeds the prediction
model and forecasted values are obtained, respectively, as
shown in Figs. 7a and b. The second model known as
third-order FIR filters again applies three samples with the
highest correlation but from previous hours and days
considering a 2-D template domain. As shown in Figs. 7¢
and d the forecasting performance improves greatly in
comparison with that of horizontal one, although the
number of input data remains unchanged. In this regard, if
we extend the 2-D filtering window (up to a limit range)
and use more samples from both directions the performance
shows further improvement as shown in Figs. 7e—h.
Finally, to assess the prediction performance by means of
non-linear forecasting two NNs are designed and trained
on the basis of their equivalent 2-D representations
regarding the previously mentioned focal points. Figs. 7i—!/
indicate the performances of NN/S5th and NN/7th in the
case of solar radiation and wind speed forecasting,
respectively. It is observed from simulation results, although
the performances of NN-based approaches outweigh the
ones from 2-D FIR predictive filters in low orders (e.g. Sth-
order) but different results are achieved in higher orders and
better performance from the proposed method is observed.
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Table 5 Performance assessment of predictors in solar radiation forecasting

Predictor type Max. error, W/m? RMSE Pest-act
1-D type 1 (horizontal FIR filter) 425.32 64.373 0.95878
2-D type 1 (3rd-order FIR filter) 269.96 38.823 0.98583
2-D type 2 (5th-order FIR filter) 247.38 36.345 0.99011
2-D type 3 (7th-order FIR filter) 200.61 22.726 0.99537
NN type 1 (NN equivalent of 5th-order FIR filter-NN/5th) 246.72 33.011 0.99048
NN type 2 (NN equivalent of 7th-order FIR filter-NN/7th) 224.45 29.896 0.99292

Table 6 Performance assessment of predictors in wind speed forecasting

Predictor type Max. error, m/s RMSE Dest-act
1-D type 1 (horizontal FIR filter) 2.6114 0.599 0.97429
2-D type 1 (3rd-order FIR filter) 2.4317 0.573 0.98592
2-D type 2 (5th-order FIR filter) 2.1763 0.277 0.99432
2-D type 3 (7th-order FIR filter) 1.4118 0.251 0.99523
NN type 1 (NN equivalent of 5th-order FIR filter-NN/5th) 2.2829 0.287 0.99416
NN type 2 (NN equivalent of 7th-order FIR filter-NN/7th) 1.5707 0.257 0.99488

6 Results and discussions

Experimental observations indicate that image processing
tools and predictive filtering can be powerful means to
overcome the stochastic nature of renewable energies and
enhance the prediction of their behaviours to a great extent.
According to the 2-D image-like model it is observed that
adjacent pixels in a given template are more correlated than
the others in farther distances, therefore using predictive
filtering based on strong correlation values can improve the
forecasting capability. Furthermore, it is indicated that
meteorological data such as solar radiation and wind speed
at consecutive hours a day (pixels in horizontal positions)
carry high correlations similar to climatic data at a given
hour among consecutive days (pixels in vertical positions),
although correlation values among the latter group are
lower compared to the former. As a rule, considering a 2-D
template with a set of highly correlated pixels can be the
best respondent to the forecasting needs.

To summarise the performance of all prediction models
that had been put forth, RMSE and the maximum likelihood
of predicted values against the actual ones (pest.act) are
calculated and tabulated as given in Tables 5 and 6.

According to Tables 5 and 6, the RMSE values achieved
for 2-D models are obviously smaller than the values
obtained from 1-D ones, although these values may become
slightly bigger in comparison with values from some kinds
of NN structures. As a whole, the 2-D predictors’
performances outweigh the resultant performances from
both  1-D  modelling and NN-based approaches.
Furthermore, the results indicate that applying larger 2-D
templates up to a limit range together with optimal filter
sizing ends in higher performance and more trustful
forecasting.

7 Conclusions

So far, many various models for predicting renewable
energies have been purposed and mostly are based on
physical methods or conventional statistical ones. Some
others apply ANN techniques or combined methods such
neuro-fuzzy algorithms or wavelet transformations.
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Anyway, forecasting methods are generally based on 1-D
routine algorithm and few of them purposed 2-D modelling
such as [14], but a lack of accuracy can be found in all of
them. On the other side, with high levels of renewable
energy penetration in smart grids the overall effect on grid
operations will increase consequently; therefore, there is a
strong need to forecast maximum power generation from
these resources accurately. In this work, various types of
1-D and 2-D FIR filters along with some NN architectures
are designed for solar radiation and wind speed forecasting
and their performances are evaluated using similar data. It
is indicated that an intelligent 2-D structure gives a better
forecasting both in the case of RMSE and maximum
likelihood (pest-act), compared to 1-D conventional types or
their equivalent NN-based models. Moreover, it is observed
from simulation results that in the case of 2-D filtering,
prediction results are closely matching actual data along
the diagonal axis, the slope of the linear fit is close to 45°
and the scatter is narrow along the matching diagonal
axis, which indicates a successful prediction with high
correlation and small deviation correspondingly.
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