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*is paper studies the control strategy for adaptive cruise control (ACC) system on a battery electric vehicle (BEV) in the car-
following process, and the highlight of this paper is that the regeneration braking of BEV is considered in the car-following
process. *e hierarchical control structure is adopted for the ACC system. And the structure contains an upper controller and a
lower controller. In the upper controller, multiple objectives including the safety, tracking, comfort, and energy consumption are
optimized by using the model predictive control (MPC) method. In the lower controller, the energy is recovered during braking.
So the energy economy is improved by reducing energy consumption and increasing energy recovery.*e proposed ACC strategy
is evaluated in simulation experiment. In the simulation experiment, safe tracking for the front vehicle is guaranteed, and the
comfort and the energy economy are improved greatly. So the proposed adaptive cruise control strategy can make ACC more
widely used in BEVs.

1. Introduction

With the increase in car ownership, the traffic accidents,
environmental pollution, and oil shortage are getting worse
[1]. To solve these problems, advanced driver-assistance
systems (ADAS) and battery electric vehicles (BEVs) are two
important vehicle technologies [2, 3].

Among various ADAS technologies, the adaptive
cruise control (ACC) is an extension of traditional cruise
control, which is used to improve the driving convenience
and reduce the drivers’ mental burden [4]. When there is
no vehicle in front of a vehicle with ACC function (own
vehicle), the own vehicle is on the state of speed control.
When a vehicle (front vehicle) occurs in front of the own
vehicle, the own vehicle is on the state of distance control,
and the driving process of distance control is called the
car-following process in this paper. During the car-fol-
lowing process, the own vehicle can ensure safety by
tracking the velocity of front vehicle or keep an expected
spacing [5].

BEVs use battery as energy source and motor as driving
power source, so there are different dynamic characteristics
and energy limitations compared with fuel vehicles [6–8].
*e energy density of batteries for BEV is lower than
conventional diesel and gasoline, which limits the distance
traveled by BEV from the full charge [8]. And BEVs are
charged for a long time, which puts higher demands for the
distance traveled by BEV on one charge. *erefore, the
improvement of the energy economy for BEV is necessary.
And BEV with ACC function is selected as the research
object in the paper. And the improvement of the energy
economy for BEV is necessary. And multiple objectives of
BEV during a car-following process including safety,
tracking, comfort, and energy economy are optimized.

For the design of ACC controller, various control al-
gorithms, that is, the sliding mode control, reinforcement
learning, and fuzzy control algorithms, have been applied
[9–12]. Among all kinds of control algorithms, model
predictive control (MPC) is an algorithm that is commonly
used for the study of ACC. *e advantages of the MPC
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algorithm can be summarized as follows: the optimization
for control objectives is based on the model, so the process of
modeling is convenient; various objectives can be integrated
into an MPC framework, which can be easily handled by the
designer; the various objectives are optimized in a method of
online receding horizon optimization, which can compen-
sate for errors due to inaccuracies in modeling [13–16].

Some studies related to the performance optimization of
the ACC system for BEV have been done based on MPC.
Madhusudhanan [8] proposed an efficient cruise control to
improve driving range of the vehicle, where the speed ref-
erence for the own vehicle is obtained based on the up-
coming traffic signal, while safety is guaranteed by
maintaining a safe minimum spacing between two vehicles.
Zhang et al. [17] proposed an energy efficiency control to
increase driving range. And various traffic information was
fully considered in the process of optimization. Schwickart
et al. [18] proposed an ecocruise controller to minimize the
energy consumption, and a compromise between the energy
consumption and speed-reference tracking was achieved.
Chen et al. [19] proposed a cruise controller, and energy
consumption was reduced with terrain information based on
the motor efficiency to increase the traveling distance. And
the velocity is selected as the optimized variable for reducing
the energy consumption.

For the regenerative braking, some researches have been
finished. A sliding mode controller was designed to co-
ordinate the antilock braking force and regeneration braking
force by Bera et al. [20]. Kim et al. [21] applied the genetic
algorithm to increase the braking energy recovery based on
ensuring the vehicle stability, and the expected road friction
coefficient and yaw moment were considered. Zhang et al.
[22] designed a fuzzy controller for the braking energy
recovery with the consideration of vehicle stability, and the
simulation was performed in the ADVISOR platform. Xu
et al. [23] designed the braking force distribution based on
the ideal distribution curve. For increasing the braking
energy recovery, the battery states and vehicle states were
considered.

However, there are rare researches on combining ACC
and braking energy recovery. *is paper focuses on it. *e
contributions of this paper are that the braking energy re-
covery is considered in the car-following process and the
energy economy during the car-following process is im-
proved by reducing the energy consumption and improving
the braking energy recovery.

2. BEV Model with Braking Energy Recovery

*e front-wheel drive BEV is chosen as the modeling object,
and the structure of the front-wheel drive BEV is shown in
Figure 1. In the braking process, the motor drives the final
drive to apply braking force to the front axle. Since themotor
braking is affected by various factors, it is needed to make
coordination for the hydraulic braking to complete the
braking process. *e hydraulic braking is implemented
through controlling the hydraulic pressure adjustment unit
of the electronic stability control (ESC) system. *e vehicle
model is designed in Carsim software, but the complete

powertrain model of BEV is not included in Carsim, so the
external models of motor and battery need to be added. *e
lithium battery and permanent magnet synchronous motor
are selected for BEV in this paper.

*e internal resistance model is used to build the battery
model [24], and the diagram for internal resistance model is
shown in Figure 2. SOC is the state of charge of the battery,
Rint is the battery internal resistance, Voc is the open circuit
voltage of battery, Ic is the battery current, and Uc is the
battery voltage.Rint is associated with SOC and Ic.*e higher
the Rint, the lower the battery efficiency for charging. *e
regenerative braking of the motor is affected by the maxi-
mum charging current of the battery. When the SOC of the
battery is large, the charging current allowed by the battery is
very small. In order to limit the impact of excessive charging
current on the battery life, the regenerative braking of the
motor cannot be performed when the SOC is large. And the
simulations used in this paper do not involve long-term
braking process or cycle conditions. *erefore, this paper
does not set an additional model to estimate the SOC and
take the method to set the SOC to be the initial value.
Considering the influences of the battery on the own vehicle,
the initial SOC is set to be 0.6.

*ere are many factors affecting the braking force of the
motor. *is paper mainly considers the torque-speed
characteristic [25]. And the torque-speed characteristic is
defined in equation (1), where ωm is the angular velocity of
the motor, ω0 is the minimum velocity of the motor braking
torque, ωini is the minimum velocity of constant re-
generation braking torque, ωb is the base velocity of the
motor, ωend is the maximum speed of motor braking
torque, PB max is the maximum braking power of the
motor, and fm (ωm) is the correction for the regenerative
braking torque according to the motor efficiency. And the
diagram for the torque-speed characteristic is shown in
Figure 3:

TM max �

0, ωm <ω0,ωend ≤ωm,

9550PB max

ωb
, ωini ≤ωm ≤ωb,

9550PB max

ωm
fm ωm( , ω0 ≤ωm ≤ωini,

9550PB max

ωm
, ωb ≤ωm ≤ωend.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1)

During regenerative braking, the motor can be used as a
generator to convert mechanical energy into electrical en-
ergy. And the battery pack is charged with the electric energy
from the motor. So the efficiency of energy recovery during
braking process is related to the efficiencies of charging and
motor power generation.

*e power generation efficiency ηm of the motor is re-
lated to torque Treb and the speed of the motor during the
regenerative braking, and it can be defined as
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ηm �
UcIc
Trebωm

. (2)

*e power Pm generated by the motor can be defined as

Pm � Trebωmηm Treb,ωm( . (3)

*e charging efficiency of battery ηb is related to the SOC
and Ic, and the power for the charging Pb chg can be defined as

Pb chg � IcUcηb Ic, SOC( . (4)

Combining equations (2)–(4), the effective power of
energy recovery for the battery pack during regenerative
braking process can be defined as

Pb chg � Trebωmηm Treb,ωm( ηb Ic, SOC( . (5)

*e key parameters of the BEV model are presented in
Table 1.

3. Hierarchical Control Structure

*eACC system in this paper adopts a hierarchical structure
for control and an upper controller and a lower controller
form the hierarchical structure [26]. And the upper con-
troller is used as a decision layer, and a lower controller is
used as a control layer. *e diagram of the hierarchical
control structure is shown in Figure 4.

When there is no vehicle in front of the own vehicle, the
own vehicle is in speed control mode, and the own vehicle
drives at the speed preset by the driver. When there is a
vehicle in front of the own vehicle, the own vehicle is in the
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Figure 1: *e structural diagram of the BEV with regeneration braking.
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Figure 3: *e diagram of the torque-speed characteristic.
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Figure 2: *e diagram of the internal resistance model.
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distance control mode, and the upper controller for the
distance control mode contains a longitudinal car-following
model and an optimization algorithm for multiple objectives.
*e upper controller calculates the optimized control com-
mand for the acceleration to act on the lower controller
according to the motion state of the own vehicle and the front
vehicle. *e lower controller includes a switching logic, and a
distribution strategy for braking force. *e switching logic
contains a drive control strategy for motor, an ESC-based
brake control strategy, and so on. *e distribution strategy
contains distribution strategy of braking force for front axle
and rear axle, and distribution strategy of braking force for
motor and hydraulic. *e lower controller tracks the control
command of acceleration based on the feedback signal of own
vehicle state and produces the signals of brake pressure and
motor torque and speed to act on the own vehicle.

4. Lower Controller

In the hierarchical structure, the upper controller is applied
to calculate the expected acceleration, and the lower con-
troller is used to determine that the own vehicle is in driving
mode or braking mode to track the control command. *e
distribution strategy for braking force is an important
component of the lower controller in this paper.

*e distribution strategy for braking force is the focus of
the energy recovery system, including the braking force

distribution for the front axle and rear axle which affects the
stability of braking, and the distribution for the motor
braking force and hydraulic braking force which affects the
energy recovery efficiency [23]. Brake stability and energy
recovery efficiency need to be considered in coordination. To
maximize the recovery of braking energy, the motor on front
axle needs to provide more braking force as much as pos-
sible. However, too much braking force on front axle will
cause the vehicle to be unstable. *erefore, the distribution
strategy for braking force is designed considering the re-
strictions of the ECE regulations on the braking force of the
front axle and rear axle. *e distribution strategy of braking
force in this paper is shown in Figure 5.

Braking strength z is an important variable in the dis-
tribution strategy for braking force, it is the ratio of de-
celeration adec to acceleration of gravity g, and it is defined in
equation (6). β is the distribution coefficient of braking force
and is defined in equation (7):

z �
adec
g
, (6)

β �
Fbf

Fb
�

Fbf

Fbf + Fbr
. (7)

Considering the ECE regulations for braking stability
requirements, some constraints should be put on β as follows:

Table 1: Main parameters for the BEV model.

Symbol Description Values

Mv Vehicle weight 1550 kg
A Front area 2.28m2

Cw Drag coefficient 0.36
fr Rolling resistance coefficient 0.015
ρair Air density 1.206 kg/m3

PM max Maximum power of the motor 87 KW
SOCini Initial SOC 0.6
Qbat Total battery capacity 93Ah
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Figure 4: *e diagram of the hierarchical control structure of the ACC system.
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β≥
b + zhg 
L

, 0.15≤ z≤ 0.8,

β≤
(z + 0.04) b + zhg 

0.7zL
, 0.1≤ z≤ 0.52,

β≥ 1 −
(z + 0.04) a − zhg 

0.7zL
, 0.1≤ z≤ 0.52.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

*e calculation of braking force for the front axle and
rear axle is given below, and the descriptions of the pa-
rameters involved in the calculation process are shown in
Table 2.

When z< z1, a lower limit of the braking force for the
front axle is not required in the regulation, braking force is
obtained only by motor braking on front axle, and they are
defined as

Fbf � Fb,

Fbr � 0.
(9)

When z1 < z< z2, braking forces on the front axle and
rear axle are distributed along the lower limit for ECE
regulations, and they are defined as

Fbf � Fb 1 −
(z + 0.04) l1 − zhg 

0.7zL
⎛⎝ ⎞⎠,

Fbf � Fb
(z + 0.04) l1 − zhg 

0.7zL
.

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(10)

When z2 < z< z3, the braking strength is high, the motor
braking achieves its maximum, the braking force for front
axle is constant, and the hydraulic braking force for the rear
axle is increased, and they are defined as

Fbf �
TB max · ir

rw
,

Fbr � Fb − Fbf.

(11)

When z> z3, the motor brake is abandoned, and the
braking forces on the front axle and rear axle are distributed
along the line of braking force distribution to ensure the
safety and take advantage of the ground attachment char-
acteristics. And they are defined in equation (12). In the
process of braking force distribution, if the motor braking
force is insufficient, it is compensated through the hydraulic
braking force:

Fbf � Fbβ,

Fbr � Fb(1 − β).
(12)

5. Upper Controller

5.1. Longitudinal Car-Following Model. To design the upper
controller, the car-following model needs to be established
firstly. In this paper, the car-following model is based on the
longitudinal motion relationship of the front vehicle and the
own vehicle.

*e spacing Δs and relative velocity vrel at moment k are
defined as follows:

Δs(k) � sf(k) − s(k), (13)

vrel(k) � vf(k) − v(k), (14)

where sf and s are the distances of the front vehicle and the
own vehicle, respectively, and vf and v are the speeds of the
front vehicle and the own vehicle, respectively.

Atmoment k+ 1, the distance of the front vehicle and the
own vehicle is defined as follows:

sf(k + 1) � sf(k) + vf(k)Ts +
1

2
af(k)T

2
s , (15)

s(k + 1) � s(k) + v(k)Ts +
1

2
a(k)T2

s , (16)

where af and a are the acceleration of the front vehicle and
the own vehicle, respectively, and Ts is the sampling time.

At moment k+ 1, the velocity of the front vehicle and the
own vehicle is defined as follows:

vf(k + 1) � vf(k) + af(k)Ts, (17)

v(k + 1) � v(k) + a(k)Ts. (18)

Table 2: Parameters in distribution strategy of braking force.

Symbol Description

Fb Total demand braking force
Fbf Braking force of front axle
Fbr Braking force of rear axle
L Wheelbase
hg Centroid height
l1 Distance from centroid to front axle
TB max Maximum braking torque of motor
ir Transmission ratio of main reducer
rw Tire rolling radius
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Figure 5: *e diagram of braking force distribution strategy.
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At moment k+ 1, the spacing and relative velocity are
defined as follows:

Δs(k + 1) � sf(k + 1) − s(k + 1), (19)

vrel(k + 1) � vf(k + 1) − s(k + 1). (20)

Combining equations (13)–(16) and (19), the following
equation can be obtained:

Δs(k + 1) � Δs(k) + vrel(k)Ts +
1

2
af(k)T

2
s −

1

2
a(k)T2

s .

(21)
Combining equations (14), (17), (18), and (20), the

following equation can be obtained:

vrel(k + 1) � vrel(k) + af(k)Ts − a(k)Ts. (22)

When the upper controller for the ACC system is
designed, due to the foundation of the lower controller, it
can be considered that the actual acceleration of the own
vehicle a and control command for acceleration (also called
expected acceleration) u satisfy the following relationship
[13, 26]:

a(k + 1) � 1 −
Ts
τ

 a(k) + Ts
τ
u(k), (23)

where u is the control command for acceleration and τ is the
time constant of the lower controller.

*e rate of change of acceleration is also called jerk, and
the jerk at moment k can be defined as follows:

j(k) �
a(k) − a(k − 1)

Ts
. (24)

At moment k+ 1, the jerk can be defined as follows:

j(k + 1) �
a(k + 1) − a(k)

Ts
. (25)

Combining equations (23) and (25), the following
equation can be obtained:

j(k + 1) � −
1

τ
a(k) +

1

τ
u(k). (26)

*e spacing, speed of the own vehicle, relative velocity,
acceleration of the own vehicle, and jerk for the own vehicle
are selected as the state vector, and they are defined as

x(k) � Δs(k), v(k), vrel(k), a(k), j(k) T. (27)

*e acceleration for the front vehicle is selected as the
disturbance, and it is defined as

w(k) � af(k). (28)

Combining equations (18), (21)–(23), and (26), the car-
following model in the longitudinal direction is defined:

x(k + 1) � Ax(k) + Bu(k) + Gw(k), (29)

where

A �

1 0 Ts −
1

2
T2
s 0

0 1 0 Ts 0

0 0 1 − Ts 0

0 0 0 1 −
Ts
τ

0

0 0 0 −
1

τ
0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B �

0

0

0

Ts
τ

1

τ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

G �

1

2
T2
s

0

Ts

0

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(30)

5.2. Model Predictive Control (MPC) for Multiple Objectives.
In the multiobjective-optimized upper controller, the
control objectives enable the own vehicle to guarantee
safety, tracking, comfort, and energy economy in the
driving process. To achieve these control objectives, the
multiple objectives are analyzed based on the car-following
model. *e multiple objectives are transformed into the
corresponding system constraints and performance in-
dicators. And the optimization for multiple objectives in
the driving process is finally transformed into a constrained
optimization proposition.
Δsdes is the expected spacing obtained from the constant

time headway (CTH) spacing policy, δ is the difference
between the real spacing and the expected spacing, and Δsdes
and δ at moment k can be defined:
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Δsdes(k) � d0 + th · v(k), (31)

δ(k) � Δs(k) − Δsdes(k), (32)
where d0 is the fixed distance between the two vehicles when
the vehicle speed is low and zero and th is the time headway.

To ensure the tracking in the car-following process, the
actual spacing between the two vehicles approaches the ex-
pected spacing calculated by the spacing strategy, and the
velocity of the own vehicle should be close to the velocity of
the front vehicle; that is, the two vehicles are in a relatively
static state [26]:

objectives :
δ(k)⟶ 0, as k⟶∞,
vrel(k)⟶ 0, as k⟶∞.

 (33)

To improve the comfort during the car-following pro-
cess, the range of fluctuation for acceleration and jerk should
be minimized:

objectives :
min |a(k)|,

min |j(k)|.
 (34)

From above analysis, the spacing error, relative velocity,
acceleration of the own vehicle, and jerk of the own vehicle
are chosen as the performance vector, and the performance
vector is defined:

y(k) � δ(k), vrel(k), a(k), j(k) T. (35)

*e following relationship can be established between
the performance vector and the state variable:

y(k) � Cx(k) − Z, (36)

where

C �

1 − th 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Z �

d0
0

0

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(37)

During the car-following process, a smooth system re-
sponse is preferred. To smooth the response, the exponential
decay function is introduced to be reference trajectory of
performance vector.

*e coefficient of the error of spacing in reference tra-
jectory is defined in the following equation, and other co-
efficients can be defined in a similar way:

δr(k + i) � δ(k) + δdes(k) − δ(k)  1 − e − iTs/αδ( ) 
� δ(k) +[0 − δ(k)] 1 − e − iTs/αδ( ) 
� ρiδδ(k),

ρδ � e
− Ts/αδ( ), 0< ρδ < 1,

(38)

where δr is the reference trajectory for the error of spacing
and α is the time constant of the reference trajectory for the
error of spacing.

*e system response is smoothed as follows:

yr(k + i) �

ρiδ
ρivrel

ρia
ρij

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦y(k), (39)

where ρδ, ρvrel, ρa, and ρj are the coefficients in reference
trajectory, ρδ is the coefficient of the spacing error, ρvrel is the
coefficient of relative velocity, ρa is the coefficient of the
acceleration of the own vehicle, and ρj is the coefficient of
the jerk of the own vehicle.

*e values of these coefficients are between 0 and 1.
Along the reference trajectory, the performance vector ap-
proaches zero smoothly, rather than approaching zero
directly.

As for the energy economy, it is related to the acceler-
ation. And the acceleration is determined by the control
command of acceleration. *erefore, the control command
of acceleration is selected as the performance index of the
energy economy [27]. To improve the energy economy, the
absolute value of control command should be minimized:

objective : min |u(k)|. (40)

No matter what control algorithm is used, the safety is
the primary objective of an ACC system. Although we can
guarantee a safe expected spacing through the spacing
strategy, the collision is likely to happen before reaching the
expected spacing. *erefore, for the purpose of ensuring the
safety of two vehicles throughout the driving process, the
actual vehicle spacing must be constrained as follows:

Δs(k) � sp(k) − s(k)≥dc, (41)

where dc is the minimum safe spacing between two vehicles.
Taking into account the limitations of the vehicles own

capacity, it needs to constrain the velocity, acceleration, jerk,
and acceleration command for the own vehicle. *e con-
straints can be defined:

vmin ≤ v(k)≤ vmax,

amin ≤ a(k)≤ amax,

jmin ≤ j(k)≤ jmax,

umin ≤ u(k)≤ umax.

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(42)

Because of the advantages of MPC in achieving multi-
objective optimization [27–29], the MPC is applied into the
multiobjective optimization of the ACC system.

Predictive form for the state vector and performance
vector are defined as follows:Xp(k + p | k) � Ax(k) + BU(k +m) + GW(k + p), (43)

Yp(k + p | k) � Cx(k) +DU(k +m) + EW(k + p) − Z,
(44)
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where

Xp(k + p | k) �

xp(k + 1 | k)

xp(k + 2 | k)

⋮
xp(k + p | k)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Yp(k + p | k) �
yp(k + 1 | k)

yp(k + 2 | k)

⋮
yp(k + p | k)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

U(k +m) �

u(k)

u(k + 1)

⋮
u(k +m − 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

W(k + p) �

w(k)

w(k + 1)

⋮
w(k + p − 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

A �

A

A2

⋮
Ap

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

B �

B 0 · · · 0

AB B ⋱ 0

⋮ ⋮ ⋱ ⋮
Ap− 1B Ap− 2B · · · Ap− mB

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

G �

G 0 · · · 0

AG G ⋱ ⋮
⋮ ⋮ ⋱ 0

Ap− 1G Ap− 2G · · · G

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

C �

CA

CA2

⋮
CAp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

D �

CB 0 · · · 0

CAB CB ⋱ 0

⋮ ⋮ ⋱ ⋮
CAp− 1B CAp− 2B · · · CAp− mB

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

E �

CG 0 · · · 0

CAG CG ⋱ ⋮
⋮ ⋮ ⋱ 0

CAp− 1G CAp− 2G · · · CG

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Z �

Z

Z

⋮
Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(45)

where xp(k+ i | k) is the predictive value of the state vector
for k+ i moment at the moment k, yp(k+ i | k) is the pre-
dictive value of the performance vector for k+ i moment at
the moment k, U(k+m) is the matrix for the sequence of the
control command, p is the predictive horizon, and m is the
control horizon.

And considering the different objectives in equations
(33), (34), and (40) and the reference trajectory in equation
(39), the discretized objective function based onMPC can be
obtained:

J �p
i�1

yp(k + i | k) − yr(k + i) TQ yp(k + i | k) − yr(k + i) 
+ m− 1

j�0

u(k + j)TRu(k + j),

(46)
where Q and R are the weight matrices and u(k+ i) is the
control command at moment k+ i.

Combining the equations (44) and (46), the following
equation can be obtained:

J � VTQV + U(k +m)TRU(k +m), (47)
where

V � Cx(k) +DU(k +m) + EW(k + p) − Z − ΦCx(k) +ΦZ,

Q �

Q · · · 0

⋮ ⋱ ⋮
0 · · · Q

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

R �

R · · · 0

⋮ ⋱ ⋮
0 · · · R

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Φ �

Ψ1
Ψ2
⋮
Ψp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Ψi �

ρiδ 0 0 0

0 ρivrel 0 0

0 0 ρia 0

0 0 0 ρij

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(48)
Expand equation (47) to retain the items related to

U(k+m), the following equation can be obtained:

J � U(k +m)T R +D
T
QD U(k +m)

+ 2x(k)T C
T
− C

TΦT QD +W(k + p)TETQD
− Z

T
− Z

TΦT QDU(k +m).
(49)

All the constraints in this paper can be summarized in
the following form:
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Δx(k)≥dc,
vmin ≤ v(k)≤ vmax,

amin ≤ a(k)≤ amax,

jmin ≤ j(k)≤ jmax,

umin ≤ u(k)≤ umax.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(50)

Convert equation (50) into the form of matrix inequality,
the following equation can be obtained:

M≤ L Xp(k + p)≤N,
U(k +m)≤Umax,

− U(k +m)≤ − Umin,

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (51)

where

M �

dc

vmin

amin

jmin

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

N �

Inf

vmax

amax

jmax

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

L �

1 0 0 0 0

0 1 0 0 0

0 0 0 1 0

0 0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

L �

L 0 0 · · · 0 0

0 L 0 0 · · · 0

0 0 ⋱ 0 · · · 0

0 · · · 0 ⋱ 0 0

0 0 · · · 0 L 0

0 0 · · · 0 0 L

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
p×p

,

M �

M

M

⋮
M

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

N �

N

N

⋮
N

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Umax �

umax

⋮
umax

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Umin �

umin

⋮
umin

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(52)

Combining equations (43) and (51), the following
equation for constraints can be obtained:

ΩU(k +m)≤T, (53)

where

Ω � LB − LB I − I T,

T �

N − LGW(k + p) − LAx(k)

− M + LGW(k + p) + LAx(k)

Umax

− Umin

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(54)

*e objective function in equation (49) combined with
the constraints in equations (53) can be converted to an
optimization problem in the following equation that can be
solved by quadratic programming [30, 31]:

min U(k +m)TKU(k +m) + 2SU(k +m) 
s.t. ΩU(k +m)≤T,

(55)

where

K � R +D
T
QD,

S � x(k)T C
T
− C

TΦT QD +W(k + p)TETQD
− Z

T
− Z

TΦT QD.
(56)

Optimal control variable U∗(k +m) can be solved from
the quadratic programming problem in equation (55). And
only the first component of U∗(k +m) can be applied to the
ACC system as the optimal acceleration command. And at
the next moment, the above process is repeated. *is reflects
the receding horizon optimization in MPC.

6. Methods

To evaluate the performances of the proposed ACC strategy,
two different strategies are compared. *e control strategy
studied in this paper contains comfort, energy economy,
safety, and tracking. And the strategy that contains safety
and tracking is the contrast strategy. In the contrast control
strategy, the braking energy recovery is not considered in the
lower controller or the BEV model, the coefficients for R is
zero, the optimized reference trajectories are not applied to
the objective function, and there are no strict constraints on
jerk.*e abbreviations for the proposed control strategy and
contrast control strategy are BER_CEST and NO_ST,
respectively.

*e minimum safe spacing is an important indicator for
the safety, and when the spacing is bigger than it, the driving
process is considered safe. *e capability of adjusting the
difference of spacing to zero and the capability of regulating
the relative velocity to zero are regarded as the measurement
of the tracking. *e maximum value of jerk’s absolute value
is an important indicator for the comfort during the driving
process, and the limit of the indicator for comfort is 3m/s3.
Energy economy is estimated by the change of SOC. *e
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strategies are designed with the Matlab/Simulink, and the
simulation experiment is performed combined with the
Carsim platform.

Scenario in simulation is set as follows: (1) *e speed of
the front vehicle is changing and (2) cut in. *ese two
scenarios are representative scenarios. Wherein, conven-
tional driving process for the two vehicles is shown in
scenario 1, and the urgent driving process for the two ve-
hicles is shown in scenario 2. Settings for two simulation
scenarios are shown in Table 3, where Δs ini is the initial
vehicle spacing, v_ini and vf_ini are the initial speed for the
own vehicle and the front vehicle, respectively, and a_amp is
the amplitude of acceleration for the front vehicle. *e main
parameters for the multiobjective optimization algorithm
are listed in Table 4.

7. Simulation Experiment and Discussion

7.1. Scenario 1. In real life, following a front vehicle with a
variable speed is a familiar traffic scenario. *is scenario
mainly examines the capability of speed adjustment and
tracking for the own vehicle when the speed of the front
vehicle changes on a single lane. *e simulation results in
scenario 1 are shown in Figure 6. From Figure 6(a), it can be
seen that the vehicle spacing is greater than minimum safe
spacing in two control strategies, so the safety is ensured in
both control strategies. From Figures 6(a) and 6(b), the
tracking can be ensured in both control strategies. For the
desired spacing, the tracking ability is better in NO_ST, and
for the speed of the front vehicle, the tracking ability is better
in BER_CEST. *is is a compromise among various control
objectives in BER_CEST.

From Figure 6(c), the fluctuation range for acceleration is
bigger in NO_ST than BER_CEST, while the curve of the
acceleration in BER_CEST is relatively smooth. From
Figure 6(d), the maximum value of the jerk’s absolute value in
NO_ST is 18.66m/s3, which exceeds 3m/s3. However, the
maximum value of the jerk’s absolute value in BER_CEST is
always within the 3m/s3. *erefore, the comfort in BER_C-
EST is improved compared with the NO_ST. *e reasons for
this are that the jerk is strictly constrained, and the optimized
reference trajectory are applied to improve the comfort in
BER_CEST. Driving is more stable while comfort is improved.
*erefore, the driving stability is also improved because of the
introduction of the optimized reference trajectory and the
application of the strict constraints on jerk. From Figure 6(e),
it is shown that the battery power in BER_CEST changes
between positive and negative. However, the battery power in
NO_ST changes between zero and positive. *is is because
the energy is recovered during braking process in BER_CEST.
From Figure 6(f), the change of SOC for two strategies is
0.0020 and 0.0042, respectively. *e improvement of the
energy economy for BER_CEST is 52.03% compared with
NO_ST.*e reasons for this are that the energy consumption
is optimized in the upper controller and the braking energy
recovery is considered in the lower controller in BER_CEST.
*erefore, the energy economy is improved in BER_CEST.

From the above analysis, BER_CEST adopts the opti-
mized reference trajectory and strict constraints on jerk to

improve the comfort, and the energy economy is considered
both in the upper controller and the lower controller. So
BER_CEST can obtain better comfort and energy economy
compared with NO_ST based on ensuring the safety and
tracking.

7.2. Scenario 2. In the cut in scenario, in the driving process
of the own vehicle, the front vehicle of the adjacent lane
suddenly changes lane, and the front vehicle is inserted in
front of the own vehicle. *e simulation results of scenario 2
are shown in Figure 7. From Figure 7(a), because the spacing
between two vehicles is bigger than 5m, the driving pro-
cesses both are safe in two control strategies. From
Figures 7(a) and 7(b), the own vehicle can track the desired
vehicle spacing and the velocity of front vehicle in two
strategies. For the desired spacing, the tracking ability is
better in NO_ST, and for the speed of the front vehicle, the
tracking abilities are closer in both strategies. *is is a
compromise among various control objectives in
BER_CEST.

From Figure 7(c), the fluctuation range for the accel-
eration is bigger in NO_ST, while the curve of acceleration is
relatively smooth in BER_CEST. From Figure 7(d), the
maximum value of the jerk’s absolute value in NO_ST is
16.49m/s3, which exceeds 3m/s3. But, the maximum value
of the jerk’s absolute value in BER_CEST is always within
3m/s3. *e comfort in BER_CEST is improved compared
with NO_ST. *e reasons for this are that the jerk is strictly
constrained, and the optimized reference trajectory is ap-
plied to improve the comfort. Driving is more stable while
comfort is improved. *erefore, the driving stability is also
improved because of the introduction of the optimized

Table 3: Settings for two simulation scenarios.

Scenario Δs ini (m) v_ini (m/s) vf_ini (m/s) a_amp (m/s2)

1 50 10 15 2
2 30 15 10 2

Table 4: Parameters in the simulation process.

Symbol Values

Ts 0.2 s
τ 0.15 s
d0 7m
dc 5m
vmin 0m/s
vmax 36m/s
amin − 5.5m/s2

amax 2.5m/s2

umin − 5.5m/s2

umax 2.5m/s2

jmin − 3m/s3

jmax 3m/s3

ρδ, ρvrel, ρa, ρj 0.94
Q diag 1, 10, 1, 1{ }

R 1
p 10
m 5
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Figure 6: Simulation results of scenario 1. (a) Spacing response. (b) Speed response. (c) Acceleration response. (d) Jerk response. (e) Battery
power. (f ) SOC.
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Figure 7: Simulation results of scenario 2. (a) Spacing response. (b) Speed response. (c) Acceleration response. (d) Jerk response. (e) Battery
power. (f ) SOC.
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reference trajectory and the application of the strict con-
straints on jerk. From Figure 7(e), it is shown that the
battery power in BER_CEST changes between positive
and negative. However, the battery power in NO_ST
changes between zero and positive. *is is because the
braking energy recovery is considered in the lower con-
troller. From Figure 7(f ), the change of SOC for two
strategies is 0.00096 and 0.0022, respectively. *e im-
provement of the energy economy for BER_CEST is
55.73% compared with NO_ST. After the front vehicle
performs the cut in, the braking energy is recovered
during braking process, and the SOC is bigger than the
initial SOC. *is is because the kinetic energy of BEV is
recovered through the regenerative braking during the
braking process in BER_CEST.

In summary, BER_CEST adopts the optimized refer-
ence trajectories and strict constraints on jerk to improve
the comfort, and the energy economy is considered both in
the upper controller and the lower controller. So
BER_CEST can obtain better comfort and energy economy
compared with NO_ST based on ensuring the safety and
tracking.

8. Conclusion

In this paper, a hierarchical control architecture is adopted for
the proposed ACC strategy on BEV, and the highlight of this
paper is that the braking energy recovery is considered in the
car-following process. In the proposed control strategy, the
safety, tracking, and comfort are considered in the upper
controller, and the energy economy is considered both in the
upper controller and lower controller. Some conclusions can
be obtained as follows: in the upper controller, the acceler-
ation command is optimized in the objective function ofMPC
to reduce the energy consumption. In the lower controller, the
braking energy is recovered during the braking process. So the
energy economy is improved.*e proposed ACC strategy can
improve the comfort for passengers and improve the energy
economy for the car owner, so it can promote the wide
application of ACC in BEV.
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