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Absolute angular rotation rate measurements with sensitivity better than prad/sec would be
beneficial for fundamental science investigations. On this regard, large frame Earth based ring laser
gyroscopes are top instrumentation as far as bandwidth, long term operation and sensitivity are
concerned. Their classical sensitivity limit is given by the shot–noise of the two beams counter
propagating inside the cavity usually considered as two independent propagating modes. Thus, it is
given by the sum of the shot–noise associated to each beam. Here we prove that the GINGERINO
active ring laser prototype upper limiting noise allows an unprecedented sensitivity close to 10−15

rad/sec. This is more than a factor 10 better than the theoretical prediction so far accounted for
ring lasers shot–noise.

Introduction – Light based interferometers have
reached an extremely high level of sensitivity, reliability,
and robustness. In most common interferometers, two
separate beams, possibly coming from the same source,
are injected in two separate paths and recombined to in-
terfere so that differences in path-lengths even smaller
than 10−14 times the wavelength can be resolved [1].

While such measurement scheme is possible thanks to
the wave-nature of light, that shows-up as the interfer-
ence of coherent beams, the corpuscular nature of light
sets the intrinsic limit to the sensitivity attainable by in-
terference. This limit is known as (photon) shot–noise
and it is frequency independent. It intrinsically comes
from the stochastic fluctuations in the photon number
that, for coherent beams, are Poissonian distributed and
so are the obtained photo-electrons [2].

Interferometer topology can be quite different. For ex-
ample, it is possible to have paths defined by four mirrors
located at the vertices of a square, thus defining a ring
cavity where the two light beams circulates in clockwise
and counter– clockwise directions. In this case, the two
paths are equals, frequency jitters are negligible, and the
interference of the two counter propagating beams carries
information on the non reciprocal effects connected to the
direction of circulation. If the frame supporting the four
mirrors rotates, the two counter propagating beams com-
plete the path at different times. In such a configuration,
the interference measures the time derivative of the dif-
ference in phase acquired by the two beams, rather than
the path spatial difference. This feature is the well known
Sagnac effect, named after the French physicist George

Sagnac [3, 4].

Sagnac interferometers, in particular the active ver-
sions also known as Ring Laser Gyroscopes (RLGs),
are commonly used to measure inertial angular rotation.
When connected to the Earth crust, they can be used to
measure continuously the absolute angular rotation rate
of the Earth. Thanks to their large bandwidth and high
dynamic range, they can detect strong earthquakes and
seismological signals in the frequency window ∼ 0.01÷30
Hz, as well as tiny geodetic signals in the very low fre-
quency domain (< 10−3 Hz), showing an adequate sen-
sitivity to probe General Relativity (GR) effects such as
the Lense-Thirring and de Sitter [5].

Moreover, other non reciprocal effects related to propa-
gation of the two light beams and connected to the space
time structure or symmetries, can be investigated by
RLGs, leading to results relevant in fundamental physics
[6–8] when sensitivity of 5 · 10−14rad/s or better are
reached, corresponding to 1 part in 109 of the Earth ro-
tation rate for Earth based apparata. At the same time,
Sagnac interferometers are good candidates for investi-
gating the interplay between GR and quantum systems
and effects [9–13].

As any interferometer, sensitivity of Sagnac ones is lim-
ited by the photon shot–noise. Since the first model,
elaborated in 1982 by Cresser et al. [14], following the
concepts described in Ref. [15], it has been widely ac-
cepted that in Sagnac interferometers the two counter-
propagating beams are independent. The correspond-
ing shot–noise can be evaluated accordingly (see, e.g.,
[16, 17]): for example, in GINGERINO [18], a prototype
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of the RLG array GINGER located inside the Gran Sasso
National Laboratory of INFN, Italy, the model evaluates
a shot–noise of about 18 prad/sec Hz−1/2, taking into
account that its square optical cavity has side length of
3.6 m, total losses are 120 ppm, and the output power is
10 nW. However, in RLGs the two beams are generated
inside the rotating cavity, where the same volume of ac-
tive medium emits toward the two opposite directions.
Therefore, the laser equations for the two counterpropa-
gating beam amplitudes are coupled to each other [19].
While classical amplitude equations are effective for cal-
culating the time dependence of mean values, inherent
fluctuations requires a quantum description of the field
modes, i.e. classical amplitudes have to be replaced by
quantum field operators. Once the equations are trans-
ferred into a quantum frame, coupling of the two different
modes implies the setting of some mutual correlation that
may affect the noise features of the device and possibly
its fundamental shot–noise limit.

Beating the quantum limit in gyroscopes has attracted
interest in recent years, owing to the appealing possibil-
ities of further improving their sensitivity. For passive
gyroscopes [20], in analogy with what has been proposed
[21] and then realised in Michelson interferometers (see
[22] and references therein), the use of externally injected
quantum states has been considered in different config-
urations [23–26] and experimentally realised [27–29] for
going beyond the standard quantum limit. Other authors
have considered the coupling of the ring modes to two–
level atoms for realising effective mode coupling and so
generating quantum correlation that may induce quan-
tum enhancement [30]. Very recently, an experimental
work reported a sensitivity below the standard shot-noise
for phase estimation in a gyroscope equipped with a liq-
uid crystal light valve (LCLV) for direct frequency mea-
surement [31].

Recently, we have found that the ultimate sensitivity
of the GINGERINO prototype is not consistent with the
shot–noise calculated by the above mentioned indepen-
dent beams model [32, 33]. In that case the final sensitiv-
ity has been evaluated by subtracting from the data all
the known signals by linear regression methods and cor-
recting for the laser dynamics [34]. In this Letter we re-
port further measurements giving a conclusive proof that
the noise limit of the instrument is well below the con-
ventionally predicted shot–noise. Here, the noise floor is
estimated by subtracting data obtained from two equiva-
lent beating optical signals at the two outputs of a single
beam–splitter. By principle, so doing we trace-out all
the possible rotational signals providing an upper limit
for the unavoidable quantum noise source.

RLG senses the projection of the angular velocity vec-
tor ~Ω on the area of the closed polygonal cavity. The ori-
entation of this area in space is determined by the area
versor ~n. The relationship between the Sagnac pulse fre-

quency ωs and the angular rotation rate Ω reads

ωs = 8π
A

λL
Ω cos θ , (1)

where A is the area of the cavity, L the perimeter, λ the
wavelength of the light, and θ the angle between ~n and
~Ω.

So far, large RLGs have been dedicated to very low fre-
quency measurements [35, 37] below 30 Hz, where phys-
ical and geophysical investigations are relevant. In this
range, apart from those of scientific interest, there are
signals of different nature such as, human activity, mi-
croseismicity of the crust generated by the ocean, tides
and polar motion, temperature and pressure variations,
that may reduce the instrument sensitivity. Despite that,
available measurements show sensitivity ranging from the
nrad/s to tens of prad/s [17, 32, 36]. It is convenient to
express the sensitivity as angular rotation rate, and in
order to avoid confusion, the angular frequency will be
indicated as small cap ω and the corresponding angular
velocity as capital Ω, the two quantities are connected by
the geometrical scale factor of Eq. (1).
Data analysis and GINGERINO – GINGERINO has

shown evidence of a limiting noise smaller than expected
[33]. In order to gain useful insights into such unexpected
result, we have improved the setup with the aim to obtain
a direct estimation of the stochastic noise itself, hereafter
denoted ωTn. In principle, ΩTn ≥ Ωsn, where Ωsn indi-
cates the shot–noise, being ΩTn the sum of various noise
contributions. Contrarily to Ωsn, ΩTn is not a flat noise
and, for GINGERINO, it shows the limit of 2−3 prad/s in
1 s measurement time. The corresponding Modified Al-
lan Deviation reaches the value of 2.1±0.01 frad/s in 2.5
days of integration time, that corresponds to 4.3 · 10−11

the Earth rotation rate.
The two counter–propagating beams leaving the cav-

ity of our RLG prototypes are combined at a beam–
splitter placed at one of the cavity corners. The two
resulting mixed beams, observed by two identical photo-
diodes, contain the measured beat note ωm. Since in this
general treatment an ideal behavior is assumed, neglect-
ing any laser systematics, we will consider ωm = ωs the
signal of interest. Without loss of generality, it is pos-
sible to state that photodiode signals can be expressed
as Si = Ag · (−1)i · (cos (ωs + ωn) · t) + φn) + Vni , with
i = 1, 2, where Ag is a gain factor, ωn indicates the
stochastic noise affecting the frequency itself, φn is the
stochastic term of the phase, and Vni

is any noise added
outside the cavity [38]. The reconstructed frequency sig-
nal from each photodiode is defined by ωi = ωs + ωTni ,
where ωTni takes into account all noise terms at once,
since it is not possible to discriminate among different
noise sources. Therefore, ωTni

has to be considered an
upper limit to ωn. In this configuration, the two mea-
surements are independent one another and each of them
contains the frequency signal ωs plus the sum of differ-
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ent noise contributions: the noise of the two laser beams
in the cavity, mainly of stochastic nature, and the noise
picked up outside the cavity, containing disturbances in-
duced by the environment and stochastic terms.

In order to have a better estimate of the limiting
noise and of the signal, we consider the signal difference
(S = S1 − S2) and define ωd = ωs + ωTnd

the corre-
sponding frequency signal. It is straightforward to note
that, considering the stochastic noise, ωd has a signal to
noise ratio

√
2 larger than the single photodiode mea-

surements, because the Sagnac signal is doubled while
the stochastic noise is increased by a

√
2 factor. More-

over, in ωTnd
disturbances produced outside the cavity,

and common to both photodiodes, are cancelled out.
Let us consider ωn12, defined as the difference ωn12 =

ω1 − ω2, that contains the quadratic sum of all stochas-
tic terms of the two interference signals and the differ-
ence between the disturbances of environmental origin
recorded by the two detectors, similarly to ωTnd

. We can
consider ωn12 as an upper limit to the stochastic noise
generated inside the cavity and simple manipulations
lead to ωn12 ∼ 2 · ωTnd

. The factor 2 has been checked
with simulated data. In summary, ωd provides the best
angular rotation rate estimation, while ωTnd

= ωn12/2
measures its sensitivity noise limit.

At this point, it is necessary to take into account the
data analysis procedure. The procedure adopted for fre-
quency estimation is based on the Hilbert transform. We
first recover the phase from the analytic signal and then
evaluate the frequency ω by differentiation. In general,
interferograms, and monobeams intensities, are acquired
at 5 kSa/s. The subsequent analysis is performed with
no down sampling. When the analysis is focused below 1
Hz, a digital band pass filter centered on the mean beat-
ing frequency and with a ±12 Hz width is applied before
the Hilbert transform [39]. The band–pass filter is not
used for high frequency investigation.

It is worth noticing that performances of the frequency
estimation procedure must be evaluated by simulation as
it is based on a non linear transformation of data. Three
main noise sources are identified: the white frequency
noise ωn, the white phase noise φn and a phase diffusion
noise φW modeled as a Wiener process.

Figure 1 shows the response of the reconstruction pro-
cedure to the injection of these three types of noise. In
particular, we report the Amplitude Spectral Distribu-
tion (ASD) of the injected noise ωn (green) and of the cor-
responding reconstructed signal (purple), as well as the
ASD of the reconstructed signal injecting φn, φn = ωn · t̄
with t̄ = 0.02 s integration time (red), and φW (yellow).

The contribution of the white stochastic frequency
noise ωn is reconstructed by the analysis process as a fre-
quency white noise a factor 20 higher in the low frequency
range (10−2 ÷ 20 Hz), which grows linearly at higher
frequencies. At frequencies above 20 Hz, its behaviour
becomes indistinguishable from that reconstructed when

FIG. 1. ASD of the injected noise Ωn (green) and of the
corresponding reconstructed signal (purple); ASD of the re-
constructed frequency obtained by injecting φn, with t̄ = 0.02
s integration time (red), and ϕW (yellow). The injected noise

level is 20 prad/s Hz−1/2.

the white phase noise φn is injected, that produces a
power spectrum proportional to frequency over the full
frequency span. On the other hand, the phase diffusion
noise, simulated as a Wiener process, produces a con-
stant ASD, a factor of 2 higher than the level of the
injected noise. It’s worth noticing that all ASD of the
reconstructed signals show a discontinuity at the Sagnac
frequency.

Experimental spectra of RLG prototypes - We have
analysed experimental data produced by four distinct
large frame RLG prototypes [40]. In Fig. 2 we report
the ASD for G–Wettzell [17], GINGERINO, and GP2
[41] while the ASD of ROMY [35], that shows very sim-
ilar behaviour, is not reported. Typically, the frequency
range below 0.1 Hz is affected by laser systematics and
contains signals of geophysical origin, for this reason it
is not suitable for any noise investigation. The minimum
of the ASD is in the frequency window 0.1÷ 1 Hz, where
microseismicity originated by the oceans is present. The
region above 5 Hz contains regular signals but also a char-
acteristic tail linearly growing with frequency.

Despite big differences, due to the different structure
and location, all three ASD show the characteristic high
frequency behavior linearly growing with frequency. This
feature, being compatible with a flat phase noise, indi-
cates that, at least in this range of frequencies, there is
a stochastic noise floor dominated by a frequency inde-
pendent phase noise.

Because of its noisy location, GP2 data show larger
noise (approximately a factor of ten above the other pro-
totypes). Moreover, different disturbances are affecting
the cavity at low frequency, as the microseismicity from
oceans, well visible in G. However, in the region around 1
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FIG. 2. ASD of the data, expressed as angular rotation
rate, of G Wettzell, GINGERINO, and GP2. The high fre-
quency part of the spectrum shows a very characteristic tail
constantly rising with frequency. G, owing to its monolithic
structure, is very quiet and 1 hour has been used for the ASD,
while for GINGERINO 15 minutes of time have been selected.
GP2 is 1.6 m in side, and it is located in a rather noisy envi-
ronment, that explains the occurrence of a larger noise. Data
from G are acquired at 2 kSa/s, the cut-off occurring around
0.5 kHz is due to the analysis procedure.

Hz, where the curves exhibit their minimum, amplitude is
smaller than the one expected assuming Ωn = 18 prad/s
in 1 s of measurement time, which would correspond to
0.4 nrad/s after the reconstruction.

ΩTn was evaluated using 20 days of GINGERINO
data starting from October 29, 2022. The whole set
of data have been acquired at 5 kSa/s. The high fre-
quency part of the spectrum has been investigated us-
ing small portions of data, corresponding typically to 3
hours, and avoiding any filtering around the beat note
(280.4 Hz). The low frequency part, from DC up to 5
Hz, has been analysed following the standard procedure
of GINGERINO which evaluates the different terms: ωm,
ωs0, ωξ, and ωns, the latter relating to null shift [42].

In the following we report the results using ωs0, which
is the best approximation of the Sagnac frequency, since
it takes into account the back-scatter noise, avoiding the
use of linear regression usually employed to subtract ef-
fects of electronic origin (ωξ), and null shift due to the
laser dynamics (ωns). However, it has been checked that
very similar results are obtained using the beat notes it-
self, ωm, or estimating the true Sagnac signal ωs by linear
regression [33].

The ASD of reconstructed signals Ωd and Ωn12 are
shown in Fig. 3: noise floors at high frequency are in
good agreement with each other.

Fig. 4 compares Ωd and ΩTn, with the latter exhibiting
above 0.1 Hz the characteristic phase noise behavior, and
being almost flat at lower frequency, with a level around

FIG. 3. ASD of Ωn12/2 (red) compared with Ωd (blue) spec-
trum at high frequency. The noise floor agreement is good.
Some peaks due to electronics or environmental origin have
been removed.

FIG. 4. ASD of ΩTn (red) compared with Ωd (blue) spectrum
at low frequency. In this spectrum two hours of data around
the big Mw 5.9 event have been removed (see [42]); when
included, the low frequency bump increases.

2 prad/s Hz−1/2, a factor 10 below the expected shot–
noise, and 200 times below the one obtained by taking
into account the analysis procedure.

Fig. 5 reports the corresponding Overlapped and Mod-
ified Allan Deviations (obtained by STABLE32), demon-
strating levels of 4 and 2.63 frad/s in approximately 2.4
days of integration time, respectively, corresponding to
1.23 and 1.87 in 1010 the Earth rotation rate, a level suf-
ficient for detecting fundamental physics effects with an
array of RLGs [7, 8].
Summary - It is proved that, below 0.1 Hz, the large

RLG prototype GINGERINO shows a limiting noise floor
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FIG. 5. Overlapped and Modified Allan Deviation of ΩTn

expressed in rad/s. The plot have been obtained by using
STABLE32 freely available at: http://www.stable32.com/

in the prad/s Hz−1/2 range, well below what expected
for the shot–noise in this type of apparatus taking for
granted the independent beam model [14]. This experi-
mental noise limit has been obtained by subtracting two
independent rotation signals. These signals come from
the two outputs of a single beam–splitter placed at one
of the cavity corners to let the counter propagating beams
interfere. So doing, the estimated noise level represents
an upper limit to the inherent quantum noise affecting
the apparatus. While this experimental finding suggests
that a complete quantum model of the system should
take into account the complex interdependent dynamics
of the counter–propagating beams, it gives a conclusive
proof of the feasibility of fundamental physics measure-
ments once an array of RLGs is available. In a forthcom-
ing study we will develop a model that, tracing back from
the detector scheme, accounts for all the possible inter-
actions between the counter–propagating beams and the
laser medium. A full quantum picture is required so to
have a theoretical shot–noise estimation to be compared
with the presented experimental finding.
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