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Operations of cubic so	 sets including “AND” operation and “OR” operation based on P-orders and R-orders are introduced and
some related properties are investigated. An example is presented to show that the R-union of two internal cubic so	 sets might
not be internal. A su
cient condition is provided, which ensure that the R-union of two internal cubic so	 sets is also internal.
Moreover, some properties of cubic so	 subalgebras of BCK/BCI-algebras based on a given parameter are discussed.

1. Introduction

Zadeh [1] made an extension of the concept of a fuzzy set
by an interval-valued fuzzy set, that is, a fuzzy set with an
interval-valued membership function. Using a fuzzy set and
an interval-valued fuzzy set, Jun et al. [2] introduced a new
notion, called a (internal, external) cubic set, and investigated
several properties. �ey dealt with �-union, �-intersection,�-union, and �-intersection of cubic sets and investigated
several related properties. Later on, Jun et al. [3] applied the
notion of cubic set theory to BCI-algebras.

To solve complicated problems in economics, engineer-
ing, and environment, we cannot successfully make use of
classical methods because of various uncertainties typical
for those real-word problems. On the contrary, uncertainties
could be dealt with the help of a wide range of contemporary
mathematical theories such as probability theory, theory of
fuzzy sets [4], interval mathematics [5], and rough set theory
[6, 7].However, all of these theories have their owndi
culties
which were pointed out in [8]. Further, Maji et al. [9] and
Molodtsov [8] suggested that one reason for these di
culties
might be due to the inadequacy of the parameterization tool
of the theory. To overcome these di
culties, Molodtsov [8]
introduced the concept of so	 set as a new mathematical
tool for dealing with uncertainties based on the viewpoint
of parameterization. It has been demonstrated that so	 sets

have potential applications in various �elds such as the
smoothness of functions, game theory, operations research,
Riemann integration, Perron integration, probability theory,
andmeasurement theory [8, 10]. Since then,many researchers
around the world have contributed to so	 set theory from
various aspects [9, 11–15]. So	 set based decision making was
�rst considered byMaji et al. [9]. Çaǧman and Enginoglu [16]
developed the ���-��� decision making method in virtue of
so	 sets. Feng et al. [17] improve and further extend Çaǧman
and Enginoglu’s approach using choice value so	 sets and k-
satisfaction relations. It is interesting to see that so	 sets are
closely related to many other so	 computing models such as
rough sets and fuzzy sets [18, 19]. Aktaş and Çaǧman [20]
de�ned the notion of so	 groups and derived some related
properties. �is initiated an important research direction
concerning algebraic properties of so	 sets in miscellaneous
kinds of algebras such as BCK/BCI-algberas [21], �-algebras
[22], semirings [23], rings [24], Lie algebras [25], and 	-
algebras [26, 27]. In addition, Feng and Li [28] ascertained
the relationships among �ve di�erent types of so	 subsets
and considered the free so	 algebras associated with so	
product operations. It has been shown that so	 sets have
some nonclassical algebraic properties which are distinct
from those of crisp sets or fuzzy sets.

Recently, combining cubic sets and so	 sets, the �rst
author together with Al-roqi [29] introduced the notions of
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(internal, external) cubic so	 sets, �-cubic (resp., �-cubic)
so	 subsets, �-union (resp., �-intersection, �-union, and �-
intersection) of cubic so	 sets, and the complement of a
cubic so	 set.�ey investigated several related properties and
applied the notion of cubic so	 sets to BCK/BCI-algebras.

In this paper, we consider several basic operations of
cubic so	 sets, namely, “AND” operation and “OR” operation
based on the�-order and the�-order.We provide an example
to illustrate that the �-union of two internal cubic so	
sets might not be internal. �en we discuss the condition
for the �-union of two internal cubic so	 sets to be an
internal cubic so	 set. We also investigate several properties
of cubic so	 subalgebras of BCK/BCI-algebras based on a
given parameter.

2. Preliminary

In this section we include some elementary aspects that are
necessary for this paper.

An algebra (
; ∗, 0) of type (2, 0) is called a BCI-algebra
if it satis�es the following axioms:

(i) (∀
, �, � ∈ 
) (((
 ∗ �) ∗ (
 ∗ �)) ∗ (� ∗ �) = 0),
(ii) (∀
, � ∈ 
) ((
 ∗ (
 ∗ �)) ∗ � = 0),
(iii) (∀
 ∈ 
) (
 ∗ 
 = 0),
(iv) (∀
, � ∈ 
) (
 ∗ � = 0, � ∗ 
 = 0 ⇒ 
 = �).
If a BCI-algebra
 satis�es the following identity:

(v) (∀
 ∈ 
) (0 ∗ 
 = 0),
then 
 is called a BCK-algebra. Any BCK/BCI-algebra 

satis�es the following conditions:

(a1) (∀
 ∈ 
) (
 ∗ 0 = 
),
(a2) (∀
, �, � ∈ 
) (
 ∗ � = 0 ⇒ (
 ∗ �) ∗ (� ∗ �) =0, (� ∗ �) ∗ (� ∗ 
) = 0),
(a3) (∀
, �, � ∈ 
) ((
 ∗ �) ∗ � = (
 ∗ �) ∗ �),
(a4) (∀
, �, � ∈ 
) (((
 ∗ �) ∗ (� ∗ �)) ∗ (
 ∗ �) = 0).
A fuzzy set in a set
 is de�ned to be a function � : 
 →�, where � = [0, 1]. Denote by �� the collection of all fuzzy

sets in a set
. De�ne a relation ≤ on �� as follows:
(∀�, � ∈ ��) (� ≤ � ⇐⇒ (∀
 ∈ 
) (� (
) ≤ � (
))) . (1)

�e join (∨) and meet (∧) of � and � are de�ned by

(� ∨ �) (
) = max {� (
) , � (
)} ,
(� ∧ �) (
) = min {� (
) , � (
)} , (2)

respectively, for all 
 ∈ 
. �e complement of �, denoted by��, is de�ned by

(∀
 ∈ 
) (�� (
) = 1 − � (
)) . (3)

For a family {�� | � ∈ Λ} of fuzzy sets in
, we de�ne the join
(∨) and meet (∧) operations as follows:

(⋁
�∈Λ
��) (
) = sup {�� (
) | � ∈ Λ} ,

(⋀
�∈Λ
��) (
) = inf {�� (
) | � ∈ Λ} ,

(4)

respectively, for all 
 ∈ 
.
By an interval number we mean a closed subinterval &̃ =[&−, &+] of �, where 0 ≤ &− ≤ &+ ≤ 1. Denote by [�] the set of

all interval numbers. Let us de�ne what is known as re
ned
minimum and re
ned maximum (brie�y, 'min and 'max)
of two elements in [�]. We also de�ne the symbols “⪰,” “⪯,”
and “=” in case of two elements in [�]. Consider two interval
numbers &̃1 := [&−1 , &+1 ] and &̃2 := [&−2 , &+2 ]. �en,

'min {&̃1, &̃2} = [min {&−1 , &−2 } ,min {&+1 , &+2 }] ,
'max {&̃1, &̃2} = [max {&−1 , &−2 } ,max {&+1 , &+2 }] ,

&̃1 ⪰ &̃2 i� &−1 ≥ &−2 , &+1 ≥ &+2 ,
(5)

and similarly wemay have &̃1 ⪯ &̃2 and &̃1 = &̃2. To say &̃1 ≻ &̃2
(resp., &̃1 ≺ &̃2), we mean &̃1 ⪰ &̃2 and &̃1 ̸= &̃2 (resp., &̃1 ⪯ &̃2
and &̃1 ̸= &̃2). Let &̃� ∈ [�], where � ∈ Λ. We de�ne

' inf
�∈Λ

&̃� = [inf�∈Λ &−� , inf�∈Λ &+� ] ,
' sup
�∈Λ

&̃� = [sup
�∈Λ

&−� , sup
�∈Λ

&+� ] .
(6)

For any &̃ ∈ [�], its complement, denoted by &̃�, is de�ned to
be the interval number:

&̃� = [1 − &+, 1 − &−] . (7)

Let 
 be a nonempty set. A function > : 
 → [�] is
called an interval-valued fuzzy set (brie�y, an IVF set) in 
.
Let [�]� stand for the set of all IVF sets in 
. For every > ∈[�]� and 
 ∈ 
,>(
) = [>−(
), >+(
)] is called the degree of
membership of an element 
 to >, where >− : 
 → � and>+ : 
 → � are fuzzy sets in
which are called a lower fuzzy
set and an upper fuzzy set in
, respectively. For simplicity, we

denote > = [>−, >+]. For every >, ? ∈ [�]�, we de�ne
> ⊆ ? ⇐⇒ >(
) ⪯ ? (
) ∀
 ∈ 
,
> = ? ⇐⇒ >(
) = ? (
) ∀
 ∈ 
. (8)

�e complement>� of> ∈ [�]� is de�ned as follows:>�(
) =>(
)� for all 
 ∈ 
; that is,
>� (
) = [1 − >+ (
) , 1 − >− (
)] ∀
 ∈ 
. (9)
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For a family {> � | � ∈ Λ} of IVF sets in
 where Λ is an index
set, the union A = ⋃�∈Λ > � and the intersection C = ⋂�∈Λ > �
are de�ned as follows:

A (
) = (⋃
�∈Λ
> �) (
) = ' sup

�∈Λ
> � (
) ,

C (
) = (⋂
�∈Λ
> �) (
) = ' inf�∈Λ > � (
)

(10)

for all 
 ∈ 
, respectively.
Molodtsov [8] de�ned the so	 set in the followingway: letG be an initial universe set and let H be a set of parameters.

LetP(G) denote the power set of G and > ⊂ H.
A pair (C, >) is called a so� set over G, where C is a

mapping given by

C : > J→ P (G) . (11)

In other words, a so	 set over G is a parameterized
family of subsets of the universe G. For K ∈ >, C(K) may
be considered as the set of K-approximate elements of the
so	 set (C, >). Clearly, a so	 set is not a set. For illustration,
Molodtsov considered several examples in [8].

3. Cubic Soft Sets

De
nition 1 (see [2]). Let G be a universe. By a cubic set in G
one means a structure

A = {⟨
, > (
) , � (
)⟩ | 
 ∈ G} (12)

in which > is an IVF set in G and � is a fuzzy set in G.
De
nition 2 (see [2]). Let A = ⟨>, �⟩ and B = ⟨?, �⟩ be
cubic sets in a universe G. �en one de�nes the following.

(a) (Equality)A =B⇔ > = ? and � = �.
(b) (�-order)A⊆�B⇔ > ⊆ ? and � ≤ �.
(c) (�-order)A⊆�B⇔ > ⊆ ? and � ≥ �.

De
nition 3 (see [2]). For any A� = {⟨
, > �(
), ��(
)⟩ | 
 ∈G} where � ∈ Λ, one de�nes
(a) ⋃�, �∈ΛA� = {⟨
, (⋃�∈Λ > �)(
), (∨�∈Λ��)(
)⟩ | 
 ∈ G}

(�-union);
(b) ⋂�, �∈ΛA� = {⟨
, (⋂�∈Λ > �)(
), (∧�∈Λ��)(
)⟩ | 
 ∈ G}

(�-intersection);
(c) ⋃�, �∈ΛA� = {⟨
, (⋃�∈Λ > �)(
), (∧�∈Λ��)(
)⟩ | 
 ∈ G}

(�-union);
(d) ⋂�, �∈ΛA� = {⟨
, (⋂�∈Λ > �)(
), (∨�∈Λ��)(
)⟩ | 
 ∈ G}

(�-intersection).
�e complement ofA = ⟨>, �⟩ is de�ned to be the cubic

so	 set:

A
� = {⟨
, >� (
) , 1 − � (
)⟩ | 
 ∈ G} . (13)

Obviously, (A�)� = A, 0̂� = 1̂, 1̂� = 0̂, 0̈� = 1̈, and 1̈� = 0̈. For
any

A� = {⟨
, > � (
) , �� (
)⟩ | 
 ∈ G} , � ∈ Λ, (14)

we have (⋃�, �∈ΛA�)� = ⋃�, �∈Λ(A�)� and (⋃�, �∈ΛA�)� =⋃�, �∈Λ(A�)�. Also we have
(⋃
�∈Λ
�A�)

�

= ⋂
�∈Λ
�(A�)�,

(⋂
�∈Λ
�A�)

�

= ⋃
�∈Λ
�(A�)� .

(15)

In what follows, a cubic setA = {⟨
, �	(
), �	(
)⟩ | 
 ∈G} is simply denoted byA = ⟨�	, �	⟩, and denote byC
 the
collection of all cubic sets in G.
De
nition 4 (see [29]). Let G be an initial universe set and
let H be a set of parameters. A cubic so� set over G is de�ned

to be a pair (F, >) whereF is a mapping from > toC
 and> ⊂ H. Note that the pair (F, >) can be represented as the
following set:

(F, >) := {F (S) | S ∈ >} , where F (S) = ⟨�
F(�), �F(�)⟩.

(16)

De
nition 5. Let (F, >) and (G, ?) be cubic so	 sets over G.
�en “(F, >) AND (G, ?) based on the �-order” is denoted
by (F, >) ∧̃� (G, ?) and is de�ned by

(F, >) ⋀̃
�
(G, ?) = (H, > × ?) , (17)

whereH(K	, K�) = F(K	) ⋂�G(K�) for all (K	, K�) ∈ > × ?.
De
nition 6. Let (F, >) and (G, ?) be cubic so	 sets over G.
�en “(F, >) AND (G, ?) based on the �-order” is denoted
by (F, >) ∧̃� (G, ?) and is de�ned by

(F, >) ⋀̃
�
(G, ?) = (H, > × ?) , (18)

whereH(K	, K�) = F(K	)⋂�G(K�) for all (K	, K�) ∈ > × ?.
De
nition 7. Let (F, >) and (G, ?) be cubic so	 sets over G.
�en “(F, >)OR (G, ?) based on the �-order” is denoted by(F, >)∨̃�(G, ?) and is de�ned by

(F, >) ⋁̃
�
(G, ?) = (H, > × ?) , (19)

whereH(K	, K�) = F(K	)⋃�G(K�) for all (K	, K�) ∈ > × ?.
De
nition 8. Let (F, >) and (G, ?) be cubic so	 sets over G.
�en “(F, >)OR (G, ?) based on the �-order” is denoted by(F, >) ∨̃� (G, ?) and is de�ned by

(F, >) ⋁̃
�
(G, ?) = (H, > × ?) , (20)

whereH(K	, K�) = F(K	) ⋃� G(K�) for all (K	, K�) ∈ > × ?.
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Table 1: Tabular representation of the cubic so	 set (F, >).
S1 S3 S4ℎ1 ⟨[0.5, 0.8], 0.6⟩ ⟨[0.2, 0.5], 0.3⟩ ⟨[0.4, 0.6], 0.7⟩ℎ2 ⟨[1.0, 1.0], 0.7⟩ ⟨[0.3, 0.6], 0.7⟩ ⟨[0.1, 0.2], 0.7⟩ℎ3 ⟨[0.1, 0.7], 0.5⟩ ⟨[0.1, 0.2], 0.4⟩ ⟨[0.1, 0.7], 0.3⟩ℎ4 ⟨[0.2, 0.6], 0.9⟩ ⟨[0.2, 0.7], 0.2⟩ ⟨[0.3, 0.6], 0.2⟩ℎ5 ⟨[0.3, 0.9], 0.4⟩ ⟨[0.7, 0.9], 0.5⟩ ⟨[0.4, 0.8], 0.7⟩ℎ6 ⟨[0.2, 0.3], 0.3⟩ ⟨[0.3, 0.5], 0.3⟩ ⟨[0.6, 0.7], 0.8⟩

Table 2: Tabular representation of the cubic so	 set (G, ?).
S2 S5ℎ1 ⟨[0.3, 0.7], 0.5⟩ ⟨[0.4, 0.6], 0.4⟩ℎ2 ⟨[0.2, 0.6], 0.7⟩ ⟨[0.5, 0.8], 0.6⟩ℎ3 ⟨[0.5, 0.7], 0.3⟩ ⟨[0.1, 0.7], 0.3⟩ℎ4 ⟨[0.8, 0.9], 0.6⟩ ⟨[0.3, 0.5], 0.8⟩ℎ5 ⟨[0.4, 0.5], 0.2⟩ ⟨[0.7, 0.9], 0.5⟩ℎ6 ⟨[0.1, 0.3], 0.9⟩ ⟨[0.2, 0.8], 0.9⟩

Example 9. Suppose that there are six houses in the universeG given by G = {ℎ1, ℎ2, ℎ3, ℎ4, ℎ5, ℎ6} and H = {S1, S2, S3,S4, S5}, where
S1 stands for the parameter “expensive,”

S2 stands for the parameter “beautiful,”

S3 stands for the parameter “wooden,”

S4 stands for the parameter “cheap,”

S5 stands for the parameter “in the green surround-
ings.”

For > = {S1, S3, S4} ⊆ H, the set (F, >) := {F(S1),F(S3),
F(S4)} is a cubic so	 set over G where

F (S1) = {⟨ℎ1, [0.5, 0.8] , 0.6⟩ , ⟨ℎ2, [1, 1] , 0.7⟩ ,
⟨ℎ3, [0.1, 0.7] , 0.5⟩ , ⟨ℎ4, [0.2, 0.6] , 0.9⟩ ,
⟨ℎ5, [0.3, 0.9] , 0.4⟩ , ⟨ℎ6, [0.2, 0.3] , 0.3⟩} ,

F (S3) = {⟨ℎ1, [0.2, 0.5] , 0.3⟩ , ⟨ℎ2, [0.3, 0.6] , 0.7⟩ ,
⟨ℎ3, [0.1, 0.2] , 0.4⟩ , ⟨ℎ4, [0.2, 0.7] , 0.2⟩ ,
⟨ℎ5, [0.7, 0.9] , 0.5⟩ , ⟨ℎ6, [0.3, 0.5] , 0.3⟩} ,

F (S4) = {⟨ℎ1, [0.4, 0.6] , 0.7⟩ , ⟨ℎ2, [0.1, 0.2] , 0.7⟩ ,
⟨ℎ3, [0.1, 0.7] , 0.3⟩ , ⟨ℎ4, [0.3, 0.6] , 0.2⟩ ,
⟨ℎ5, [0.4, 0.8] , 0.7⟩ , ⟨ℎ6, [0.6, 0.7] , 0.8⟩} .

(21)

�e cubic so	 set (F, >) can be represented in the tabular
form of Table 1 (see [29]).

For a subset ? = {S2, S5} ⊆ H, consider the cubic so	 set(G, ?) with the tabular representation in Table 2.

(1) “(F, >) OR (G, ?) based on the �-order” is a so	 set

(F, >) ⋁̃
�
(G, ?) = (H, > × ?) (22)

with the tabular representation in Table 3.

(2) “(F, >) OR (G, ?) based on the �-order” is a so	 set

(F, >) ⋁̃
�
(G, ?) = (H, > × ?) (23)

with the tabular representation in Table 4.

(3) “(F, >) AND (G, ?) based on the �-order” is a so	
set

(F, >) ⋀̃
�
(G, ?) = (H, > × ?) (24)

with the tabular representation in Table 5.

(4) “(F, >) AND (G, ?) based on the �-order” is a so	
set

(F, >) ⋀̃
�
(G, ?) = (H, > × ?) (25)

with the tabular representation in Table 6.

In [29], Muhiuddin and Al-roqi posed the following
question.

Question 1. Is the �-union of two internal cubic so	 sets an
internal cubic so	 set?

�e following example shows that the answer to this
question is negative.

Example 10. Suppose that there are three houses in the
universeG given byG = {ℎ1, ℎ2, ℎ3} and H = {S1, S2, S3, S4, S5}
is the set of parameters, where

S1 stands for the parameter “expensive,”

S2 stands for the parameter “beautiful,”

S3 stands for the parameter “wooden,”

S4 stands for the parameter “cheap,”

S5 stands for the parameter “in the green surround-
ings.”

For a subset > = {S1, S3, S4} ⊆ H, consider the cubic so	 set(F, >) with the tabular representation in Table 7.
For a subset ? = {S3, S5} ⊆ H, consider the cubic so	 set(G, ?) with the tabular representation in Table 8.
�en the�-union (F, >) ⋓� (G, ?) of (F, >) and (G, ?) is

the so	 set over G with the tabular representation in Table 9.
Note that (F, >) and (G, ?) are internal cubic so	 sets

over G. But the �-union (F, >) ⋓� (G, ?) = (H, > ∪ ?) is
not an internal cubic so	 set over G since �H(�3)(ℎ3) = 0.4 ∉[0.5, 0.7] = [�−

H(�3)(ℎ3), �+H(�3)(ℎ3)].
Next, we provide a condition for the �-union of two

internal cubic so	 sets to be an internal cubic so	 set.
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Table 3: Tabular representation of the cubic so	 set (F, >)∨̃�(G, ?) = (H, > × ?).
(S1, S2) (S1, S5) (S3, S2) (S3, S5) (S4, S2) (S4, S5)ℎ1 ⟨[0.5, 0.8], 0.6⟩ ⟨[0.5, 0.8], 0.6⟩ ⟨[0.3, 0.7], 0.5⟩ ⟨[0.4, 0.6], 0.4⟩ ⟨[0.4, 0.7], 0.7⟩ ⟨[0.4, 0.6], 0.7⟩ℎ2 ⟨[1.0, 1.0], 0.7⟩ ⟨[1.0, 1.0], 0.7⟩ ⟨[0.3, 0.6], 0.7⟩ ⟨[0.5, 0.8], 0.7⟩ ⟨[0.2, 0.6], 0.7⟩ ⟨[0.5, 0.8], 0.7⟩ℎ3 ⟨[0.5, 0.7], 0.5⟩ ⟨[0.1, 0.7], 0.5⟩ ⟨[0.5, 0.7], 0.4⟩ ⟨[0.1, 0.7], 0.4⟩ ⟨[0.5, 0.7], 0.3⟩ ⟨[0.1, 0.7], 0.3⟩ℎ4 ⟨[0.8, 0.9], 0.9⟩ ⟨[0.3, 0.6], 0.9⟩ ⟨[0.8, 0.9], 0.6⟩ ⟨[0.3, 0.7], 0.8⟩ ⟨[0.8, 0.9], 0.6⟩ ⟨[0.3, 0.6], 0.8⟩ℎ5 ⟨[0.4, 0.9], 0.4⟩ ⟨[0.7, 0.9], 0.5⟩ ⟨[0.7, 0.9], 0.5⟩ ⟨[0.7, 0.9], 0.5⟩ ⟨[0.4, 0.8], 0.7⟩ ⟨[0.7, 0.9], 0.7⟩ℎ6 ⟨[0.2, 0.3], 0.9⟩ ⟨[0.2, 0.8], 0.9⟩ ⟨[0.3, 0.5], 0.9⟩ ⟨[0.3, 0.8], 0.9⟩ ⟨[0.6, 0.7], 0.9⟩ ⟨[0.6, 0.8], 0.9⟩

Table 4: Tabular representation of the cubic so	 set (F, >)∨̃�(G, ?) = (H, > × ?).
(S1, S2) (S1, S5) (S3, S2) (S3, S5) (S4, S2) (S4, S5)ℎ1 ⟨[0.5, 0.8], 0.5⟩ ⟨[0.5, 0.8], 0.4⟩ ⟨[0.3, 0.7], 0.3⟩ ⟨[0.4, 0.6], 0.3⟩ ⟨[0.4, 0.7], 0.5⟩ ⟨[0.4, 0.6], 0.4⟩ℎ2 ⟨[1.0, 1.0], 0.7⟩ ⟨[1.0, 1.0], 0.6⟩ ⟨[0.3, 0.6], 0.7⟩ ⟨[0.5, 0.8], 0.6⟩ ⟨[0.2, 0.6], 0.7⟩ ⟨[0.5, 0.8], 0.6⟩ℎ3 ⟨[0.5, 0.7], 0.3⟩ ⟨[0.1, 0.7], 0.3⟩ ⟨[0.5, 0.7], 0.3⟩ ⟨[0.1, 0.7], 0.3⟩ ⟨[0.5, 0.7], 0.3⟩ ⟨[0.1, 0.7], 0.3⟩ℎ4 ⟨[0.8, 0.9], 0.6⟩ ⟨[0.3, 0.6], 0.8⟩ ⟨[0.8, 0.9], 0.2⟩ ⟨[0.3, 0.7], 0.2⟩ ⟨[0.8, 0.9], 0.2⟩ ⟨[0.3, 0.6], 0.2⟩ℎ5 ⟨[0.4, 0.9], 0.2⟩ ⟨[0.7, 0.9], 0.4⟩ ⟨[0.7, 0.9], 0.2⟩ ⟨[0.7, 0.9], 0.5⟩ ⟨[0.4, 0.8], 0.2⟩ ⟨[0.7, 0.9], 0.5⟩ℎ6 ⟨[0.2, 0.3], 0.3⟩ ⟨[0.2, 0.8], 0.3⟩ ⟨[0.3, 0.5], 0.3⟩ ⟨[0.3, 0.8], 0.3⟩ ⟨[0.6, 0.7], 0.8⟩ ⟨[0.6, 0.8], 0.8⟩

�eorem 11. Let (F, >) and (G, ?) be internal cubic so� sets
over G such that

max {�−
F(�) (
) , �−G(�) (
)} ≤ min {�F(�) (
) , �G(�) (
)} ,

(26)

for all S ∈ > ∩ ? and 
 ∈ G. �en the �-union (F, >) ⋓�(G, ?) = (H, > ∪ ?) of (F, >) and (G, ?) is an internal cubic
so� set over G.
Proof. Since (F, >) and (G, ?) are internal cubic so	 sets
over G, if S ∈ > or S ∈ ?, then clearly the �-union(F, >) ⋓� (G, ?) = (H, > ∪ ?) of (F, >) and (G, ?) is an
internal cubic so	 set over G. Note that

�−
F(��) (
) ≤ �F(��) (
) ≤ �+F(��) (
) ,
�−
G(��) (
) ≤ �G(��) (
) ≤ �+G(��) (
) ,

(27)

for all S	 ∈ >, S� ∈ ? and 
 ∈ G. It follows from (26) that

max {�−
F(�) (
) , �−G(�) (
)} ≤ min {�F(�) (
) , �G(�) (
)}

≤ max {�+
F(�) (
) , �+G(�) (
)} ,

(28)

for all S ∈ > ∩ ? and 
 ∈ G. �erefore the �-union(F, >) ⋓� (G, ?) = (H, > ∪ ?) of (F, >) and (G, ?) is an
internal cubic so	 set over G.
4. Cubic Soft Subalgebras of

BCK/BCI-Algebras

In what follows, let G be an initial universe set which is a
BCK/BCI-algebra.

De
nition 12 (see [29]). A cubic so	 set (F, >) over G is
said to be a cubic so� BCK/BCI-algebra over G based on a

parameter K (brie�y, K-cubic so� subalgebra over G) if there
exists a parameter K ∈ > such that

�
F(
) (
 ∗ �) ⪰ 'min {�

F(
) (
) , �F(
) (�)} , (29)

�F(
) (
 ∗ �) ≤ max {�F(
) (
) , �F(
) (�)} (30)

for all 
, � ∈ G. If (F, >) is an K-cubic so	 subalgebra overG for all K ∈ >, one says that (F, >) is a cubic so� subalgebra
over G.
De
nition 13 (see [29]). �e �-union of cubic so	 sets (F, >)
and (G, ?) overG is a cubic so	 set (H, e), where e = > ∪ ?
and

H (S) =
{{{{{{{

F (S) if S ∈ > \ ?,
G (S) if S ∈ ? \ A,
F (S)⋃

�
G (S) if S ∈ > ∩ ?, (31)

for all S ∈ e. �is is denoted by (H, e) = (F, >) ⋓� (G, ?).
�eorem 14. Let (F, >) and (G, ?) be cubic so� subalgebras
overG. If> and ? are disjoint, then the �-union of (F, >) and(G, ?) is a cubic so� subalgebra over G.
Proof. By means of De�nition 13, we can write (F, >) ⋓�(G, ?) = (H, e), where e = > ∪ ? and for all S ∈ e,

H (S) =
{{{{{{{

F (S) if S ∈ > \ ?,
G (S) if S ∈ ? \ >,
F (S)⋃

�
G (S) if S ∈ > ∩ ?. (32)

Since > ∩ ? = 0, either S ∈ > \ ? or S ∈ ? \ > for all S ∈ e. IfS ∈ >\?, thenH(S) = F(S) is a cubic so	 subalgebra overG.
If S ∈ ? \ >, thenH(S) = G(S) is a cubic so	 subalgebra overG. Hence (H, e) = (F, >) ⋓� (G, ?) is a cubic so	 subalgebra
over G.
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Table 5: Tabular representation of the cubic so	 set (F, >)∧̃�(G, ?) = (H, > × ?).
(S1, S2) (S1, S5) (S3, S2) (S3, S5) (S4, S2) (S4, S5)ℎ1 ⟨[0.3, 0.7], 0.5⟩ ⟨[0.4, 0.6], 0.4⟩ ⟨[0.2, 0.5], 0.3⟩ ⟨[0.2, 0.5], 0.3⟩ ⟨[0.3, 0.6], 0.5⟩ ⟨[0.4, 0.6], 0.4⟩ℎ2 ⟨[0.2, 0.6], 0.7⟩ ⟨[0.5, 0.8], 0.6⟩ ⟨[0.2, 0.6], 0.7⟩ ⟨[0.3, 0.6], 0.6⟩ ⟨[0.1, 0.2], 0.7⟩ ⟨[0.1, 0.2], 0.6⟩ℎ3 ⟨[0.1, 0.7], 0.3⟩ ⟨[0.1, 0.7], 0.3⟩ ⟨[0.1, 0.2], 0.3⟩ ⟨[0.1, 0.2], 0.3⟩ ⟨[0.1, 0.7], 0.3⟩ ⟨[0.1, 0.7], 0.3⟩ℎ4 ⟨[0.2, 0.6], 0.6⟩ ⟨[0.2, 0.5], 0.8⟩ ⟨[0.2, 0.7], 0.2⟩ ⟨[0.2, 0.5], 0.2⟩ ⟨[0.3, 0.6], 0.2⟩ ⟨[0.3, 0.5], 0.2⟩ℎ5 ⟨[0.3, 0.5], 0.2⟩ ⟨[0.3, 0.9], 0.4⟩ ⟨[0.4, 0.5], 0.2⟩ ⟨[0.7, 0.9], 0.5⟩ ⟨[0.4, 0.5], 0.2⟩ ⟨[0.4, 0.8], 0.5⟩ℎ6 ⟨[0.1, 0.3], 0.3⟩ ⟨[0.2, 0.3], 0.3⟩ ⟨[0.1, 0.3], 0.3⟩ ⟨[0.2, 0.5], 0.3⟩ ⟨[0.1, 0.3], 0.8⟩ ⟨[0.2, 0.7], 0.8⟩

Table 6: Tabular representation of the cubic so	 set (F, >)∧̃�(G, ?) = (H, > × ?).
(S1, S2) (S1, S5) (S3, S2) (S3, S5) (S4, S2) (S4, S5)ℎ1 ⟨[0.3, 0.7], 0.6⟩ ⟨[0.4, 0.6], 0.6⟩ ⟨[0.2, 0.5], 0.5⟩ ⟨[0.2, 0.5], 0.4⟩ ⟨[0.3, 0.6], 0.7⟩ ⟨[0.4, 0.6], 0.7⟩ℎ2 ⟨[0.2, 0.6], 0.7⟩ ⟨[0.5, 0.8], 0.7⟩ ⟨[0.2, 0.6], 0.7⟩ ⟨[0.3, 0.6], 0.7⟩ ⟨[0.1, 0.2], 0.7⟩ ⟨[0.1, 0.2], 0.7⟩ℎ3 ⟨[0.1, 0.7], 0.5⟩ ⟨[0.1, 0.7], 0.5⟩ ⟨[0.1, 0.2], 0.4⟩ ⟨[0.1, 0.2], 0.4⟩ ⟨[0.1, 0.7], 0.3⟩ ⟨[0.1, 0.7], 0.3⟩ℎ4 ⟨[0.2, 0.6], 0.9⟩ ⟨[0.2, 0.5], 0.9⟩ ⟨[0.2, 0.7], 0.6⟩ ⟨[0.2, 0.5], 0.8⟩ ⟨[0.3, 0.6], 0.6⟩ ⟨[0.3, 0.5], 0.8⟩ℎ5 ⟨[0.3, 0.5], 0.4⟩ ⟨[0.3, 0.9], 0.5⟩ ⟨[0.4, 0.5], 0.5⟩ ⟨[0.7, 0.9], 0.5⟩ ⟨[0.4, 0.5], 0.7⟩ ⟨[0.4, 0.8], 0.7⟩ℎ6 ⟨[0.1, 0.3], 0.9⟩ ⟨[0.2, 0.3], 0.9⟩ ⟨[0.1, 0.3], 0.9⟩ ⟨[0.2, 0.5], 0.9⟩ ⟨[0.1, 0.3], 0.9⟩ ⟨[0.2, 0.7], 0.9⟩

Table 7: Tabular representation of the cubic so	 set (F, >).
S1 S3 S4ℎ1 ⟨[0.5, 0.8], 0.6⟩ ⟨[0.2, 0.5], 0.3⟩ ⟨[0.4, 0.6], 0.6⟩ℎ2 ⟨[0.3, 0.5], 0.4⟩ ⟨[0.3, 0.6], 0.5⟩ ⟨[0.1, 0.2], 0.2⟩ℎ3 ⟨[0.1, 0.7], 0.5⟩ ⟨[0.1, 0.5], 0.4⟩ ⟨[0.1, 0.7], 0.3⟩

Table 8: Tabular representation of the cubic so	 set (G, ?).
S3 S5ℎ1 ⟨[0.3, 0.7], 0.5⟩ ⟨[0.4, 0.6], 0.4⟩ℎ2 ⟨[0.2, 0.6], 0.6⟩ ⟨[0.5, 0.8], 0.6⟩ℎ3 ⟨[0.5, 0.7], 0.6⟩ ⟨[0.1, 0.7], 0.3⟩

Table 9: Tabular representation of the cubic so	 set (F, >)⋓�(G, ?) = (H, > ∪ ?).
S1 S3 S4 S5ℎ1 ⟨[0.5, 0.8], 0.6⟩ ⟨[0.3, 0.7], 0.3⟩ ⟨[0.4, 0.6], 0.6⟩ ⟨[0.4, 0.6], 0.4⟩

ℎ2 ⟨[0.3, 0.5], 0.4⟩ ⟨[0.3, 0.6], 0.5⟩ ⟨[0.1, 0.2], 0.2⟩ ⟨[0.5, 0.8], 0.6⟩
ℎ3 ⟨[0.1, 0.7], 0.5⟩ ⟨[0.5, 0.7], 0.4⟩ ⟨[0.1, 0.7], 0.3⟩ ⟨[0.1, 0.7], 0.3⟩

�e following example shows that�eorem 14 is not valid
if > and ? are not disjoint.

Example 15. Let

G := {white, blackish, reddish, green, yellow} (33)

be a universe, and consider a binary operation ✠ which
produces the following products:

white ✠ 
 =
{{{{{{{{{

white if 
 ∈ {white, blackish} ,
reddish if 
 = reddish,
green if 
 = green,
yellow if 
 = yellow,

blackish ✠ � =
{{{{{{{{{{{{{{{

blackish if � = white,

white if � = blackish,

reddish if � = reddish,

green if � = green,

yellow if � = yellow,

reddish ✠ � =
{{{{{{{{{

white if � = reddish,

reddish if � ∈ {white, blackish} ,
yellow if � = green,

green if � = yellow,

green ✠ � =
{{{{{{{{{

white if � = green,

green if � ∈ {white, blackish} ,
yellow if � = reddish,

reddish if � = yellow,

yellow ✠ V =
{{{{{{{{{

white if V = yellow,

reddish if V = green,

green if V = reddish,

yellow if V ∈ {white, blackish} .

(34)

�en, (G, ✠,white) is a BCI-algebra (see [30]). Consider sets
of parameters:

> := {S1, S2, S3, S4} ,
? := {S3, S4, S5} , (35)
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Table 10: Tabular representation of the cubic so	 set (F, >).
S1 S2 S3 S4

White ⟨[0.6, 0.8], 0.3⟩ ⟨[0.4, 0.6], 0.4⟩ ⟨[0.7, 0.9], 0.2⟩ ⟨[0.2, 0.5], 0.5⟩
Blackish ⟨[0.7, 0.8], 0.4⟩ ⟨[0.6, 0.7], 0.5⟩ ⟨[0.6, 0.7], 0.5⟩ ⟨[0.6, 0.7], 0.5⟩
Reddish ⟨[0.3, 0.4], 0.7⟩ ⟨[0.5, 0.7], 0.6⟩ ⟨[0.1, 0.4], 0.9⟩ ⟨[0.2, 0.5], 0.8⟩
Green ⟨[0.3, 0.4], 0.7⟩ ⟨[0.2, 0.5], 0.8⟩ ⟨[0.3, 0.4], 0.7⟩ ⟨[0.2, 0.5], 0.8⟩
Yellow ⟨[0.3, 0.4], 0.7⟩ ⟨[0.2, 0.5], 0.8⟩ ⟨[0.1, 0.4], 0.9⟩ ⟨[0.5, 0.7], 0.6⟩

Table 11: Tabular representation of the cubic so	 set (G, ?).
S3 S4 S5

White ⟨[0.8, 0.9], 0.2⟩ ⟨[0.7, 0.8], 0.3⟩ ⟨[0.9, 1.0], 0.1⟩
Blackish ⟨[0.6, 0.7], 0.4⟩ ⟨[0.6, 0.7], 0.4⟩ ⟨[0.5, 0.6], 0.5⟩
Reddish ⟨[0.3, 0.4], 0.7⟩ ⟨[0.3, 0.4], 0.7⟩ ⟨[0.2, 0.3], 0.8⟩
Green ⟨[0.1, 0.2], 0.9⟩ ⟨[0.3, 0.4], 0.7⟩ ⟨[0.4, 0.5], 0.6⟩
Yellow ⟨[0.1, 0.2], 0.9⟩ ⟨[0.5, 0.6], 0.5⟩ ⟨[0.2, 0.3], 0.8⟩

where

S1 stands for the parameter “beautiful,”

S2 stands for the parameter “�ne,”

S3 stands for the parameter “moderate,”

S4 stands for the parameter “smart,”

S5 stands for the parameter “chaste.”

�en > and ? are not disjoint, and a so	 set (F, >) overG with the tabular representation in Table 10 is a cubic so	
subalgebra over G.

Also a so	 set (G, ?) over G with the tabular representa-
tion in Table 11 is a cubic so	 subalgebra over G.

�en the �-union (H, e) = (F, >) ⋓� (G, ?) of (F, >)
and (G, ?) is represented by Table 12.

Note that

�
H(�3) (green ✠ reddish)

= �
H(�3) (yellow) = [0.1, 0.4]

m [0.3, 0.4] = 'min {[0.3, 0.4] , [0.3, 0.4]}
= 'min {�

H(�3) (green) , �H(�3) (reddish)}
(36)

and/or

�H(�3) (green ✠ reddish)
= �H(�3) (yellow) = 0.9
≰ 0.7 = max {�H(�3) (green) , �H(�3) (reddish)} .

(37)

�erefore, the �-union (H, e) = (F, >) ⋓� (G, ?) of (F, >)
and (G, ?) is not a cubic so	 subalgebra over G.

�eorem 16. Given a parameter K ∈ >, a cubic so� set (F, >)
overG is an K-cubic so� subalgebra overG if and only if the sets

�⇐
F(
) [o1, o2] := {
 ∈ G | �F(
) (
) ⪰ [o1, o2]} ,

�→
F(
) (�) := {
 ∈ G | �F(
) (
) ≤ �} (38)

are subalgebras of G for all [o1, o2] ∈ [�] and � ∈ [0, 1].
Proof. Assume that a cubic so	 set (F, >) over G is an K-
cubic so	 subalgebra over G and let 
, � ∈ G. If 
, � ∈�⇐
F(
)[o1, o2] for every [o1, o2] ∈ [�], then �F(
)(
) ⪰ [o1, o2]

and �
F(
)(�) ⪰ [o1, o2]. It follows from (29) that

�
F(
) (
 ∗ �) ⪰ 'min {�

F(
) (
) , �F(
) (�)}
⪰ 'min {[o1, o2] , [o1, o2]} = [o1, o2] . (39)

Hence 
 ∗ � ∈ �⇐
F(
)[o1, o2]. Now if 
, � ∈ �→

F(
)(�) for all� ∈ [0, 1], then �F(
)(
) ≤ � and �F(
)(�) ≤ �. Using (30),
we have �F(
)(
 ∗ �) ≤ max{�F(
)(
), �F(
)(�)} ≤ �, and
so 
 ∗ � ∈ �→

F(
)(�). �erefore �⇐
F(
)[o1, o2] and �→F(
)(�) are

subalgebras of G.
Conversely, suppose that �⇐

F(
)[o1, o2] and �→F(
)(�) are
subalgebras of G for all [o1, o2] ∈ [�] and � ∈ [0, 1]. Assume
that there exists &, p ∈ G such that

�
F(
) (& ∗ p) m 'min {�

F(
) (&) , �F(
) (p)} . (40)

Let �
F(
)(&) = [q1, q2], �F(
)(p) = [q3, q4], and �F(
)(& ∗ p) =[o1, o2]. �en

[o1, o2] ≺ 'min {[q1, q2] , [q3, q4]}
= [min {q1, q3} ,min {q2, q4}] . (41)

Hence, o1 < min{q1, q3} and o2 < min{q2, q4}. Taking
[s1, s2] = 12 (�F(
) (& ∗ p) + 'min {�

F(
) (&) , �F(
) (p)})
(42)

implies that

[s1, s2] = 12 ([o1, o2] + [min {q1, q3} ,min {q2, q4}])
= [12 (o1 +min {q1, q3}) , 12 (o2 +min {q2, q4})] .

(43)
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Table 12: Tabular representation of the cubic so	 set (H, e).
S1 S2 S3 S4 S5

White ⟨[0.6, 0.8], 0.3⟩ ⟨[0.4, 0.6], 0.4⟩ ⟨[0.8, 0.9], 0.2⟩ ⟨[0.7, 0.8], 0.3⟩ ⟨[0.9, 1.0], 0.1⟩
Blackish ⟨[0.7, 0.8], 0.4⟩ ⟨[0.6, 0.7], 0.5⟩ ⟨[0.6, 0.7], 0.4⟩ ⟨[0.6, 0.7], 0.4⟩ ⟨[0.5, 0.6], 0.5⟩
Reddish ⟨[0.3, 0.4], 0.7⟩ ⟨[0.5, 0.7], 0.6⟩ ⟨[0.3, 0.4], 0.7⟩ ⟨[0.3, 0.5], 0.7⟩ ⟨[0.2, 0.3], 0.8⟩
Green ⟨[0.3, 0.4], 0.7⟩ ⟨[0.2, 0.5], 0.8⟩ ⟨[0.3, 0.4], 0.7⟩ ⟨[0.3, 0.5], 0.7⟩ ⟨[0.4, 0.5], 0.6⟩
Yellow ⟨[0.3, 0.4], 0.7⟩ ⟨[0.2, 0.5], 0.8⟩ ⟨[0.1, 0.4], 0.9⟩ ⟨[0.5, 0.7], 0.5⟩ ⟨[0.2, 0.3], 0.8⟩

It follows that

min {q1, q3} > s1 = 12 (o1 +min {q1, q3}) > o1,
min {q2, q4} > s2 = 12 (o2 +min {q2, q4}) > o2,

(44)

and so that

[min {q1, q3} ,min {q2, q4}] ≻ [s1, s2]
≻ [o1, o2] = �F(
) (& ∗ p) . (45)

�erefore & ∗ p ∉ �⇐
F(
)[s1, s2]. On the other hand, we know

that

�
F(
) (&) = [q1, q2] ⪰ [min {q1, q3} ,min {q2, q4}] ≻ [s1, s2] ,
�
F(
) (p) = [q3, q4] ⪰ [min {q1, q3} ,min {q2, q4}] ≻ [s1, s2] ,

(46)

which imply that &, p ∈ �⇐
F(
)[s1, s2]. �is is a contradiction,

and so

�
F(
) (
 ∗ �) ⪰ 'min {�

F(
) (
) , �F(
) (�)} (47)

for all 
, � ∈ G. Now, assume that �F(
)(& ∗ p) >
max{�F(
)(&), �F(
)(p)} for some &, p ∈ G. �en there exists�0 ∈ (0, 1) such that

�F(
) (& ∗ p) ≥ �0 > max {�F(
) (&) , �F(
) (p)} . (48)

Hence, &, p ∈ �→
F(
)(�0) but & ∗ p ∉ �→

F(
)(�0). �is is a
contradiction, and therefore

�F(
) (
 ∗ �) ≤ max {�F(
) (
) , �F(
) (�)} (49)

for all 
, � ∈ G. Consequently, (F, >) is an K-cubic so	
subalgebra over G.
Proposition 17. Given a parameter K ∈ >, if a cubic so�
set (F, >) over G is an K-cubic so� subalgebra over G, then�
F(
)(0) ⪰ �F(
)(
) and �F(
)(0) ≤ �F(
)(
), for all 
 ∈ G.

Proof. For every 
 ∈ G, we have
�
F(
) (0)

= �
F(
) (
 ∗ 
) ⪰ 'min {�

F(
) (
) , �F(
) (
)}
= ' min{[�−

F(
) (
) , �+F(
) (
)] , [�−F(
) (
) , �+F(
) (
)]}
= [�−

F(
) (
) , �+F(
) (
)] = �F(
) (
)
(50)

and �F(
)(0) = �F(
)(
 ∗ 
) ≤ max{�F(
)(
), �F(
)(
)} =�F(
)(
).
�eorem 18. Let (F, >) be an K-cubic so� subalgebra over G
for a parameter K ∈ >. If there is a sequence in G such that
lim�→∞�F(
)(
�) = [1, 1] and lim�→∞��(
)(
�) = 0, then�
F(
)(0) = [1, 1] and �F(
)(0) = 0.

Proof. Since �
F(
)(0) ⪰ �F(
)(
) and �F(
)(0) ≤ �F(
)(
), for

all 
 ∈ G, we have
�
F(
) (0) ⪰ �F(
) (
�) ,
�F(
) (0) ≤ �F(
) (
�) , (51)

for every positive integer �. Note that [1, 1] ⪰ �
F(
)(0) ⪰

lim�→∞�F(
)(
�) = [1, 1] and 0 ≤ �F(
)(0) ≤ �F(
)(
�) = 0.
Hence �

F(
)(0) = [1, 1] and �F(
)(0) = 0.
�eorem 19. Given a parameter K ∈ >, if a cubic so� set(F, >) over G is an K-cubic so� subalgebra over G, then the
sets G�

F(�)
:= {
 ∈ G | �

F(
)(
) = �F(
)(0)} and G�F(�) := {
 ∈G | �F(
)(
) = �F(
)(0)} are subalgebras of G.
Proof. Let 
, � ∈ G. If 
, � ∈ G�

F(�)
, then �

F(
)(
) =�
F(
)(0) = �F(
)(�). Hence,
�
F(
) (
 ∗ �) ⪰ 'min {�

F(
) (
) , �F(
) (�)}
= 'min {�

F(
) (0) , �F(
) (0)} = �F(
) (0)
(52)

and �F(
)(
 ∗ �) ≤ max{�F(
)(
), �F(
)(�)} = max{�F(
)(0),�F(
)(0)} = �F(
)(0). Combining this and Proposition 17, we
have �

F(
)(
∗�) = �F(
)(0) and �F(
)(
∗�) = �F(
)(0).�is
shows that 
 ∗ � ∈ G�

F(�)
and 
 ∗ � ∈ G�F(�) . �erefore G�

F(�)
and G�F(�) are subalgebras of G.
Corollary 20. Given a parameter K ∈ >, if a cubic so� set(F, >) overG is an K-cubic so� subalgebra overG, then the setG�

F(�)
∩ G�F(�) is a subalgebra of G.

Proof. �e proof is straightforward.

5. Conclusion

In this paper, we �rst have considered operations of cubic
so	 sets, that is, “AND” operation and “OR” operation based
on the �-order and the �-order. In [29], Muhiuddin and Al-
roqi have posed a question: is the �-union of two internal
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cubic so	 sets an internal cubic so	 set? We have given an
example to show that the answer to this question is negative,
and thenwe have provided a condition for the�-union of two
internal cubic so	 sets to be an internal cubic so	 set.We also
have investigated several properties of cubic so	 subalgebras
of BCK/BCI-algebras based on any given parameter. Some
important issues to be explored in the future include

(1) developing strategies for obtaining more valuable
results,

(2) applying these notions and results for studying related
notions in other (so	) algebraic structures.

Conflict of Interests

�e authors declare that there is no con�ict of interests
regarding the publication of this paper.

Acknowledgments

�e authors are highly grateful to the anonymous referees
and Professor V. Leoreanu-Fotea, the Guest Editor, for their
insightful comments and valuable suggestions. �is work
was partially supported by Deanship of Scienti�c Research
Unit, University of Tabuk, Kingdomof SaudiArabia,National
Natural Science Foundation of China (Programno. 11301415),
Natural Science Basic Research Plan in Shaanxi Province
of China (Program nos. 2013JQ1020 and 2012JM8022), and
Scienti�c Research Program Funded by Shaanxi Provincial
Education Department of China (Program nos. 2013JK1098,
2013JK1182, and 2013JK1130).

References

[1] L. A. Zadeh, “�e concept of a linguistic variable and its
application to approximate reasoning-I,” Information Sciences,
vol. 8, no. 3, pp. 199–249, 1975.

[2] Y. B. Jun, C. S. Kim, andK.O. Yang, “Cubic sets,”Annals of Fuzzy
Mathematics and Informatics, vol. 4, no. 1, pp. 83–98, 2012.

[3] Y. B. Jun, K. J. Lee, and M. S. Kang, “Cubic structures applied
to ideals of BCI-algebras,” Computers and Mathematics with
Applications, vol. 62, no. 9, pp. 3334–3342, 2011.

[4] L. A. Zadeh, “Fuzzy sets,” Information and Control, vol. 8, pp.
378–352, 1965.

[5] M. B. Gorzałczany, “A method of inference in approximate
reasoning based on interval-valued fuzzy sets,” Fuzzy Sets and
Systems, vol. 21, no. 1, pp. 1–17, 1987.

[6] Z. Pawlak and A. Skowron, “Rudiments of rough sets,” Informa-
tion Sciences, vol. 177, no. 1, pp. 3–27, 2007.

[7] Z. Pawlak, “Rough sets,” International Journal of Computer &
Information Sciences, vol. 11, no. 5, pp. 341–356, 1982.

[8] D. Molodtsov, “So	 set theory - First results,” Computers and
Mathematics with Applications, vol. 37, no. 4-5, pp. 19–31, 1999.

[9] P.K.Maji, A. R. Roy, andR. Biswas, “An application of so	 sets in
a decision making problem,” Computers and Mathematics with
Applications, vol. 44, no. 8-9, pp. 1077–1083, 2002.

[10] D. A. Molodtsov, �e �eory of So� Sets, URSS Publishers,
Moscow, Russia, 2004 (Russian).

[11] M. I. Ali, F. Feng, X. Liu, W. K. Min, and M. Shabir, “On some
new operations in so	 set theory,” Computers and Mathematics
with Applications, vol. 57, no. 9, pp. 1547–1553, 2009.

[12] K. V. Babitha and J. J. Sunil, “So	 set relations and functions,”
Computers andMathematics with Applications, vol. 60, no. 7, pp.
1840–1849, 2010.

[13] D. Chen, E. C. C. Tsang, D. S. Yeung, and X. Wang, “�e
parameterization reduction of so	 sets and its applications,”
Computers and Mathematics with Applications, vol. 49, no. 5-6,
pp. 757–763, 2005.

[14] K. Gong, Z. Xiao, and X. Zhang, “�e bijective so	 set with its
operations,” Computers andMathematics with Applications, vol.
60, no. 8, pp. 2270–2278, 2010.

[15] Y. Zou and Z. Xiao, “Data analysis approaches of so	 sets under
incomplete information,” Knowledge-Based Systems, vol. 21, no.
8, pp. 941–945, 2008.
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