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ABSTRACT

This paper describes subband-crosscorrelation (SBXCOR) analysis

using two channel signals. The SBXCOR analysis is an extended

signal processing technique of subband-autocorrelation (SBCOR)

analysis that extracts periodicities present in speech signals. In this

paper, the performance of SBXCOR is investigated using a DTW

word recognizer, under simulated acoustic conditions on computer

and a real environmental condition. Under the simulated condition,

it is assumed that speech signals in each channel are perfectly syn-

chronized while noises are not correlated. Consequently, the ef-

fective signal-to-noise ratio of the signal generated by simply sum-

ming the two signals is raised about 3dB. In such a case, it is shown

that SBXCOR is less robust than SBCOR extracted from the two-

channel-summed signal, but more robust than the conventional one-

channel SBCOR. The resultant performance was much better than

that of smoothed group delay spectrum and mel-frequency cepstral

coefficient. In a real computer room, it is shown that SBXCOR is

more robust than the two-channel-summed SBCOR.

1. INTRODUCTION

For practical speech recognition systems, room noise and room re-

verberation significantly influence recognition performance. On the

other hand, in real human speech recognition, such influences can

be compensated by the auditory system. Our aim is to develop a

practical front-end system for speech recognition using available

knowledge of human auditory processing.

Based on the importance of periodicities in the auditory nerve fir-

ing, shown in the auditory modeling proposed by Seneff[1] and

Ghitza[2], we have proposed subband-autocorrelation (SBCOR)

analysis, and applied it to speech recognition. The experimental

results show that SBCOR spectrum performs equally as well as the

smoothed group delay spectrum under clean conditions, and much

better than it under heavy noise conditions[3, 4, 5].

In this paper, subband-crosscorrelation(SBXCOR) analysis is pro-

posed in order to improve the robustness of SBCOR. In the SBX-

COR analysis, the crosscorrelation coefficients of two input signals

recorded by two microphones are used instead of the autocorrelation

coefficients used in SBCOR.
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Figure 1: SBCOR analysis.

This paper is constructed as follows. The following section reviews

SBCOR analysis and describes the proposed SBXCOR analysis in

detail. Sections 3 and 4 investigate the robustness under simulated

acoustic conditions on computer and a real environmental condition,

respectively. Section 5 concludes the whole paper.

2. SUBBAND-CROSSCORRELATION

ANALYSIS

2.1. Subband-Autocorrelation Analysis

SBCOR analysis is based on filter bank and autocorrelation anal-

ysis, and aims to extract periodicities included in speech signals.

The importance of such information for speech recognition has

been shown by Seneff and Ghitza in the research of auditory

modeling[1, 2].



Figure 1 shows an implementation of SBCOR analysis used in this

paper. It calculates fSi(n); i = 1; � � � ; Ng of the autocorrelation

coefficient at the lag �cfi , which is associated with the f
�1
cfi

, of

each subband signal passed through the filter bank fHi(f); i =
1; � � � ;Ng.

Si(n) =
Ri(�cfi ; n)

Ri(0; n)
; �cfi = f

�1
cfi

Ri(�; n) =

Z fn

�fn

j Hi(f) j
2
X(f; n) cos 2�f�df;

where Ri(�; n) and X(f; n) are ith subband autocorrelation func-

tion and the power spectrum of nth analysis frame, respectively, and

fn is Nyquist frequency. The fSi(n); i = 1; � � � ; Ng is interpreted

as a “spectrum” and referred to as “SBCOR spectrum”.

As for the filter bank, a fixed Q filter bank whose center frequencies

are equally spaced on the Bark scale has been shown to be suitable

for speech recognition under noisy conditions so far[3, 4]. In the

following experiments, the filter bank consists of 16 fixed Q gaus-

sian bandpass filters(BPF) defined by

j Hi(f) j
2 =

�
e�2Ci(f�fcfi

)2
; f � 0

j Hi(�f) j
2; f < 0;

where

Ci =
2Q2 ln 2

f2
cfi

:

2.2. SBXCOR Analysis

SBCOR analysis is signal processing based on “autocorrelation” of

a speech signal so as to extract periodicity in terms of the inverse

of the center frequency. As seen in the auditory system, however,

binaural signal processing seems to be more important in the real

environment. Therefore, in order to improve the performance of

speech recognition, we extend SBCOR analysis so that the autocor-

relation analysis is replaced by crosscorrelation analysis, and refer

to it as “subband-crosscorrelation” analysis, or SBXCOR analysis

in the abbreviated form.

The robustness of SBXCOR against noise can be explained as

shown in Figure 2. Since the speech signals recorded by two micro-

phones, which is uttered just in front of two microphones, have the

same amplitude and phase, SBXCOR extracts the same spectrum

as SBCOR. On the other hand, since noises are low correlation,

their influences are canceled in the processing. In the following ex-

periments, we investigate the performance of SBXCOR under the

assumption that speakers utter just in front of two microphones.

2.3. Implementation of SBXCOR Analysis

SBXCOR analysis is implemented using FFT in this research. The

ith SBXCOR coefficient for nth analysis frame is calculated as fol-

lows:

Sci(n) =
Re Rixy(�cf ; n)p
Rixx(0; n)Riyy(0; n)

; �cf = f
�1
cf
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Figure 2: Concept of SBXCOR analysis.

Rixy(�cf ; n) =

Z fn

�fn

j Hi(f) j
2
Fx(f; n)F

�

y (f; n)

� ej2�f�cf df;

Rixx(0; n) =

Z fn

�fn

j Hi(f) j
2j Fx(f; n) j

2
df;

Riyy(0; n) =

Z fn

�fn

j Hi(f) j
2j Fy(f; n) j

2
df;

where Rixx(�; n), Riyy(�; n) and Rixy(�; n) are the autocor-

relations and crosscorrelation function of ith subband signal re-

spectively, and Fx(f; n) and Fy(f; n) are FFT spectrum of

x(t; n); y(t; n) respectively.

3. EVALUATIONS UNDER SIMULATED

ACOUSTIC CONDITIONS

In this section, in order to investigate the upper-bound performance

of SBXCOR, we conduct recognition experiments under simulated

acoustic conditions. We assume that speakers utter just in front of

the two microphones. This assumption means:

1. the speech signals recorded by two microphones are perfectly

synchronized,

2. the reverberation in the real environment is ignored,

3. noises are not correlated between the signals recorded by two

microphones.

Of course, this assumption is not realistic in the real environment

where speech recognizer is used. However, since there are a lot of

uncontrollable factors in the real environment, we start the investi-

gation under this assumption.

3.1. Experimental Conditions

The above condition is implemented on computer by adding gaus-

sian white noise to speech signals and processing such signals. In

the experiment, using DTW word recognition, we compare the ro-

bustness of SBXCOR analysis with that of SBCOR. As a further
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Figure 3: Recognition results under simulated acoustic conditions

of SBXCOR, SBCOR, SGDS and MFCC. The arrows show the im-

provement by using two-channel-summed signal.

reference, we also compare SBXCOR with the smoothed group de-

lay spectrum[6, 7] and the mel-frequency cepstral coefficient[8] ex-

tracted from one-channel signal by simply summing the two signals.

DTW word recognizer. A standard DTW speaker-dependent iso-

lated word recognizer is used. The recognition task is a 68 pair dis-

crimination[6]. Each pair is a phonetically similar city name pair,

selected from a 550 Japanese city name database recorded twice by

5 Japanese male speakers. The first set is used as the reference pat-

tern and the second set, which was spoken a week later, is used as

the test pattern.

Generation of two-channel signals. In order to simulate the envi-

ronment described above, two gaussian white noises generated by

changing seed are added to the speech database. The global signal-

to-noise ratios(SNRs) used in the test phase are 20, 10, 5 and 0dB.

Generation of one-channel signal by simply summing the

two signals. The two-channel-summed signals are generated by

simple-summation of the above two signals. By doing this process-

ing, the effective SNR improvement of the two-channel-summed

signals is about 3dB.

Smoothed group delay spectrum(SGDS). SGDS has been shown

to be robust against noise, and it is calculated as the derivative of

phase of a pth order all pole filter that has smoothed poles[6, 7]. In

order to compare the performance of SBCOR with that of SGDS

under exactly the same conditions, the analysis frequency points

of SGDS were chosen to be the same as the center frequencies of

SBCOR.

Mel-filterbank cepstral coefficient(MFCC). MFCC is com-

monly used speech feature in speech recognizer[8]. In recent re-
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(a) SBCOR extracted from two-channel-summed signal
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Figure 4: Recognition results when the speech signal in each chan-

nel are not synchronized.

search, the noise robustness of MFCC is almost the same as the au-

ditory models proposed by Seneff and Ghitza[9]. In this experiment,

MFCC is calculated using a 28 triangular shape mel-filterbank.

SBCOR and SBXCOR. The Q values of 1.0, 1.5, 2.0, 2.5 and 3.0

are investigated. FFT-point is 1024. In order to calculate coeffi-

cients of the correlation function simulated under conditions pre-

cisely, two-times oversampling and polynomial interpolation were

used. The center frequencies of the BPFs are equally spaced on the

Bark scale between 4 and 17 Bark.

Common analysis conditions. The analysis frame length and shift

are 20ms and 10ms, respectively. The dimension of each feature is

16. The sampling rate is 10 kHz.

3.2. Experimental Results

The recognition rates of SBXCOR, SBCOR, SGDS and MFCC are

shown in Figure 3. In SBXCOR and SBCOR analysis, the best Qs

are 2.0 and 1.5 respectively.

These results are summarized to three points. First, SBXCOR is

more robust than the conventional one-channel SBCOR under any

test conditions. However, the improvement was less than about 2%.

Second, the performance of SBXCOR is less than SBCOR extracted

from the two-channel-summed signal. Third, SBXCOR performs

better than SGDS and MFCC even if two-channel-summed signals

are used.



3.3. Discussions

As shown in these results, in the case of the simulated acoustic con-

ditions that the speech signals in each channel are perfectly synchro-

nized, the performance of SBXCOR is worse than that of SBCOR

extracted from the two-channel-summed signal. Such a situation,

however, is not realistic. Therefore, it is necessary to investigate

the performance when the speech signal in each channel are not

synchronized, that is, the direction of speaker cannot be estimated

precisely. Here, we show the same experimental results as the above

when a 0.1ms or 0.2ms sample delay exists. When the distance be-

tween the two microphones is 20cm, the sound velocity is 340m/s

and the sound propagates as a plain wave, the delay results in the

incorrect direction estimation of about 10 degrees for a 0.1ms delay

and about 20 degrees for a 0.2ms delay.

As shown in Figure 4, SBXCOR is more robust against such delays

while SBCOR extracted from the two-channel-summed signal de-

grades significantly. As a result, we can expect that SBXCOR can

be robust under more realistic acoustic conditions.

4. EVALUATIONS IN A REAL

ENVIRONMENT

Finally, we investigate the performance of SBXCOR in a real envi-

ronment. This preliminary evaluation of SBXCOR is performed by

the same DTW word recognition system in section 3.

4.1. Database Recording

The 68 city name pairs were output from a speaker, and recorded us-

ing a dummy head(B&K type 4128 head-torso simulator) in a sound

proof room and a computer room. In this study, the dummy head

was placed exactly in front of the speaker. The SNR was changed

so that the sound level of the 1kHz sinusoidal wave is about 90 dBA

in the sound proof room, and about 90dBA, 79dBA and 70dBA in

the computer room. The noise level in each room was about 28dBA

and 60dBA respectively. The resultant SNRs were about 15dB, 8dB

and 0dB.

4.2. Experimental Results

Figure 5 shows the recognition rates of SBXCOR and SBCOR. SB-

COR was extracted from the summed signal of the left and right

ear signals, while SBXCOR was extracted from the left and right

ear signals. The results showed that the performance of SBX-

COR(Q:2.5) is about 3% higher than that of SBCOR(Q:1.5) under

noisy conditions. Thus, we can conclude that SBXCOR is more

robust than the conventional SBCOR in the real environment.

5. SUMMARY

In this paper, we proposed subband-crosscorrelation analysis and

investigated using a DTW word recognizer, under the simulated

acoustic condition on computer and a real environmental condition.

Under the simulated condition, we clarified that SBXCOR is less

robust than SBCOR extracted from the two-channel-summed sig-

nal, but more robust than the conventional one-channel SBCOR.

50

60

70

80

90

100

CLEAN SNR15dB SNR8dB SNR0dB

R
E

C
O

G
N

IT
IO

N
 R

A
T

E
 [%

]

TEST ENVIRONMENT

SBCOR

SBXCOR

Figure 5: Recognition results in a real computer room

The resultant performance was much better than that of smoothed

group delay spectrum and mel-frequency cepstral coefficient. In a

real computer room, we showed that SBXCOR is more robust than

the two-channel-summed SBCOR.
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