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SUMMARY Frequency-domain equalization (FDE) has been studied
for suppressing inter-symbol interference (ISI) due to frequency selective
fading in single carrier systems. When a high-mobility terminal is assumed
in the system, channel transition within an FDE block cannot be ignored.
The ISI reduction performance of FDE degrades since the cyclicity of the
channel matrix is lost. To solve this problem, a method of dividing the re-
ceived data block into multiple subblocks has been proposed, where pseudo
cyclic prefix (CP) processing is introduced to realize periodicity in each
subblock. In this method, the performance is degraded by the inherently-
inaccurate pseudo CP. In this paper, we study the application of frequency-
domain turbo equalization (FDTE) to subblock processing for improving
the accuracy of pseudo CP. The simulation results show that FDTE with
subblock processing yields remarkable performance improvements.
key words: fast fading, single carrier transmission, SC/MMSE-FDTE,
unique word, subblock processing

1. Introduction

Currently, higher data-rate services greater than 100 Mbps
are discussed in the standardization process for beyond third
generation systems. Such wideband systems suffer from
frequency selective fading so that multi-carrier transmis-
sion, for example, orthogonal frequency division multiplex-
ing (OFDM), is very effective [1]. However, OFDM sys-
tems have the underlying problem of high peak-to-average-
power-ratio (PAPR) [2]. Thus, the use of single carrier trans-
mission for the uplink is mandatory when we consider the
power consumption at the hand set.

While single carrier transmission has an advantage
of low PAPR, a countermeasure to inter-symbol interfer-
ence (ISI) due to frequency selective fading is required.
Frequency-domain equalization (FDE) has been known as
the simplest ISI reduction method in severe fading environ-
ments [3]. Unfortunately, FDE properly works under block
fading channels only. Thus, in fast fading environments,
channel transition within an FDE block degrades the equal-
ization performance. Specifically, the cyclic matrix property
of the channel matrix in the FDE is not satisfied so that the
unequalized component causes the residual ISI in the FDE
process.

A method of adaptively controlling the transmission
block size has been proposed [4]. By changing the block
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size at the transmitter according to the instantaneous fad-
ing speed, it can mitigate the channel transition within the
block. However, when the fading speed is very high, the re-
duced transmission block size with a constant cyclic prefix
(CP) size results in a decrease in transmission efficiency. In
addition, the transmitter needs to know information about
the fading speed as a closed-loop system is required. Thus,
we have proposed subblock FDE processing at the receiver
side where the received block is divided into multiple sub-
blocks [5], [6]. It has been clarified that the proposed sub-
block processing provides remarkable improvement in FDE
performance. However, it has also been found that the per-
formance is degraded by the inherently-inaccurate pseudo
CP, which is introduced to satisfy periodicity in a subblock
FDE window approximately.

The frequency-domain turbo equalization (FDTE) [7]–
[10] is known as a powerful technique to suppress the ISI
effect. The FDTE reduces the ISI by the soft cancellation
basically. Thus, the FDTE has a potential to work in a non-
block fading channel. However, high capability in the fast
fading environment can not be expected since the cancella-
tion error occurs in the top and the tail of the block due to
channel change within the block. Thus, applying the sub-
block processing to the FDTE would be a good solution to
improve the performance in the fast fading environment. In
addition, the accuracy of the soft replicas for ISI cancella-
tion are expected to be improved with iterations based on the
turbo principle. This property is very suitable for pseudo CP
generation in the subblock processing.

In the paper, the performance of the FDTE with the
subblock processing is evaluated in non-block fading envi-
ronments. The rest of the paper is organized as follows. In
Sect. 2, fundamental formulation of FDE and FDTE are re-
viewed. Then, the proposed method is described in Sect. 3.
Section 4 explains the channel estimation scheme using a
known pilot sequence. After numerical analysis in Sect. 5,
Sect. 6 concludes the paper.

2. Frequency-Domain Turbo Equalization Under Fast
Fading Environments

2.1 Conventional FDE Based on Cyclicity of Channel Ma-
trix

Let us consider a single carrier system with a block trans-
mission of N symbols and FDE at the receiver side. We
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define an N-dimensional transmit signal vector as s =
[s0, · · · , sN−1]T and assume a multipath channel with L
symbol-spaced paths h0, h1, . . . , hL−1.

Adding a proper CP longer than (L − 1) symbols at the
transmitter side and discarding the CP part at the receiver
side, we obtain the N-dimensional received signal vector
over a block fading channel as

r = Hs + n, (1)

where H is the N × N channel matrix expressed by

H =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0 0 · · · 0 · · · h2 h1

h1 h0 · · · 0 · · · h3 h2
...

...
. . .

...
. . .

...
...

hL−1 hL−2 · · · h0 · · · 0 0
...

...
. . .

...
. . .

...
...

0 0 · · · hL−2 · · · h0 0
0 0 · · · hL−1 · · · h1 h0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (2)

and n is the N-dimensional noise vector.
Transforming (1) into the frequency domain using the

N × N discrete Fourier transform (DFT) matrix F yields

Fr = FHs + Fn (3)

= FHFH Fs + Fn. (4)

When the channel is time-invariant within the block, H be-
comes a cyclic matrix. Then, H can be diagonalized by F as
FHFH = D = diag(d1, . . . , dN), so that (4) can be rewritten
as

Fr = DFs + Fn (5)

rF = DsF + nF , (6)

where rF = Fr, sF = Fs, and nF = Fn are the received sig-
nal, the transmitted signal, and the noise vectors represented
in the frequency domain, respectively.

The FDE output is given by multiplying rF by an Her-
mitian transpose of a weight matrix W as

yF =WH rF . (7)

The optimum weight in the minimum mean square error
(MMSE) sense is obtained by minimizing the ensemble av-
erage of squared error (sF −WH rF)H(sF −WH rF), i.e.,

W = (DDH + σ2I)−1 D, (8)

where σ2 denotes the noise power in the frequency domain.
(The signal power in the frequency domain is assumed to
be 1.) Clearly, the weight matrix calculation is very simple,
since (DDH + σ2I) is a diagonal matrix. Finally, applying
IFFT into the MMSE-FDE output, we get an estimate of the
transmitted signal as y = FHyF .

2.2 FDTE

Turbo equalization is an extremely powerful technique to

Fig. 1 A concept of turbo equalization.

improve the equalization performance [7]–[10]. This tech-
nique is based on an idea exchanging extrinsic information
directly or indirectly between an equalizer and a channel de-
coder as shown in Fig. 1. In the equalizer, soft replica sym-
bols are generated using the extrinsic information provided
from the channel decoder and are used to cancel ISI compo-
nents for target symbol detection.

Turbo equalization can be applied to FDE with some
modifications [11]. In the FDTE, the most important thing
is to keep a merit of the simplicity in the equalization pro-
cess. Thus, using some assumptions and approximations,
we obtain an estimate of the transmitted signal vector by
FDTE as

yte = (1 + γδ)−1{γ ŝ + FHWH
te F(r − Hŝ)}, (9)

where ŝ is the soft replica vector for s which is calculated
using the log-likelihood ratio (LLR) from the received signal
[12] and

Wte = {(1 − δ)DDH + σ2I}−1 D (10)

δ = ŝH ŝ/N (11)

γ = tr(WH
te D)/N. (12)

In (9), (r−Hŝ) part means that all soft replicas are cancelled
from the received signal. However, the addition of γ ŝ plays
a compensation role for the entire cancellation. It should
be noted that the weight matrix in the FDTE still keeps a
diagonal matrix form as in (10).

2.3 Residual Interference Component Due to Fast Fading

In fast fading environments, cyclicity of the channel matrix
H is lost due to channel transition within the block. Thus,
FHFH includes non-diagonal components as

FHFH = D′ + E, (13)

where D′ is the N × N diagonal matrix, and E is an N × N
matrix of which diagonal elements are zero. Substituting
(13) into (4) yields

rF = D′sF + nF + EsF . (14)

The third term of this equation corresponds to inter-
frequency interference (IFI) components (or ISI components
in the time domain) due to channel change. Hence, the
MMSE estimation is achieved by solving an inverse prob-
lem of the N × N matrix (D′ + E), and the numerical com-
plexity grows enormously.

However, if the third term in (14) is relatively small
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compared to the first term, we can still apply FDE or FDTE
by regarding the third term as additional noise. Then, (14)
is rewritten as

rF = D′sF + ne,F , (15)

where ne,F = nF + EsF . The MMSE weight is solved
using D′ and the equivalent noise ne,F . Specifically, the
noise covariance matrix σ2I in (8) and (10) is replaced by
Pe = diag(σ2

e,0, . . . , σ
2
e,N−1), where σ2

e,k is an equivalent
noise power at the kth frequency point. The approximate
calculation for the equivalent noise power is derived in [6].

This equivalent noise assumption is valid when the fad-
ing within the block is slow enough. Although the FDTE
has a capability to reduce the ISI by soft cancellation, the
perfect cancellation can not be expected due to the channel
change, i.e., the error in the replica generation, in the fast
fading environment. To apply FDE or FDTE under much
faster fading environments, therefore, we have proposed the
subblock processing described in the next section [5], [6].

3. FDTE Based on Subblock Processing

3.1 Subblock Processing Concept

In this paper, FDTE utilizes subblock processing. Sub-
block processing equivalently shortens the FDE block size
at the receiver without changing the transmitted block for-
mat. The concept is shown in Fig. 2, where ISBI denotes
inter-subblock interference from the previous subblock. The
basic idea of the subblock processing is dividing the whole
received block into M subblocks at the receiver side. As
shown in the middle part of Fig. 2, the top (L − 1) symbols
of each subblock contain ISBI components. Therefore, re-
duction of the ISBI is required first. In addition, the received
signal in the subblock needs to have periodicity so that the
tail of the corresponding subblock data convoluted with the
multipath channel should be added to the top of the sub-
block. To satisfy these requirements, the following pseudo
CP generation [13] is utilized.

Fig. 2 A concept of basic subblock processing at the receiver side.

At the initial processing, there are no soft replicas yet.
Thus, the FDE is first applied to the whole received block
for obtaining a soft replica vector ŝ = [ŝ0, · · · , ŝN−1]T . We
define an N′ × N′ matrix CN′ as

CN′ =

[
OL−1,N′−L+1 IL−1

ON′−L+1,N′

]
, (16)

where N′ is the number of symbols within a subblock (given
by N/M) and ON1,N2 is the N1 × N2 zero matrix. Then,
the N × N transform matrices Tsub and Tadd for cancelling
ISBI components and adding pseudo CP components are ex-
pressed by

Tsub =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ON′,N′ . . . ON′,N′ −CN′

−CN′ . . . ON′,N′ ON′,N′
...

. . .
...

...
ON′,N′ . . . −CN′ ON′,N′

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(17)

Tadd =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

CN′ ON′,N′ . . . ON′,N′

ON′,N′ CN′ . . . ON′,N′
...

...
. . .

...
ON′,N′ ON′,N′ . . . CN′

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (18)

With Tsub and Tadd, the pseudo CP generation is written as

r′ = r + ĤTsub ŝ + ĤTadd ŝ (19)

= r + Ĥ(Tsub + Tadd)ŝ, (20)

where r′ is the N-dimensional modified received signal vec-
tor composed of M pseudo subblock sequences, and Ĥ is
the N × N estimated channel matrix.

The pseudo received signal satisfies periodicity within
each subblock when the soft replica and the estimated chan-
nel are reasonably correct. (The above pseudo CP proce-
dure can be also expressed symbol by symbol as explained
in [5].) Thus, the signal now can be equalized by subblock-
based FDTE. Each output of the subblock-based FDTE is
demultiplexed and passed to a decoder. And, the decoder
outputs are fed back to the soft replica generator for the
pseudo CP generation and soft cancellation of ISI in the
FDTE. Thus, the iteration loop has been achieved.

It should be noted that we use the equivalent noise
power even in subblock equalization since the residual inter-
ference components still exist after dividing the whole block
into small subblocks.

3.2 Overlapped Layout in Subblock Division

In this paper, we optionally apply a technique overlapping
the subblock layout. The overlapped FDE has been pro-
posed as a method which compensates for non-periodicity in
the FDE block [14]. When the periodicity in the FDE block
is not satisfied, the major impact appears on symbols at the
edges of the block after FDE [15]. Thus, by picking out cen-
tral data symbols in the block, the effect of non-periodicity
can be alleviated.

Figure 3 shows a concept of overlapped layout. As
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Fig. 3 Overlapped layout.

shown in this figure, each subblock is placed overlapping
one another, and then a half of the overlapped symbols in
each subblock are just discarded after applying FDTE for
the sake of simplicity in our study. In this paper, the over-
lapped region is set as a half of the subblock length. N′ is
given by 2N/(M + 1) in this overlapped layout.

4. Channel Estimation Using Known Pilot Sequence

Since we consider a fast fading environment, channel state
information (CSI) varying block by block is required at the
receiver. The conventional CP (i.e., a copy of the tail in
the transmitted block) is basically unknown before detecting
data. Therefore, inserting a unique word (UW) as a known
pilot sequence instead of the CP has been proposed [16]–
[18]. In this case, the data block size is decreased to (N−NP)
symbols for satisfying periodicity within the FFT window as
shown in Fig. 4. When NP ≥ 2L − 1, a part which is longer
than (L − 1) symbols and including the known UW only
exists in the received signal. Thus, the CSI can be simply
estimated exploiting this period.

In our study, the MMSE algorithm for channel estima-
tion in the time domain is applied to this (NP − L)-symbol
sequence. In the UW part, using the (NP − L)-dimensional
received signal vector z, the L-dimensional channel vector
huw, and the (NP − L) × L transmit signal matrix in this in-
terval Q where the i-th column vector is an i-symbol-cyclic-
shifted partial UW sequence, the square error function J is
defined as

J = (z − Qhuw)H(z − Qhuw), (21)

where huw is assumed as the time-invariant channel response
within the target signal sequence. Then, the huw can be esti-
mated in the sense of minimizing J [19] as

huw = (QHQ)−1QH z. (22)

Finally, the estimated channel response in the time domain
is transformed into the frequency domain after zero padding.

We need to know all the channel responses within
the block for the processes: i.e., MMSE filtering for all
blocks/subblocks, pseudo CP generation, and soft cancel-
lation in the time domain, as described later. Since the UW

Fig. 4 Transmitted signal block and channel estimation.

for channel estimation is located only at pre- and post-data
blocks, we consider to obtain channel estimates in the data
block by interpolation. In this paper, third-order interpola-
tion is used as illustrated in Fig. 4. By using channel esti-
mates at four UWs (two in the past and two in the future
of the target data block), the channel within the data block
is interpolated with a cubic function (see subsection 3-1 in
[20] for the detail).

When applying the MMSE filtering in the frequency-
domain, we used the central channel estimate hcent =

[h0,cent, . . . , hL−1,cent, 0, . . . , 0]T in the target block to calcu-
late d0, . . . , dN−1, i.e., [d0, . . . , dN−1]T � Fhcent. For the
pseudo CP generation, the interpolated channel estimate at
each of top (L−1) symbols in the target subblock is utilized.

The soft cancellation in (9) can be done with the time-
invariant and periodic channel matrix as well as the MMSE
filtering since the FDTE processing is based on that na-
ture. In addition, the cancellation in the frequency domain
achieves lower computational complexity. However, to im-
prove the soft cancellation accuracy, we apply the time-
domain cancellation with the time-variant channel matrix
provided by the interpolation in the following study.

5. Numerical Analysis

5.1 Simulation Environment

The performance of the proposed system was numerically
evaluated using computer simulations. The simulation pa-
rameters are listed in Table 1. In the following discus-
sions, we use the normalized Doppler frequency FD, which
is a product of the maximum Doppler frequency fD and the
block length NTs (Ts: the symbol duration), as a fading
speed measure.

The receiver structure is shown in Fig. 5. We set the
maximum iteration number in the FDTE to five since the
further increase of iterations did not yield a significant im-
provement. In addition, the packet data transmission with
ARQ based on an error detection is assumed. Therefore, as
shown in this figure, once no errors in the cyclic redundancy
check (CRC) are found, the iteration is terminated. For the
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Table 1 Simulation parameters.

modulation QPSK for data (BPSK for UW)

block size N

256 symbols

(data: 208 symbols)

(UW: 48 symbols)

number of received antennas 1, 2, 4

number of paths L 16 (symbol-spaced, equal-level)

fading model
Rayleigh (Jakes’ model)

uncorrelated between paths

number of subblocks M
2, 4, 8 (conventional layout)

3, 7, 15 (overlapped layout)

FEC binary CC (4 states, Rc 1/2)

decoder Max log-MAP

maximum number of
5

turbo iterations

number of transmitted blocks 100,000

Fig. 5 A structure of subblock based FDTE.

sake of convenience, we assume the perfect error detection
without using the actual CRC code. The perfect synchro-
nization for DFT windowing is also assumed.

5.2 BLER Performance of FDTE Based on Subblock Pro-
cessing

First, let us evaluate the performance of the FDTE with and
without subblock processing. Figure 6 shows a block er-
ror rate (BLER) performance, where the dashed and solid
curves denote the case of perfectly known CSI and estimated
CSI, respectively. And, the case of “no division” shows the
performance of the FDTE without subblock processing.

In the case of FD = 0.3, as shown in Fig. 6(a), the suf-
ficient performance can be obtained without subblock pro-
cessing. However, the performance in FD = 0.4 shows er-
ror floors in a high SNR region in the estimated CSI case.
In these results, although the IFI due to fast fading can be
reduced by using FDTE, the channel change in the case of
FD = 0.4, where the maximum phase rotation within a block
of 256 symbols reaches 144 degrees, is very large so that the
IFI cannot be properly reduced.

By using two-subblock processing, such error floors
cannot be seen, and the best performance is obtained as
shown in Fig. 6(b). The channel variation within a sub-
block becomes slower with smaller subblock size. Thus,

Fig. 6 BLER performance of FDTE based on subblock processing (one
received antenna).

the smaller subblock size is expected to be more tolerant
to FD in principle. However, the proposed method is af-
fected by the accuracy of the pseudo CP which is composed
of the channel estimate and soft replicas. Since the smaller
subblock size makes the ratio of the pseudo CP to the sub-
block size higher, the BLER performances in the four- and
eight-subblock cases are degraded due to the high pseudo
CP ratio.

Considering that the two-subblock processing shows
the best performance even in the perfectly-known channel
case, we can say that the accuracy of soft replicas for pseudo
CP generation is insufficient for smaller subblock cases. The
CP at the first iteration is produced from the normal FDE
output. When we assume the random errors in the decoded
sequence, the inserted errors due to the pseudo CP increases
with the number of subblocks. On the other hand, the turbo
equalization is a non-linear process. When the number of
errors in the received signal is too many, the turbo process
tends to increase the errors. This is the reason that the two-
subblock case was the best in Fig. 6.

However, the above result is not true when the block
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Fig. 7 BLER performance in the FDTE and FDE (one received antenna).

size changes. For example, the ratio of inserted errors in
the subblock in the case of N = 1024 and M = 8 is simi-
lar to the one in the case of N = 256 and M = 2. Thus, if
the block size is larger than this study, the optimum num-
ber of subblock may change [6]. Optimizing the number of
subblocks is an important issue to be solved. However, it
needs lots of data for various fading speeds and block sizes.
The optimization should be a most urgent study in the near
future.

In the case of FD = 0.4, the degradation due to
the channel estimation error is about 4 dB at a BLER of
1.0 × 10−2 in the two-subblock processing. More accu-
rate channel estimation/interpolation should be needed to
reduce the gain loss. It should be noted that, in the esti-
mated CSI case, a rebound of error floors in the four- and
eight-subblock and no division cases occurs due to underes-
timation of the equivalent noise power [6].

5.3 Comparison to Subblock Based FDE

Next, we compare the FDTE performance with the conven-
tional FDE when applying subblock processing. Figure 7(a)

Fig. 8 BLER performance for overlapped layout in the FDTE and FDE
(one received antenna).

shows the BLER performance for FD = 0.4 (the same as
Fig. 6(b) for the FDTE performance) where the estimated
channel only is used. In the figure, dashed and solid curves
denote the cases of FDE and FDTE, respectively.

The performance improvement by turbo equalization
is remarkable. In the conventional FDE case, the perfor-
mance without subblock processing shows a high error floor
at BLER = 3.0 × 10−1. However, by using FDTE, the error
floor can be reduced by about 1/100 of that. This means that
FDTE can suppress ISI more strongly compared with con-
ventional FDE so that we can obtain more accurate replicas
with FDTE. Then, when the subblock processing is applied,
no error floor is observed in the two-subblock processing
case with FDTE, whereas the least error floor in the FDE is
about 3.5 × 10−2. It can be said that the turbo equalization
effectively improves the accuracy of pseudo CP generation
and ISI cancellation, especially in the two-subblock case.

Figure 7(b) shows the BLER performance in a range of
0.1 ≤ FD ≤ 0.5 for a fixed average Eb/N0 of 15 dB. The
result also clearly indicates the effectivity of turbo equaliza-
tion. When assuming a required BLER of 10−2, with FDTE
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(a) One received antenna

(b) Two received antennas

(c) Four received antennas

Fig. 9 BLER performance using multiple received antennas when
average Eb/N0 = 10 dB.

two-subblock processing is applicable until FD = 0.42,
which corresponds to about 1.4 times the speed applicable
in the conventional FDE with four-subblock processing, i.e.,
FD = 0.31.

Next, we evaluate the effect of overlapped subblock
layout using its BLER performance shown in Fig. 8. We see

that the overlapped layout clearly improves the performance
of FDTE. To be specific, Fig. 8(b) shows that the three-
and seven-subblock layouts are applicable up to FD = 0.44
and FD = 0.45, respectively, when the required BLER
= 1.0× 10−2. Considering that the increase of complexity in
the three-subblock processing is only about 1.5-fold com-
pared to the two-subblock case, we can say that the over-
lapped layout is an attractive approach to easily improve the
FDTE performance.

5.4 BLER Performance Using Multiple Received Anten-
nas

Finally, we evaluate the performance in the case of multi-
ple received antennas for more performance improvement.
See [11] for details on the FDTE algorithm in the case of
multiple-antenna reception. Figure 9 shows the BLER per-
formance versus FD when Eb/N0 = 10 dB. Compared with
the case of one received antenna, it can be seen that the
performance is significantly improved when two received
antennas are used. Moreover, in the case of four received
antennas, the three-subblock processing is applicable until
FD = 0.55, which corresponds to about 1.6 times the speed
of the one-received-antenna case, i.e., FD = 0.35. Conse-
quently, with diversity reception, we can compensate for the
performance degradation due to errors in soft replicas and
channel estimates.

It should be noted that the best performance is ob-
tained by the FDTE without subblock processing for less
than FD = 0.25 in Fig. 9(a). The degradation in the two-
subblock processing case is caused by errors in the pseudo
CP in a low SNR condition. In such a case, the degradation
due to the channel change in the FDTE without subblock
processing seems to be relatively small.

6. Conclusion

In this paper, we have proposed the application of subblock
processing to FDTE. The numerical analysis has shown that
the performance can be improved remarkably, so that ap-
plying FDTE to subblock processing is very effective. It
has also been shown that the FD can reach 0.55 and still
maintain a BLER of 1.0 × 10−2 using four received anten-
nas and overlapped layout. However, at very high Doppler
frequency, the accuracy of the channel estimation degrades.
Therefore, reduction of the channel estimation error should
be part of further studies. In addition, the optimum number
of subblocks in the various block size should also be dis-
cussed in the future.
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