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Abstract. We present a general family of subcell limiting strategies to construct robust high-order accurate

nodal discontinuous Galerkin (DG) schemes. The main strategy is to construct compatible low order finite

volume (FV) type discretizations that allow for convex blending with the high-order variant with the goal
of guaranteeing additional properties, such as bounds on physical quantities and/or guaranteed entropy

dissipation. For an implementation of this main strategy, four main ingredients are identified that may be

combined in a flexible manner: (i) a nodal high-order DG method on Legendre-Gauss-Lobatto nodes, (ii) a
compatible robust subcell FV scheme, (iii) a convex combination strategy for the two schemes, which can

be element-wise or subcell-wise, and (iv) a strategy to compute the convex blending factors, which can be
either based on heuristic troubled-cell indicators, or using ideas from flux-corrected transport methods.

By carefully designing the metric terms of the subcell FV method, the resulting methods can be used on

unstructured curvilinear meshes, are locally conservative, can handle strong shocks efficiently while directly
guaranteeing physical bounds on quantities such as density, pressure or entropy. We further show that it is

possible to choose the four ingredients to recover existing methods such as a provably entropy dissipative

subcell shock-capturing approach or a sparse invariant domain preserving approach.
We test the versatility of the presented strategies and mix and match the four ingredients to solve

challenging simulation setups, such as the KPP problem (a hyperbolic conservation law with non-convex flux

function), turbulent and hypersonic Euler simulations, and MHD problems featuring shocks and turbulence.

1. Introduction

There is a vast literature on the construction of robust high-order numerical methods (and in particular,
discontinuous Galerkin (DG) methods) for hyperbolic conservation laws and other advection-dominated
problems. A large class of such methods is based on the idea of combining, through some type of limiting
procedure, the high-order discretization with a related, more robust, low-order method. In this paper, we
describe a general methodology and framework for constructing robust nodal DG spectral element methods
(DGSEM) using subcell convex limiting strategies. A number of different methods from the literature can be
recast in the context of this framework, and it can also be used to demonstrate that some seemingly different
methods are, in fact, equivalent. Furthermore, this framework allows for the formulation of new classes of
methods by combining, in a flexible way, different components of the limiting algorithm that we enumerate
in this paper.

In this paper, we consider a number of subcell limiting strategies for DGSEM on Legendre-Gauss-Lobatto
(LGL) nodes on unstructured curvilinear quadrilateral/hexahedral meshes. Broadly speaking, there are two
classes of subcell-based limiting approaches. The first class of approaches identifies a troubled elements, and
in those elements, switches over to a robust discretization on a refined subcell grid. The robust discretizations
may be based on, for example, TVD (total variation diminishing) finite volume (FV) methods [1, 2, 3, 4, 5, 6]
or can be even high-order accurate WENO-type approximations [7, 8].

The second class of approaches also identifies troubled elements, but then computes a convex blending
of the high-order DG scheme with a compatible low-order discretization. In this work, we focus on this
second approach. By compatible low-order discretization, we refer to a low-order scheme that uses the
same degrees of freedom (DOF) as the high-order DG method, such that a convex combination of the two
methods can be formulated. This general approach of convex blending dates back to the development of
the flux-corrected transport (FCT) methods introduced by Boris and Book [9] in 1976, since which many
variations have been developed, e.g., [10, 11, 12]. In 1994, Giannakouros and Karniadakis [13] formulated an
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FCT approach for spectral element methods for the compressible Euler equations; in that work, the authors
rewrote the spectral element method as FV-type update scheme, which enabled convex blending with the
low-order scheme. Such a so-called conservative reformulation of the high-order method was also presented
for spectral (very high order) methods in, e.g., Sidilkover and Karniadakis [14]. More recently, Fisher et al.
[15] and Carpenter et al. [16] demonstrated that diagonal-norm summation-by-parts (SBP) operators may be
equivalently reformulated as a subcell based FV-type conservative update. Furthermore, they established a
general approach to obtain entropy-consistent high-order SBP discretizations based on split-formulations of
the original partial differential equations. Since DGSEM with LGL nodes are themselves diagonal-norm SBP
operators, these ideas can be applied directly to DGSEM [17], resulting in robust entropy-stable high-order
discretizations, cf. [16, 18, 19, 20, 21, 22].

Vilar [23] introduced a way to re-write a DG scheme into a compatible high-order FV scheme on an
arbitrary subcell distribution and used this in combination with a low-order FV approximation for shock
capturing. Shock capturing for DGSEM with LGL based on convex blending was recently proposed with an
element-wise approach in Hennemann et al. [24]. In that work, the goal was to retain the provable entropy
consistency of the hybrid scheme. The blending coefficient is adjusted with a shock indicator such that the
robust low-order method is activated only in the presence of shocks. Rueda-Ramı́rez et al. [25] extended
the method to compressible magnetohydrodynamics (MHD), and showed that higher-order reconstructions
can be used to enhance the accuracy of the low-order method, while retaining the property of provable
entropy consistency. More recently, Rueda-Ramı́rez and Gassner [26] showed that the subcell FV method of
Hennemann et al. [24] can be used to preserve positivity of density and pressure for standard and split-form
DGSEM discretizations of the Euler equations.

Recently, the concept of invariant domain preserving (IDP) methods has been used to formulate robust
higher-order methods for conservation laws. In 2008, Berthon [27] used the concept of invariant domain
preservation to construct a second order MUSCL-type FV scheme that, for example, guarantees positivity
of the solution for all times. IDP methods have been developed in the context of continuous finite element
methods in the work of Guermond and Popov [28, 29] and Guermond et al. [30]. In these works, the authors
proposed to construct IDP low-order methods for higher-order nodal continuous finite element methods
(FEM) by adding a so-called graph viscosity term, analogous to (local) Lax-Friedrichs (LLF) dissipation,
allowing them to prove the IDP property on general unstructured grids. Pazner [31] extended this approach to
DGSEM with LGL. Instead of using the full SEM operators to construct a low order IDP scheme analogous
to the continuous FEM, a sparse, compatible low-order IDP discretization was introduced, substantially
reducing the dissipation for approximations with high polynomial degrees, when compared with the full low-
order graph viscosity approach. In addition to an element-wise convex blending approach, Pazner introduced
a methodology for consistently blend the high-order DGSEM on a local subcell basis for each individual LGL
node within a DG element, demonstrating that such a localized blending allows for the recovery of subcell
accuracy within high-order elements, even when limiting is required.

In the remainder of this paper, we describe a systematic framework for formulating methods of this type.
In Section 2, we enumerate four components, or “building blocks,” needed to implement the subcell based
limiting. These components may be combined in a flexible manner, allowing one to recover existing methods,
as well as generate new methods. In Section 3, we use this framework to show that the sparse IDP method
of Pazner [31] is equivalent to the subcell FV methods of Hennemann et al. [24] when the standard DGSEM
is used with the Rusanov or LLF numerical flux function. In Section 4, a number of possible options and
choices are listed and summarized, describing the benefits and trade-offs of each combination. Section 5
includes numerical results, in which we apply a variety of limiting strategies for a range of challenging test
cases, including the KPP problem, a variety of compressible Euler test cases, and the equations of ideal
MHD. We draw our conclusions in the last section, Section 6.

2. Discretization Building Blocks

In this section, we introduce the four ingredients that we will use to mix and match for our limiting
strategies. The goal is to construct robust high-order DG discretizations of hyperbolic conservation laws,

(1)
∂u

∂t
+∇ ·

↔
f(u) = 0,

describing the evolution of a state quantity, u, in time, t, where
↔
f is a flux function.
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We focus on the spatial discretization in following sections, and make use of explicit strong stability-
preserving (SSP) Runge-Kutta (RK) methods (cf. [32, 33, 34]) for the temporal discretization with typical
explicit CFL time step restrictions.

For brevity, we present the numerical methods in two space dimensions and add references to three-
dimensional extensions in the literature in cases where the extension is not straightforward.

2.1. Ingredient (I): The High-Order Method. The first ingredient is the choice of our high-order DG
method as a collocated nodal method based on spectral element ansatz function with Legendre-Gauss-
Lobatto nodes, the DGSEM with LGL, cf. [35, 18, 36, 37]. All variables are approximated within each
element by piecewise Lagrange interpolating polynomials of degree N on tensor-product LGL nodes. For
the conservation law (1) in two spatial dimensions, the time derivative of the state quantities at node ij of
a curvilinear quadrilateral element reads

Jijωiju̇
DG
ij = ωj

(
F

Vol(1)
ij + δi0̂f(0,L)j − δiN f̂(N,R)j

)
+ ωi

(
F

Vol(2)
ij︸ ︷︷ ︸

volume integral

+ δj0̂fi(0,L) − δjN f̂i(N,R)

)
,︸ ︷︷ ︸

surface integral

(2)

where Jij denotes the geometry mapping Jacobian from reference space to physical space, ~ξ ∈ [−1, 1]2 →
~x ∈ Ωk, Ωk denotes the quadrilateral element k under consideration, ωi and ωj denote the reference-space
quadrature weights in ξ1 and ξ2, respectively, ωij := ωiωj is simply a short-hand notation for the product

of quadrature weights, δij denotes Kronecker’s delta function with node indexes i and j, and f̂ denotes the
surface numerical flux function, which are typically based on approximate Riemann solvers and thus depend
on the local values and the values from the neighbor elements.

The volume integral terms for the standard, e.g., [35] and split-form DGSEM, e.g., [37] in the first
coordinate direction are respectively

(3) F
Vol(1),Std
ij = −

N∑
m=0

S̄imf̃1
mj , and F

Vol(1),Split
ij = −

N∑
m=0

Simf̃1∗
(i,m)j ,

where f̃1
mj is the so-called contravariant flux in the first reference coordinate direction at node mj, and f̃1∗

(i,m)j

is the first contravariant numerical volume flux evaluated between nodes ij and mj. The numerical volume
flux is a two-point numerical flux function that needs to be consistent to the continuous flux and symmetric
in its two arguments. Note that by choosing a central arithmetic two-point flux, the split-form DGSEM
reduces to the standard DGSEM [37].

The volume terms in the other coordinate directions are defined in an analogous way.
The volume integral matrices are defined as

(4) S̄ = Q−B, S = 2Q−B,

with Qij := ωi`
′
j(ξi) the SBP derivative matrix, defined in terms of the Lagrange interpolating polynomials,

{`i}Ni=0, and B := diag(−1, 0, . . . , 0, 1) the so-called boundary evaluation matrix.
The contravariant fluxes are defined using the Jacobian and the contravariant basis vectors of the element

mapping, ~amij := ~∇ξm, as

(5) f̃1
ij =

2∑
m=1

(
Ja1

m

)
ij

fmij , f̃2
ij =

2∑
m=1

(
Ja2

m

)
ij

fmij ,

and the volume numerical two-point fluxes are defined with the metric terms as

f̃1∗
(i,m)j :=

↔
f∗(uij ,umj) ·

{{
J~a1

}}
(i,m)j

, f̃2∗
i(j,m) :=

↔
f∗(uij ,uim) ·

{{
J~a2

}}
i(j,m)

,(6)

where {{·}}(i,m)j denotes the average operator between nodes ij and mj. As mentioned,
↔
f∗(·, ·) is a two-point

flux function and its choice leads to possible desirable properties of the final DG discretization. There are
choices of two-point numerical volume fluxes that give kinetic energy preservation [37], entropy conserva-
tion/dissipation [38, 39], pressure equilibrium preservation [40], or all of these properties together [41, 42].
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As mentioned, the standard DGSEM can be written in the form of a split-form DGSEM using the standard
average two-point fluxes,

f̃1∗
(i,m)j :=

{{↔
f · J~a1

}}
(i,m)j

, f̃2∗
i(j,m) :=

{{↔
f · J~a2

}}
i(j,m)

.(7)

Fisher and Carpenter et al. [43, 16] proved the key property that diagonal norm SBP discretizations (and
hence also the DGSEM considered in this work) can be rewritten in so-called flux-differencing form,

(8) Jiju̇
DG
ij =

1

ωi

(̂
fDG
(i−1,i)j − f̂DG

(i,i+1)j

)
+

1

ωj

(̂
fDG
i(j−1,j) − f̂DG

i(j,j+1)

)
, ∀i, j = 0, . . . , N,

where indexes −1 and N + 1 refer to the outer states: across the left and right boundaries, respectively.
Equation (8) implies local subelement-wise conservation due to the well-known theorem of Lax and Wendroff
[44]. We define the high-order fluxes such that the boundary fluxes match with the surface numerical fluxes,
and (2) is recovered with the flux-differencing formula, (8). The fluxes in ξ1 are then defined as

f̂DG
(−1,0)j = f̂(0,L)j(9)

f̂DG
(i,i+1)j = −

i∑
l=0

F
Vol(1)
lj , i = 0, . . . , N − 1,(10)

f̂DG
(N,N+1)j = f̂(N,R)j ,(11)

and the fluxes in ξ2 (and ξ3) in are defined analogously.
Note that the above-defined fluxes differ slightly from those of Fisher and Carpenter [43], as we not only

transform the volume integral, but also the entire discretization including surface terms. Moreover, note
that the inner fluxes (10) can be computed in an efficient recursive manner by also using the symmetry of
the numerical volume fluxes:

f̂DG
(0,1)j = −F

Vol(1)
0j ,

f̂DG
(i,i+1)j = f̂DG

(i−1,i)j − FVol
ij , i = 1, . . . , N − 1.

2.2. Ingredient (II): The Compatible Low-Order Method. The second ingredient is the choice of our
compatible subcell FV method for the (split-form) DGSEM on LGL nodes. As in [24, 25, 26], we construct
the compatible subcell FV method by interpreting the LGL nodal values of the state quantities as ‘cell-
centered’ values of the FV subcells (though we note that the LGL nodes themselves are not geometrically
located in the center of the subcells),

(12) Jiju̇
FV
ij =

1

ωi

(̂
fFV
(i−1,i)j − f̂FV

(i,i+1)j

)
+

1

ωj

(̂
fFV
i(j−1,j) − f̂FV

i(j,j+1)

)
.

As is typical for FV methods, the numerical fluxes are based on approximate Riemann solvers, cf. [45],

f̂FV
(i,m)j :=

∥∥∥~̃n(i,m)j

∥∥∥ f̂FV

uij ,umj , . . . ;
~̃n(i,m)j∥∥∥~̃n(i,m)j

∥∥∥
 ,(13)

resulting in very robust low-order discretizations. The approximate Riemann solvers in particular are de-
signed to be dissipative, and thus the straightforward idea is that such a compatible (overly) dissipative
low-order method can be used to make the low-dissipation high-order DG method more robust.

To enable the approximation on curvilinear meshes, the choice of the subcell normal vectors of the FV
method is crucial. Hennemann et al. [24] showed how to derive the subcell normal vectors, ~̃n(·,·), from the
high-order flux-differencing formula (8) to ensure a compatible and watertight subcell FV discretization on
high-order curvilinear meshes,

~̃n(i,i+1)j = J~a1
0j +

i∑
l=0

N∑
m=0

Qlm(J~a1)mj , ~̃ni(j,j+1) = J~a2
i0 +

j∑
l=0

N∑
m=0

Qlm(J~a2)im.(14)
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LGL nodes (current element)
LGL nodes (neighbor element)
FV interfaces
Elem. Boundaries
DG solution
Lines for slope computation
Reconstructed solution

  
-1.0 0.0 1.0

Jω
j

(a) 1st order reconstruction
  

-1.0 0.0 1.0

(b) 2nd order reconstruction using minmod limiter

Figure 1. Illustration of first and second-order FV-reconstruction procedures for the sub-
cells.

This particular choice of the subcell metrics (14) also ensures free-stream preservation [24] and thus provably
discrete subcell metric identities

(15)
~̃n(i−1,i)j − ~̃n(i,i+1)j

ωi
+
~̃ni(j−1,j) − ~̃ni(j,j+1)

ωj
= ~0,

which are obtained by evaluating a constant solution in (12)-(13).
The interpretation as a classical FV method on subcell allows us to apply standard techniques to improve

the fidelity of the subcell method by e.g. choosing accurate approximate Riemann solvers (13) and/or by using
reconstruction techniques to improve the piecewise constant solution interpretation on the subcell (see, e.g.,
Figure 1). So-called total variation diminishing (TVD) reconstructions based on primitive variables (e.g., ρ,
~v and p for the Euler equations) can be used to enhance accuracy while complying with positivity constraints.
Moreover, TVD reconstructions based on the minmod limiting of so-called scaled entropy variables [46] can
be used to obtain higher-order entropy-stable FV schemes. As shown by Rueda-Ramı́rez et al. [25], any
element-wise convex combination of such a higher-order entropy-stable FV scheme with an entropy-stable
high-order DGSEM scheme remains provably entropy-stable as long as the surface terms of both schemes
match.

It is clear that there are many choices and strategies to construct the low-order method, resulting in
different computational complexities and numerical properties such as dissipativity, positivity preservation
of physical quantities, and guaranteed entropy dissipation.

2.3. Ingredient (III): Convex Blending Strategies. The third ingredient is the strategy to blend the
high-order DG method from Section 2.1 with its compatible low-order FV method from Section 2.2. The
simplest way to blend the two schemes is to compute an element-wise convex combination of the spatial
discretization operators, as for instance presented in [24, 25, 26]:

(16) u̇ij = (1− α)u̇DG
ij + αu̇FV

ij ,

where α is an element-local blending coefficient, also known as limiting factor. Thus, every element has one
constant value of α that determines the amount of FV method added to the high-order DG scheme.

Alternatively, it is possible to blend the high-order DG method with the lower-order FV method using
a subcell-wise strategy. The subcell-wise blending was suggested by both Hennemann et al. [24] in the
context of shock capturing and Pazner [31] in the context of IDP independently, and was tested by the latter
author for the combination of a standard DGSEM scheme with a low-order IDP method. The subcell-wise
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convex combination reads as

(17) Jiju̇ij =
1

ωi

(̂
f(i−1,i)j − f̂(i,i+1)j

)
+

1

ωj

(̂
fi(j−1,j) − f̂i(j,j+1)

)
,

where each interface flux f̂(·,·) is computed as a convex combination of the DG and FV fluxes,

(18) f̂(a,b) = (1− α(a,b))̂f
DG
(a,b) + α(a,b)̂f

FV
(a,b),

and a different blending coefficient, α(a,b), can be selected for each interface between any two adjacent nodes
a and b. Thus, with this subcell strategy, every element has a collection of local blending factors α(a,b) that
determine locally the amount of FV mixed to the high-order DG scheme.

2.4. Ingredient (IV): Strategies to Compute the Blending Coefficients. The fourth and final ingre-
dient is the computational strategy used to compute the element-wise or subcell-wise blending coefficients α
or α(a,b), respectively. The goal of the blending is to retain as much of the high-order method as possible,
while increasing the robustness (shock capturing, positivity of the solution, guaranteed entropy dissipation,
etc.) where necessary. In general, the blending coefficients can be computed before or after a time step
(explicit RK stage) has been taken. In this work, we will refer to the former technique as the a priori
computation and to the latter as the a posteriori computation.
The a priori computation of the blending coefficient. is perhaps the simplest strategy, as it only
requires the evaluation of a troubled cell indicator function, e.g., [47, 48], for the element-wise convex
combination strategy; or a nodal feature-based indicator function, e.g., [49, 50], for the subcell-wise convex
combination strategy. This strategy was successfully used by Hennemann et al. [24] and Rueda-Ramı́rez et al.
[25] in the context of entropy-stable shock capturing with element-wise hybrid FV/DG methods (which be
recast in the context of the present framework) and a modification of the shock indicator of Persson and
Peraire [47]. The general idea is to measure the modal energy for a given indicator quantity ε, e.g., density,
or pressure. We transform the quantity ε from (collocated) nodal space to hierarchical Legendre space with
modal coefficients {ε̂}Nj=0. The modal energy of the highest (and the second highest) modes are compared
to the total modal energy of the polynomial

(19) E = max

(
ε̂2N∑N
j=0 ε̂

2
j

,
ε̂2N−1∑N−1
j=0 ε̂2j

)
.

The blending coefficient is then estimated as

(20) α =
1

1 + exp
(−s

T (E− T)
) ,

with s = 9.21024, see [24], to obtain α(E = 0) = 0.0001, and

(21) T(N) = 0.5 · 10−1.8(N+1)0.25 .

This blending coefficient can be further refined to increase computational efficiency of the hybrid method.
For instance, one can introduce the threshold αmax ∈ (0, 1], which limits the maximum amount of allowed
FV scheme

(22) α = min(α, αmax).

We refer to [24, 25] for details and other modifications.
The two main advantages of the a priori technique are that it only requires information from the previous

time step, and that it allows for the most efficient use of the computational resources. For instance, if α = 0
uniformly within an element, only the DG operator has to be computed, whereas if α = 1, only the FV
operator has to be computed. On the other hand, the main drawback of the a priori approach is that it is
typically a heuristic approach with user-chosen parameters.
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The a posteriori computation of the blending coefficient. is a more complicated but versatile strategy,
which can be used to impose bounds to the numerical solution, e.g., positivity of the solution or general
discrete maximum principles, entropy inequalities, etc. The a posteriori technique has its roots in the flux
corrected transport (FCT) methods, e.g., [9, 51, 11, 12], where the main idea is to start from a bounds-
preserving low-order method and carefully blend in as much as possible of a less dissipative operator, which
is not necessarily bounds preserving, such that blended solution is bounds-satisfying. In the terminology of
FCT methods, the application of a low-order bounds-preserving scheme is commonly known as the first or
transport stage, and the addition of a higher-order operator is commonly known as the second, antidiffusive
or flux-correcting stage.

The a posteriori computation requires both a strategy to compute the bounds and a method to compute
the blending coefficient from those bounds. In principle, any physically-relevant bounds can be imposed, as
long as the subcell FV method delivers a solution that is within bounds. For instance, Rueda-Ramı́rez and
Gassner [26] proposed a maximum allowable deviation from the FV solution in the context of positivity-
preservation for the Euler equations.

It is also common to compute the target bounds for FCT methods from local minimum or maximum
principles, e.g., [12, 11],

(23) ρmax
ij = max

k∈N (ij)
ρ(u∗k), ρmin

ij = min
k∈N (ij)

ρ(u∗k),

where ρ(·) denotes any quantity that needs to be bounded, N (ij) is the low-order stencil,

(24) N (ij) := {ij, (i− 1)j, (i+ 1)j, i(j − 1), i(j + 1)},

and u∗ can be the solution at the previous time step, i.e., u∗ij = unij , or the low-order solution in the next

time step, i.e., u∗ij = uFV,n+1
ij , when the low-order method is monotonic.

Another popular alternative to compute the bounds comes from the work of Guermond and Popov [28],
who showed that a low-order method with a specific graph Laplacian viscosity operator can be written as a
convex combination of auxiliary two-point states in the low-order stencil, often referred to as bar states

(25) ū(a,b) =
1

2
(ua + ub) +

1

2λ(a,b)
(fa − fb) .

In the above, λ(a,b) is the maximum wavespeed of the one-dimensional Riemann problem computed between
two nodes, here a and b, along the normal direction at the interface between those nodes. Bounds for the
maximum wavespeed can be computed efficiently using the algorithm developed in [52]. Moreover, Guermond
and Popov [28] showed that the bar states preserve all convex invariants of the governing hyperbolic systems
(e.g. positivity and entropy conditions), and hence can be used to compute the target bounds, i.e., u∗k =
ū(ij,k).

Since SSP-RK methods can be written as a convex combination of forward Euler steps, we can compute
the blending coefficient that guarantees the target bounds for a simple Euler evolution. In FCT methods,
an Euler step is usually rewritten as

(26) un+1
ij = uFV,n+1

ij +
∑

k∈N (ij)\{ij}

(1− α(ij,k))̄f(ij,k),

where uFV,n+1
ij is the forward Euler increment for the low order method, and f̄(ij,k) is the so-called mass-

weighted anti-diffusive flux between nodes ij and k, which is defined as the high-order flux minus the
low-order flux. For instance, the anti-diffusive flux between nodes ij and (i+ 1)j reads as

(27) f̄(i,i+1)j := − ∆t

Jijωi

(̂
fDG
(i,i+1)j − f̂FV

(i,i+1)j

)
.

If we blend the operators in an element-wise manner, the computation of the blending coefficient is
straight-forward: every element must use the maximum blending coefficient that is determined for each of
its nodes independently [26, 31]. The blending coefficient for linear constraints (i.e., when we want to impose
a bound on one of the state quantities) can be obtained directly from (26) by replacing the element of
un+1
ij that needs to be bounded with its maximum and minimum values. For nonlinear convex constraints,

the blending coefficient is also obtained from (26), but a nonlinear problem must be solved; see [26] for
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details. The solution of the nonlinear problems can be approximated efficiently with a Newton–bisection or
Newton–secant algorithm [30, 53].

If we blend the operators in a subcell-wise manner, more sophisticated techniques are required to com-
pute the local blending coefficient. For instance, a Zalesak-type limiter [51, 31] can be used to compute a
provisional blending coefficient for each node that imposes lower and upper bounds on a state quantity (here
noted ρ),

P+ =
∑

k∈N (ij)\{ij}

max
(

0, f̄ρ(ij,k)

)
, P− =

∑
k∈N (ij)\{ij}

min
(

0, f̄ρ(ij,k)

)
,

α+
ij = 1−min

(
1,
ρmax
ij − ρ(uFV,n+1

ij )

P+

)
, α−ij = 1−min

(
1,
ρmin
ij − ρ(uFV,n+1

ij )

P−

)
α̃ij = max(α−ij , α

+
ij).(28)

For convex (nonlinear) constraints, the blending coefficient for each node can be obtained by solving
2d nonlinear problems, where d is the number of dimensions of the problem [30, 31]. We find provisional
blending coefficients for each node, such that the solution of the provisional Euler increment,

ũn+1
ij = uFV,n+1

ij + Γ(1− α̃ij )̄f(ij,k), ∀k ∈ N (ij) \ {ij},(29)

fulfills the bound that is being enforced. In the above equation, Γ is a parameter that depends on the
number of dimensions of the problem. A value of Γ := 2d guarantees the fulfillment of the bound [31]. The
blending coefficient at each subcell interface can be then computed as the maximum between the provisional
coefficients of the two nodes it connects, e.g., α(i,m)j = max(α̃ij , α̃mj).

In general, the subcell-wise techniques to obtain the blending coefficient are stricter than the element-wise
methods since they compute the blending coefficient for each subcell interface independently. Therefore, they
have to guarantee that the bounds are always met in each node, regardless of the blending coefficient in the
other subcell interfaces.

3. On the Hybrid Subcell FV/DG and the Sparse IDP DG Equivalence

In this section, we show that the sparse invariant domain preserving DG method proposed by Pazner
[31] can be equivalently recovered within the collection or proposed subcell limiting strategies by particular
choices of the ingredients.

Ingredient (I): [31] uses the high-order standard DGSEM scheme on LGL points, which clearly belongs
to the present high-order framework as a special case.

Ingredient (III): [31] presents either an element-wise or an subcell-wise convex blending. It is straight
forward to derive that these blending strategies directly correspond to the ones described in this actual work.

Ingredient (IV): The strategy to compute the blending coefficient used in [31] is the a posteriori approach
based on a Zalesak type limiter to ensure positivity of density and specific (physical) entropy. Furthermore,
for DG schemes with high-order polynomials, Pazner added an a priori step based on an element-wise troubled
cell indicator by Persson and Peraire [47] to pre-assess if the high-order element really needs limiting as the
bounds from the bar states of the low order IDP discretization are typically very restrictive and thus resulting
in very dissipative solutions.

Ingredient (II): What remains to show is that the low-order IDP method of [31] based on local graph
Laplacian viscosity is equivalent to the compatible subcell FV scheme on LGL nodes by Hennemann et al.
[24]; see Section 2.2.

Proposition 1. The subcell FV discretization on high-order curvilinear grids detailed in Section 2.2 is
equivalent to the low-order sparse invariant domain preserving scheme introduced by Pazner [31] when a
first-order reconstruction and the Rusanov (also known as local Lax-Friedrichs, or short LLF) flux are used.
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Proof. Using the LLF flux and a first-order FV reconstruction (Figure 1a) in (13), the compatible FV
discretization (12) reads,

Jiju̇
LLF
ij = +

1

ωi

 ~̃n(i−1,i)j

2
·
(↔
f(i−1)j +

↔
fij

)
−

∥∥∥~̃n(i−1,i)j

∥∥∥λ(i−1,i)j

2

(
uij − u(i−1)j

)
− 1

ωi

 ~̃n(i,i+1)j

2
·
(↔
fij +

↔
f(i+1)j

)
−

∥∥∥~̃n(i,i+1)j

∥∥∥λ(i,i+1)j

2

(
u(i+1)j − uij

)
+

1

ωj

 ~̃ni(j−1,j)

2
·
(↔
fi(j−1) +

↔
fij

)
−

∥∥∥~̃ni(j−1,j)

∥∥∥λi(j−1,j)

2

(
uij − ui(j−1)

)
− 1

ωj

 ~̃ni(j,j+1)

2
·
(↔
fij +

↔
fi(j+1)

)
−

∥∥∥~̃ni(j,j+1)

∥∥∥λi(j,j+1)

2

(
ui(j+1) − uij

) ,(30)

where λ(.,.) is again the maximum wave speed computed between two nodes.
We now define the quantities

(31) ĉ(i,m)j := −
ωj~̃n(i,m)j

2
, ĉi(j,m) := −

ωi~̃ni(j,m)

2
, ĉ(ij,ij) := ~0, and mij := Jijωij .

By virtue of the discrete subcell metric identities (15), we remove all occurrences of
↔
fij in (30). Moreover,

realizing that the normal vectors are uniquely defined inside each element, ~̃n(a,b) = −~̃n(b,a), we obtain

miju̇
LLF
ij = +

[
ĉ(i,i−1)j ·

↔
f(i−1)j +

∥∥ĉ(i,i−1)j

∥∥λ(i−1,i)j

(
u(i−1)j − uij

)]
+
[
ĉ(i,i+1)j ·

↔
f(i+1)j +

∥∥ĉ(i,i+1)j

∥∥λ(i,i+1)j

(
u(i+1)j − uij

)]
+
[
ĉi(j,j−1) ·

↔
fi(j−1) +

∥∥ĉi(j,j−1)

∥∥λi(j−1,j)

(
ui(j−1) − uij

)]
+
[
ĉi(j,j+1) ·

↔
fi(j+1) +

∥∥ĉi(j,j+1)

∥∥λi(j,j+1)

(
ui(j+1) − uij

)]
.(32)

Equation (32) can be further simplified by using the definition of the low-order stencil (24), defining the
graph viscosity coefficients, d̂(a,b) :=

∥∥ĉ(a,b)

∥∥λ(a,b), and re-indexing, ij → i, to obtain

(33) miu̇
LLF
i =

∑
j∈N (i)

ĉij ·
↔
fj +

∑
j∈N (i)

d̂ij (uj − ui) ,

which is exactly the sparse invariant domain preserving scheme of Pazner [31, eq. (35)]. �

The factor 1/2 in operator ĉ (31) corresponds to the entries of the sparsified derivative matrix,

(34) D̂1D :=


− 1

2
1
2 0 0 0 · · · 0

− 1
2 0 1

2 0 0 · · · 0
0 − 1

2 0 1
2 0 · · · 0

...
...

...
...

...
. . .

...

 ,

introduced by Pazner [31] to construct the low-order IDP scheme. Therefore, the other terms in ĉ must
correspond to Pazner’s modified metric terms for the FV-LLF and low-order IDP schemes to be equivalent.
In [31], the modified metric terms are computed by perturbing the contravariant basis vectors and solving a
minimization problem with a singular value decomposition, such that the resulting low-order scheme fulfills
a conservative condition.

Proposition 2. The subcell metrics (14) introduced by Hennemann et al. [24] are exact analytical solutions
to the conservative condition to the modified metric terms of the low-order IDP method of Pazner [31, Section
3.1].
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Proof. The conservative condition to the modified metric terms of the low-order IDP method can be rewritten
in terms of the operator ĉ as [31, Proposition 5]

(35)
∑

j∈N (i)

ĉij = ~0.

Inserting the definition of ĉ (31) into (35) and re-indexing back, we recover a weighted version of the
discrete subcell metric identities,

(36)
∑

k∈N (ij)

ĉ(ij)k =
ωij
2

(
~̃n(i−1,i)j − ~̃n(i,i+1)j

ωi
+
~̃ni(j−1,j) − ~̃ni(j,j+1)

ωj

)
= ~0.

�

By virtue of Proposition 2, it is not necessary to solve an underdetermined system of equations (e.g.,
using a singular value decomposition) to obtain the modified metric terms. It suffices to evaluate the exact
analytical subcell metric terms as described in equation (14).

4. Construction of Subcell Limiting Strategies for DGSEM

The strategies enumerated in Section 2 generate a family of potential methods that can be combined
in a flexible manner, depending on one’s specific needs. Since in Section 3 we further established that the
entropy-stable hybrid FV/ DG methods and the sparse IDP DG schemes belong to this unified framework,
it is possible to borrow ideas from one approach and transfer it to the other method. For instance, the
following options are possible and have been investigated by the authors:

(1) It is possible to construct sparse IDP DG methods and use split-form DG volume integral operators to
enhance robustness of the high-order discretization, e.g., by guaranteeing entropy dissipation and/or
kinetic energy dissipation. We will demonstrate in the numerical results section that an entropy-
stable split-form high-order DG scheme ensures convergence to the unique entropic solution of the
KPP problem. In general, it is further interesting to note that a robust split-form DG high-order
scheme is desirable as it helps to reduce the amount of necessary blending stabilization: Rueda-
Ramı́rez and Gassner [26] showed that the split-form DGSEM in combination with the entropy-stable
flux of Chandrashekar [39] and a subcell FV method is more stable and requires less stabilization (a
smaller amount of low-order method) than the hybrid standard DGSEM/FV for simulations when
applied to problems with under-resolved turbulence and shocks.

(2) It is possible to use hybrid FV/DG methods for shock capturing, cf. [24, 25], with a subcell-wise
limiting strategy, where an element local shock indicator has to be used to determine the local
blending coefficients within each element. However, we remark, that guaranteed entropy dissipation
of the semi-discretization has only been proven for the element-wise blending of entropy-stable DG
and FV methods (in [24] and [25] for the Euler and MHD equations, respectively) and that the proof
for subcell-wise blending is still missing.

(3) Since the low-order sparse IDP method can be interpreted as a subcell FV scheme with LLF flux, it
is possible to exchange the numerical flux function with more accurate numerical fluxes. There are
a wide variety of numerical fluxes in the FV literature, some of which can enforce certain desirable
properties with reduced dissipation compared to the LLF scheme. For instance, the HLLE [54]
and HLLEM [55] schemes preserve positivity of density and pressure for the Euler equations of gas
dynamics. However, it is important to compute target bounds that are consistent with the low-order
method used. For instance, the bar states of the IDP approach are specific to the LLF-type graph
Laplacian dissipation only. Hence, these bar states and their bounds do of course not directly carry
over to other numerical Riemann solvers.

(4) It is possible to apply high-resolution FV reconstruction procedures within the convex blend-
ing strategies. For instance, a second-order reconstruction procedure (such as the one illustrated in
Figure 1b) on primitive variables can guarantee monotonic solutions, which can be used to enforce
positivity of the solution.
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5. Numerical experiments

In this section, we apply various subcell limiting strategies for the high-order DGSEM scheme for different
hyperbolic PDEs. We provide examples of the so-called KPP problem, the compressible Euler equations of
gas dynamics, and the ideal MHD equations. The KPP problem is simulated with the open source Julia
code Trixi.jl (github.com/trixi-framework/Trixi.jl), e.g., [56, 57] while the rest of the numerical results
are generated with the open source Fortran code Fluxo (github.com/project-fluxo/fluxo). All examples
make use of the third-order three-stages SSP-RK method introduced by Shu and Osher [34] with a typical
explicit timestep determined by CFL = 0.5, the element geometry, and the maximum wave speed.

5.1. KPP Problem. We consider the so-called KPP problem, first introduced by Kurganov, Petrova, and
Popov in [58]. This two-dimensional conservation law features a non-convex flux function, and is given by

(37)
∂u

∂t
+
∂sin(u)

∂x
+
∂cos(u)

∂y
= 0.

The spatial domain is taken to be [−2, 2]2, and the initial condition is given by the piecewise constant
function

(38) u0(x, y) =

{
7π/2, x2 + y2 ≤ 1,

π/4, otherwise.

This problem is challenging for many high-order numerical methods, which do not correctly resolve the
composite wave structure, and may converge to incorrect (nonentropic) solutions. Even monotone methods
that result in non-oscillatory, maximum-principle-satisfying solutions may converge to nonentropic solutions
if they fail to satisfy discrete entropy inequalities [28, 59]. Therefore, it is natural to make use of discretiza-
tions that satisfy discrete entropy inequalities to guarantee convergence of the method to the unique entropy
solution. Although DG discretizations of scalar conservation laws satisfy a cell entropy inequality for the
square entropy [60], this requires exact computation of the volume and surface integrals, which may not be
feasible for the non-polynomial flux functions of (37).

In this section we consider the effect of using an entropy-stable DGSEM discretization with flux differencing
to discretize this problem. Consider the square entropy U = 1

2u
2. The entropy variables for this entropy are

the same as the conserved variables, i.e., v = u. The unique two-point entropy conservative flux is given by

(39) f̂EC(uL, uR) =

{
ψR−ψL

vR−vL uL 6= uR,

f(uL) uL = uR,

where ψ is the potential flux given by

(40) ψ =

[
− cos(u)
sin(u)

]
.

The split-form DGSEM method using this two-point flux for the volume terms, and the local Lax–Friedrichs
flux for surface integrals will satisfy the discrete entropy inequality, and will therefore converge to the unique
entropic solution.

We discretize this problem using the DGSEM method, with the element-wise entropy-stable shock captur-
ing scheme of [24] based on the indicator Eq.(20) and (22) with the maximum alpha threshold αmax = 0.5,
allowing at most 50% FV mixed in. The equations are integrated until t = 1 using the initial condition given
by (38). We generate a sequence of uniform Cartesian meshes, from 32× 32 elements up to 256× 256. The
polynomial degree N = 3. The solutions obtained using the standard DGSEM method and the entropy-
stable DGSEM method are shown in figure 2. Although the element-wise shock capturing scheme is sufficient
to give clean essentially nonoscillatory solutions, the standard DGSEM method, which does not satisfy a
discrete entropy inequality, converges to an incorrect, nonentropic solution. The entropy-stable DGSEM
method converges to the entropy solution, and correctly resolves the wave structures with sharp interfaces
at the discontinuities.

Finally, figure 3 shows the distribution of the element-wise blending coefficients α that nicely paint along
the discontinuous flow features. It is also interesting to note that erroneous wave structures from the
nonentropic solution of the standard scheme trigger the shock capturing, which is not the case in the entropy-
stable DGSEM result.

github.com/trixi-framework/Trixi.jl
github.com/project-fluxo/fluxo
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(a) 32 × 32 elements mesh

(b) 64 × 64 elements mesh

(c) 128 × 128 elements mesh

(d) 256 × 256 elements mesh

Figure 2. Comparison of solution to the KPP problem using the standard DGSEM method
(left) and the entropy-stable DGSEM (right) for a sequence of different grids. The polyno-
mial degree N = 3 and the end time t = 1. The standard DGSEM methods converges to a
nonentropic solution, whereas the entropy-stable DGSEM converges to the correct entropy
solution.
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Figure 3. Comparison of the blending coefficient distribution for the KPP problem using
the standard DGSEM method (left) and entropy-stable DGSEM (right) using a 256 × 256
elements grid with polynomial degree N = 3 at time t = 1. The shock capturing sensor of
[24] based on the equations (20) and (22) with the maximum alpha threshold αmax = 0.5 is
used for the indicator quantity u.

5.2. The Euler Equations of Gas Dynamics. The Euler equations of gas dynamics can be written as a
system of conservation laws, where the conserved variables are the mass, momentum and total energy per
unit volume, u = [ρ, ρ~v, ρE]T . The flux function reads

(41)
↔
f(u) =

 ρ~v
ρ~v ⊗ ~v + Ip
~v(ρE + p)

 ,
where I is the identity matrix, the pressure is computed with the calorically perfect gas assumption,

(42) p = (γ − 1)ρe,

γ is the heat capacity ratio, and e = E − ‖~v‖2 /2 is the internal energy.

5.2.1. Kelvin-Helmholtz Instability. We consider the inviscid two-dimensional Kelvin-Helmholtz instability
(KHI) setup, e.g., presented by Rueda-Ramı́rez and Gassner [26]. This setup is very challenging for nodal
high-order DG methods, as it contains severely under-resolved vortical structures with an effective Reynolds
number Re =∞ and a Mach number of up to Ma ≈ 0.6. As a result, both the standard and the split-form
DGSEM methods require the use of a positivity-preserving limiter to ensure robustness.

The aim of this test is to apply the positivity technique of Rueda-Ramı́rez and Gassner [26] in a subcell-
wise manner. More specifically, we impose lower bounds for density and pressure that depend on the FV
solution,

(43) ρij ≥ βρFV
ij , pij ≥ βpFV

ij ,

with β = 0.1 (which is more stringent requirement than just positivity). We compute local blending coeffi-
cients that ensure the fulfillment of condition (43) in the entire simulation domain. This requires the use of
a one-sided Zalesak-type limiter for the density limiting (i.e., only α− is computed in (28)) and the solution
of interface non-linear equations for the pressure limiting (as in (29)).

The initial condition is given by

ρ0(x, y) =
1

2
+

3

4
B, p0(x, y) = 1,

v1,0(x, y) =
1

2
(B − 1) , v2,0(x, y)) =

1

10
sin(2πx),(44)

with B = tanh (15y + 7.5)− tanh(15y − 7.5).
The simulation domain, [−1, 1]2, is equipped with periodic boundary conditions. We tessellate the domain

using 64× 64 quadrilateral elements, represent the solution with polynomials of degree N = 7, and run the
simulation until the final time t = 10. We discretize the Euler equations using the split-form DGSEM, the
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entropy-conserving and kinetic energy preserving flux of Chandrashekar [39] for the volume numerical fluxes,

f∗, and the traditional Rusanov scheme for the surface numerical fluxes, f̂ .
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Figure 4. Evolution of the blending coefficient over time for the Kelvin-Helmholtz insta-
bility simulations. εm ≈ 2.22× 10−16 corresponds to the double-precision machine epsilon.

Figure 4 shows the evolution of the blending coefficient over time for the Kelvin-Helmholtz instability
simulation. To quantify how dissipative the resulting scheme is (that is, how much of the low-order method
was required to stabilize the high order method), we plot a generalization of the metrics introduced by
Rueda-Ramı́rez and Gassner [26],

(45) max(α)(t) = max
τ∈[t−∆τ,t]

(
K

max
e=1

N
max
i,j=0

αeij(τ)

)
, ᾱ(t) =

1

ns

ns∑
s=1

 1

V

K∑
e=1

N∑
i,j=0

Jijωij(α
e
ij)

s

 ,

where e ∈ [1,K] denotes the element index, K is the number of elements of the domain, i, j ∈ [0, N ] are the
node indexes, N is the polynomial degree, (αeij)

s is the blending coefficient of node ij of element e at the RK
stage s, ns is the number of RK stages taken from t−∆τ to t, and V is the area of the domain. The value
of ᾱ represents a volume-weighted average of the blending coefficient to get an impression of the amount of
FV mixed to the DG approximation. A value ᾱ = 1 means that the entire domain uses a first-order FV
method, whereas ᾱ = 0 means that it uses only the high-order DG method.

Figure 4a shows that the magnitude of the maximum blending coefficient of both blending strategies is
similar for this example. Moreover, from Figure 4b it is clear that the subcell-wise blending strategy requires
a much lower amount of low-order method to stabilize the simulation than the element-wise strategy (about
three orders of magnitude lower), leading to a less dissipative scheme.

We plot the density contours for the Kelvin-Helmholtz simulations at times t = 3.7, t = 6.7 and t = 10 in
Figure 5. The evolution of the density in the domain is very similar for the element-wise and subcell-wise
limiting techniques at the beginning of the simulation, which is expected due to the extremely low values
of α in both setups. Nevertheless, we remark that already at time t = 6.7, small differences in the density
distribution of the two limiting techniques can be appreciated visually, which make the two simulations
evolve to substantially different solutions at t = 10.

Figure 6 shows the distribution of the maximum cumulative blending coefficient for the element-wise and
subcell-wise techniques at time t = 6.7. Since the low-order method is only activated when the density or
pressure computed by the high-order scheme fall below the specified thresholds (43), we have to compute
the maximum cumulative blending coefficient over a time interval to be able to visualize where dissipation
is being added. It is clear that the subcell-wise technique applies the low-order method in a more localized
manner than the element-wise technique, and thus retains the desirable high-order convergence properties
as much as possible.
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(a) Element-wise blending, t = 3.7 (b) Subcell-wise blending, t = 3.7

(c) Element-wise blending, t = 6.7 (d) Subcell-wise blending, t = 6.7

(e) Element-wise blending, t = 10 (f) Subcell-wise blending, t = 10

Figure 5. Density contours for the Kelvin-Helmholtz instability simulations with element-
wise and subcell-wise blending strategies at three different times. DGSEM results with
polynomial degree N = 7 and 64× 64 elements.
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(a) Element-wise blending (b) Subcell-wise blending and detail

Figure 6. Contours of the maximum blending coefficient for the Kelvin-Helmholtz insta-
bility simulations with element-wise and subcell-wise blending strategies at time t = 6.7.
The blending coefficient is taken as the maximum over all the SSP-RK stages of a sampling
interval ∆τ = 0.1. DGSEM results with polynomial degree N = 7 and 64× 64 elements.

5.2.2. Inviscid Bow Shock Upstream of a Blunt Body. We now consider the 2D supersonic flow over a blunt
body, which produces a detached bow shock. The aim of this test is to simulate a shock problem using
invariant domain preserving techniques with subcell-wise convex blending on a curvilinear grid.

The problem setup was proposed as an advanced test case for the Fifth International Workshop on High-
Order CFD Methods [61]. The left boundary of the domain is a circular arc with origin (3.85, 0) and radius
5.9. The blunt body consists of a flat front of length 1 and two quarter circles of radius 0.5. The meshes were
generated with gmsh [62] using third-order hexahedral elements. The heat capacity ratio is set to γ = 1.4
and the initial condition is the constant state

(46) ρ(x, y) = 1.4, p(x, y) = 1, v1(x, y) = 4, v2(x, y) = 0.

The boundary on the blunt body is a reflecting wall and the other boundaries are characteristics-based
inflow/outflow boundaries, where the external state is selected depending on the flow conditions normal
to the boundary. We use the split-form DGSEM with the entropy-stable flux of Chandrashekar [39] and
polynomial degree N = 5, the Rusanov solver for the surface numerical fluxes, and the first-order FV method.

For this example, we compute the blending coefficient to impose a TVD-like solution on the density from
the bar states (25),

(47) min
k∈N (ij)

ρ̄(ij,k) ≤ ρij ≤ max
k∈N (ij)

ρ̄(ij,k)

and a discrete minimum principle on a modified specific entropy from the bar states (25),

(48) min
k∈N (ij)

φ(ū(ij,k)) ≤ φ(uij),

where the use of the modified specific entropy, φ = eρ1−γ , guarantees the fulfillment of a discrete entropy
inequality and is a particularly efficient choice, as φ is computationally cheaper to evaluate than the standard
specific entropy, s = ln(pρ−γ), and is better suited for the Newton’s method [30, 53]. Moreover, the fulfillment
of conditions (47) and (48) guarantees positivity of density and pressure [30].

Since we use the LLF solver as the surface numerical flux for the DG and first-order FV method and due
to the equivalence between the FV-LLF and the low-order graph Laplacian method shown in Section 3, the
bounds (47) and (48) can always be met, up to machine precision accuracy.

The numerical results for time t = 10 are plotted in Figure 7 for two different meshes with 864 and 1536
elements, respectively. In both mesh resolutions, the shock is resolved sharply, even when it is located inside
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an element. It is interesting to note that the FV method is activated primarily upwind of the shock to damp
out possible oscillations of the high-order scheme. About ᾱ = 11.03% of the domain volume is discretized
with low order at the end of the simulation for the coarse grid, and about ᾱ = 9.50% for the fine grid.

(a) Mesh with 864 elements (31104 DOFs) (b) Mesh with 1536 elements (55296 DOFs)

Figure 7. Simulation results for the bow shock simulation at time t = 10. We plot the
pressure, p, and the instant local blending coefficient, α, for two different mesh resolutions.
DGSEM results with polynomial degree N = 5.

5.2.3. High Mach Astrophysical Jet. To test the robustness of the subcell limiting strategies for the DGSEM,
we simulate an astrophysical jet with a Mach number Ma ≈ 2000. This example was originally proposed by
Ha et al. [63], and is considered an extreme benchmark for robust high-order problems [64, 65].

The computation domain is the unit square, [−0.5, 0.5]2, tessellated into 256× 256 quadrilateral elements
of degree N = 3. The top and bottom boundaries are periodic, and the left and right boundaries are
characteristics-based inflow/outflow boundaries. The domain is filled with a monatomic gas (γ = 5/3) at
rest with

(49) ρ(x, y) = 0.5, p(x, y) = 0.4127, v1(x, y) = 0, v2(x, y) = 0,

and on the left boundary there is a hypersonic inflow with

(50) ρ(−0.5, y) = 5, p(−0.5, y) = 0.4127, v1(−0.5, y) = 800, v2(−0.5, y) = 0

for y ∈ [−0.05, 0.05], which corresponds to a Mach number of Ma = 2156.91 with respect to the speed of
sound in the jet gas, and Ma = 682.08 with respect to the speed of sound in the ambient gas.

As in the previous examples, we discretize the Euler equations using the split-form DGSEM, and the
entropy-conserving and kinetic energy preserving flux of Chandrashekar [39] for the volume numerical fluxes,
f∗. Similarly to the case of the bow shock in Section 5.2.2, we impose TVD-like bounds on the density (47)
and a local minimum principle on the modified specific entropy (48) based on the bar states (25).

In this example, we test different low-order methods to assess their impact on the solution when performing
element-wise and subcell-wise limiting. As the baseline low-order scheme, we use a standard FV method

with first-order reconstruction (Figure 1a) and the LLF method as the surface numerical flux, f̂ . Because of
the equivalence shown in Section 3, this scheme is able to fulfill the bounds for both the element-wise and
subcell-wise blending strategies.

Besides the baseline scheme, we test a FV scheme with second-order reconstruction on primitive variables
(ρ, ~v and p) and the positivity-preserving HLLE Riemann solver [54] for the surface numerical fluxes. We
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(a) ESDGSEM + first-order FV (LLF)

(b) ESDGSEM + first-order FV (HLLE)

(c) ESDGSEM + second-order FV (HLLE)

Figure 8. Simulation results for the astrophysical jet simulation with element-wise convex
blending at time t = 10−3. We plot the density, ρ, and the instant blending coefficient, α,
for three different schemes considered. DGSEM results with polynomial degree N = 3 and
256× 256 elements.
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(a) ESDGSEM + first-order FV (LLF)

(b) ESDGSEM + first-order FV (HLLE)

(c) ESDGSEM + second-order FV (HLLE)

Figure 9. Simulation results for the astrophysical jet simulation with subcell-wise convex
blending at time t = 10−3. We plot the density, ρ, and the instant blending coefficient, α,
for three different schemes considered. DGSEM results with polynomial degree N = 3 and
256× 256 elements.
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compute the reconstructed quantities in reference space using a minmod limiter. Since there are collocated
nodes at the interface between every two neighbor elements, the minmod reconstruction procedure is not
well-defined for the subcells at the element boundaries. Therefore, to guarantee a positivity-preserving
FV reconstruction, we only use the minmod limiter for the inner subcells, and fall back on a first-order
reconstruction at the element boundaries, as shown in Figure 1b.

The low-order methods that use a second-order reconstruction and/or the HLLE solver are not guaranteed
to satisfy the bounds computed from the bar states, i.e. (48) and (47); bounds of this form are closely related
to the first-order LLF discretizations. Nevertheless, we keep (47) and (48) in the absence of better bounds
and employ the algorithms that determine the blending coefficient to obtain the numerical solution that is
closest to the restrictions.

Figure 8 shows the density and blending coefficient distributions of the three different schemes considered
when using the element-wise convex combination strategy. It is evident that the shock resolution and the
amount of small scales improves when higher-order FV reconstruction procedures and high-fidelity Riemann
solvers are used. Figure 9 shows the density and blending coefficient distributions of the three different
schemes considered when using the subcell-wise convex combination strategy. It is clear that the subcell-
wise blending captures the shocks more sharply and allows the development of smaller scales than the
element-wise blending. Moreover, the resolution of small scale features improves again when higher-order
FV reconstruction procedures and high-fidelity Riemann solvers are used.

5.3. Ideal Magnetohydrodynamics. We now consider the ideal MHD equations with a divergence clean-
ing mechanism that is based on a generalized Lagrange multiplier (GLM), also known as the GLM-MHD
equations [66, 67]. The GLM-MHD equations can be written as a conservative or non-conservative system.
Although the non-conservative form is necessary to show entropy stability [66], we use the conservative form
in this work since it is more convenient to cast in the framework of the present collection of subcell limiting
strategies.

The conserved quantities of the GLM-MHD system are u = [ρ, ρ~v, ρE]T , ρ is the density, ~v = (v1, v2, v3)T

is the velocity, E is the specific total energy, ~B = (B1, B2, B3)T is the magnetic field, and ψ is the so-called
divergence-correcting field, a GLM that is added to the original MHD system to minimize the magnetic field
divergence.

The flux contains the Euler, ideal MHD and GLM contributions,

(51)
↔
f(u) =

↔
fEuler +

↔
fMHD +

↔
fGLM =



ρ~v

ρ(~v ~v T ) + pI

~v
(

1
2ρ ‖~v‖

2
+ γp

γ−1

)
0
~0


+



~0

1
2µ0
‖ ~B‖2I − 1

µ0

~B ~BT

1
µ0

(
~v ‖ ~B‖2 − ~B

(
~v · ~B

))
~v ~BT − ~B ~v T

~0


+



~0

0

ch
µ0
ψ ~B

chψI

ch ~B


,

where p is the gas pressure, I is the 3 × 3 identity matrix, µ0 is the permeability of the medium, and ch is
the hyperbolic divergence cleaning speed, The variable ch is a time-dependent parameter in the simulation,
which is computed at every time step as the maximum value that retains CFL-stability.

We close the system with the (GLM) calorically perfect gas assumption,

(52) p = (γ − 1)

(
ρE − 1

2
ρ ‖~v‖2 − 1

2µ0
‖ ~B‖2 − 1

2µ0
ψ2

)
,

where γ denotes the heat capacity ratio.

In these equations, the divergence-free condition, ~∇· ~B = 0, is not enforced exactly. However, the solution
evolves towards a divergence-free state [68, 67, 66].

5.3.1. Orszag-Tang Vortex. The Orszag-Tang Vortex is an inviscid 2D MHD case that was originally pro-
posed by Orszag and Tang [69], which is widely used to test the robustness of MHD codes [70, 66, 71, 72].
The simulation starts from a smooth initial condition, which evolves into complex shock patterns with several
shock-shock interactions and transitions to MHD turbulence.
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We tessellate the simulation domain, Ω = [0, 1]2, with a Cartesian grid and periodic boundary conditions.
The initial conditions are

ρ0(x, y) =
25

36π
, p0(x, y) =

5

12π
,

v1,0(x, y) = − sin(2πy), v2,0(x, y) = sin(2πx),

B1,0(x, y) = − 1√
4π

sin(2πy), B2,0(x, y) = − 1√
4π

sin(4πx).

In this example, we use the subcell-wise limiting technique. As in [72], we compute the blending coefficient
at each RK stage to impose a TVD-like solution on the density,

(53) min
k∈N (ij)

ρFV
k ≤ ρij ≤ max

k∈N (ij)
ρFV
k ,

where ρFV
k is the solution at the next RK stage that is obtained with the low-order method for node k.

We solve this problem until t = 1 with 256× 256 elements, the polynomial degree N = 3, and we use the
split-form DGSEM, the volume numerical flux of Chandrashekar and Klingenberg [70], and the LLF as the
surface numerical flux. Moreover, we use subcell FV schemes with first- and second-order reconstructions

on primitive variables (ρ, ~v, p, ~B and ψ) as the compatible low-order method.
We note that, since the selected low-order methods are guaranteed to be monotonic for the primitive

variables and the density bounds are obtained from the low-order solutions in the FV stencil, (53) can
always be satisfied by the hybrid DG/FV scheme.

The main results are shown in Figure 10 for time t = 0.5 and in Figure 11 for time t = 1.0. Since the
second-order FV method is less dissipative than its first-order counterpart, the bounds that it imposes are
less strict, which leads to less limiting (as can be observed clearly in Figure 10). As a result, the scheme that
uses second-order limiting is less dissipative and allows the appearance of more turbulent structures, as can
be observed in Figure 11.

6. Conclusions

In this paper, we discuss strategies for subcell limiting of high-order DG methods based on convex blending
on curvilinear meshes. We first enumerate the four components necessary to formulate the method. The
main ingredients are high-order DGSEM and a compatible subcell FV scheme that evolves the same degrees
of freedom as the high-order scheme. The high-order scheme admits split-formulations that can be, for
instance, kinetic energy preserving or entropy consistent. The low-order scheme allows for the application
of a large number of standard techniques from the FV literature, e.g., allowing flexibility in the choice of
approximate Riemann solver and the type of slope reconstruction. One further needs to decide whether
an entire element is blended, or if the nodal values within an element are individually blended. While
element-wise blending is simpler and allows for a global entropy estimate of the hybrid discretization, it is
also typically more dissipative than the subcell blending. Lastly, suitable indicators to compute the blending
coefficients are necessary. Options range from simple and cheap heuristic options based on modal energy
estimates as troubled cell indicators up to FCT-like a posteriori approaches that guarantee positivity of
density and pressure and preservation of convex invariants throughout the duration of the simulation.

By choosing specific options for these ingredients, we have demonstrated that existing limiting approaches
from the literature may be recovered using the unified framework. In addition to recovering existing versions,
the unified point of view allows to further mix and match the four ingredients to obtain shock-capturing and
positivity-preserving methods tailored to the needs of the user. Some of the resulting combinations allow for
strong theoretical statements, e.g., provable entropy dissipation, provable positivity of density and pressure,
as well as other properties of invariant domain preservation. Other combinations depend more on heuristic
choices, but empirical results suggest that they may substantially improve real-world performance in terms
of amount of dissipation added to the discretization and/or computational complexity.

To investigate the versatility of the convex blending strategies in the context of the unified framework, we
consider several challenging test cases from the literature and demonstrate the performance of the resulting
high-order DGSEM discretizations. For instance, we demonstrate that for the KPP problem (featuring
a non-convex flux function), it is beneficial to use an entropic high-order DGSEM in order to guarantee
convergence to the unique entropy solution. We also demonstrated that it is possible to robustly simulate
a challenging Mach 2000 jet flow inspired by an astrophysical setup and maintain positivity of the solution
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(a) ESDGSEM + first-order FV (LLF)

(b) ESDGSEM + second-order FV (LLF)

Figure 10. Simulation results for the Orszag-Tang vortex simulation with subcell-wise
convex blending at time t = 0.5. We plot the density, ρ, and the instant blending coefficient,
α, for two different schemes considered. DGSEM results with polynomial degree N = 3 and
256× 256 elements.

without excessive dissipation. Lastly, we also show that the strategies can be applied for more complex
hyperbolic systems, such as the ideal MHD system with divergence cleaning.
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(a) ESDGSEM + first-order FV (LLF)

(b) ESDGSEM + second-order FV (LLF)

Figure 11. Simulation results for the Orszag-Tang vortex simulation with subcell-wise
convex blending at time t = 1.0. We plot the density, ρ, and the instant blending coefficient,
α, for two different schemes considered. DGSEM results with polynomial degree N = 3 and
256× 256 elements.
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[48] A. Klöckner, T. Warburton, J. S. Hesthaven, Viscous shock capturing in a time-explicit discontinuous
Galerkin method, Mathematical Modelling of Natural Phenomena 6 (2011) 57–83.

[49] P. Fernandez, N.-C. Nguyen, J. Peraire, A physics-based shock capturing method for large-eddy simu-
lation (2018).
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