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CHAPTER I

GENERAL PROPERTIES OF SEMIGROUPS

Definition 1.1. The ordered pair (S,*) is a semi-

group iff S is a set and * is an associative binary operation

Multiplication) on S.

Notation. A semigroup (S,*) will ordinarily be

referred to by the set S, with the multiplication understood.

In other words, if (a,b)e SX S, then *[(a,b)] = a*b = ab.

The proof of the following proposition is found on p. 4

of Introduction to Semigroups, by Mario Petrich.

Proposition 1.2. Every semigroup S satisfies the

general associative law.

Proof. If {a.}'I n S, then define
i =

a 1a **-anEa a1Ca 2 (-C--ana-lan)-e)). If a&S and a is the

product of one element a1ES, then a = a1 , and the product

does not depend on the positioning of parentheses. Now

suppose the general associative law holds for all products

of r elements, where r<n. If a is the product of n elements

of S, then there exists rsZ+, 1 <r <n, such that

a =.(a 1a2--ar )(a r+1 ar+2- -- a n)

= [a 1(a2 ---ar)](ar+1 ---an)

= al[(a2 ***ar)(ar+1***an)]
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= al(a 2 ---ar-ar+1---a)

= a1a2 --an.

Thus by induction, S satisfies the general associative law,

and so all parentheses may be omitted from products of ele-

ments of a semigroup.

Definition 1.3. A nonempty subset T of a semigroup S

is a subsemigroup of S iff T is closed under the operation

on S (if a,beT, then abeT).

Thus a subsemigroup T of a semigroup S, along with the

multiplication of S, is itself a semigroup since associa-

tivity is inherited from S.

Definition 1.4. A semigroup S is generated by a subset

G of S iff every element of S can be expressed as the product

of elements of G.

Definition 1.5. A semigroup S is cyclic iff there

exists asS such that S is generated by {a}.

Definition 1.6. If A is a nonempty subset of a semi-

group S, then the subsemigroup of S generated by

A is {a1 a2 --e-an j aiEA, l<i<n; nEZ+}, where Z+ is the

set of all positive integers.

Lemma 1.7. If A is a nonempty subset of a semigroup S,

then the subsemigroup of S generated by A is the intersection

of all subsemigroups of S containing A.
n 

+

Proof. Let T ='{ II ai j nEZ; aA, in} and let
i=l

{G } {G subsemigroup of S I ASG}.a~cYE
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n
If H a. 6 T, then a E A for each i, 1<i<n. Therefore,

i=l

since ASGa for all aor, then for each i, 1<1<n, aiEGa for

all aer.
n n

Therefore, H a eGa for all ar., so that 11 aE flGa.
i=l t=l aEr

Thus TflS Ga. However, T itself is a subsemigroup of S
aEr

and obviously contains A. Therefore, T E {G}cr, so that

nG 5;T, and hence T = flGy.

Definition 1.8. A nonempty subset T of a semigroup S

is a left ideal of S iff aeS, bET imply abcT. T is a right

ideal of S iff aES, beT imply baET. T is a two-sided ideal

(or simply an ideal) of S iff T is both a left and right

ideal of S. T is a proper ideal of S iff T is an ideal of

S and T S.

Notation. If'{A is a collection of nonempty sub-

sets of a semigroup S, then

A1A2 -- An {a -a2--a ntaieAi, 1<i<n}.

If A = {a}, then A 1A2.. A 1 a A 1 -An = A1A2  *An'

If A = 2 = -- = An = A, then An = A1 A 2 ---An. In general,

no distinction will be made between an element a of a semi-

group S and the singleton set {a}.

In view of this notation, a nonempty subset T of a

semigroup S is: (i) a subsemigroup of S iff T2S T, (ii) a

left ideal of S iff STST, (iii) a right ideal of S iff

TSST, Civ) an ideal of S iff STUTSST. Also, if A is a

nonempty subset of S, then the subsemigroup of S generated

by A is UAn
i= I
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Lemma 1.9. Each of the collections (a) of all left

ideals, Qb) all right ideals, (c) all ideals of a semigroup

S is closed under (i) arbitrary intersection, if nonempty,

Cii) arbitrary union, Also, the collection of all ideals

is closed under finite intersection.

Proof. Part I: Let {G }aA be a collection of left

ideals of a semigroup S such that nG / If xS
aEA

Y. n G., then yE:G for each oeA. Since G. is a left ideal
aeA

of S, then xy s G. for each oasA, so that xys EGnG. There-
asA

fore nlGa is a left ideal of S. Similarly, if {G } is
a-A aa A

a collection of right ideals (or ideals) of S such that

lG $, then nG. is a right ideal (or ideal) of S.
acA acA

Part IT: If {Gala}A is a collection of left ideals

of S, then for each asA, Ga $, so that U Ga $. Further-
acA

more, if xeS and ye U G , then there exists fEsA such that
aosA 

'

yEG . Therefore xy cG UG., and so (JG is a left
'R A asA

ideal of S. Similarly, if {G}A is a collection of right

ideals (or ideals) of S, then UG. is a right ideal (or
acsA

ideal) of S.

Part III: If A and B are ideals of a semigroup S,

then A $ and B / $, so there exist xeA, ycB. Therefore

xy E A and xycE:B, so that xy EA f)B and thus AOlB 4. Further-

more, if pcAC B and qeS, then psA and peB. Therefore

pqqp EA and pq,qpsE:B, so that pq,qp E:ACIB. Thus AOB is
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is an ideal of S. Now suppose that if {A} is a
k icollection of ideals in S, then iA. is an ideal in S.

i=l1
Therefore, if {Ai}k+l is a collection of ideals of S, then1=i
k k+l k
.IA. is an ideal of S. But then n A. = n A-CA is an

i* i=l i=l 1 k+1

ideal of S since the case for two ideals was already proven.

Therefore, by induction, for each nEZ+, if {A.}n is a
n 'i=l

collection of ideals of S, then CIA. is an ideal of S.
i=l 1

Definition 1.10. If S is a semigroup, AGS, and A yp

then the left ideal generated by A is LA =fl{T left ideal of

SIAS T}. A left ideal of S generated by a singleton subset

{a} of S is the principal left ideal of S generated by a,

and will be denoted by L(a). Corresponding definitions are

valid for right ideals with notation RA,R(a), and ideals with

notation JA,JCa).

Lemma 1.11. If S is a semigroup and asS, then

(il L(a) = {=a} USa, (2) R(a) = {a}U aS, and

(3) J(a) ={a}UtaSUSaUSaS.

Proof. Part I: Let {Gal} A be the collection of all

left ideals of S containing a, so that L(a) = fnGo
a6A

Ci) Since aoGa for each acsA, then asa = L(a), so that

{a} L (a), Cii) Since L(a) is a left ideal of S and asL(a),

then for each xcS, xaeL(a) so that Sa S L(a). Therefore,

by Ci)., Cii), {a}USaELCa).

Let xes, ye{a}USa, so that either y = a or y = ka for

some keS.
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(i) If y = a, then xy = xaESa-{ a}U Sa.

(ii) If y = ka, then xy = x(ka) = (xk)aSaC{a}U Sa,

since xkeS.

Therefore {a}U Sa is a left ideal of S and contains a,

so that {a}USa'{G } , and so L(a) = GC {a}USa.

Part II: Similarly, R(a) = {a}aS.

Part III: Let'{JHl}aA be the collection of all ideals

of S containing a, so that J(a) = nH.
cgsA

(i) Since aeH for each asA, thenaaA J(a), so

that {a} J(a).

(ii) Since J(a) is an ideal of S and asJ(a), then for

each xeS, axEJ(a) and xasJ(a), so that aS10J(a) and Sa J(a).

Ciii) Also, if x,ysS, then xaEJ(a) since J(a) is a left

ideal, and so xay = Cxa)ysJ(a) since J(a) is a right ideal.

Therefore, SaSGJCa). Thus by (i)-(iii),

{a}USaUaSUSaS G J(a),

If xeS, yE{a}USaUaSUSaS, then either y = a, yESa,

yS, or yeSaS.

Ci) If y =.a, then xy = xasSa and yx = axEaS, so that

)xy', yxE{a}USaUaSUSaS.

(ii) If yESa, then y = ka for some keS. Therefore,

xy= x(ka) = (xk)asSa, since xkES, and yx = kaxeSaS, so

that xy,yxE{a}USaUaSUSaS.

(iii) If ysaS, then y = ak for some kES. Therefore,

xy = xakESaS and yx = (ak}x = a(kx)EaS, since kxeS, so that

xy,yxF{a}USaUaS USaS.
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(iv) If ySSaS, then y = paq for some p,qsS. Therefore,

xy = x(paq) = @p)asESaS since xpES, and

yx = (paq)x = pa(qx) F-SaS since qxES, so that

xy,yxe{a}U Sa UaSUSaS.

Thus, by (i)-(iv), {a}USaUaSUSaS is an ideal of S

and contains a, so that {a}lUSaUaSUSaSE {Ha}aSA, and so

JCa) = r) H G {a}USaUaSUSaS.
cEeA

Definition 1.12. A semigroup S is left (right) simple

iff S is the only left (right) ideal of S. S is simple iff

S is the only ideal of S.

Lemma 1.13. A semigroup S is left simple iff Sa = S

for all asS. A semigroup S is right simple iff aS = S for

all acS. A semigroup S is simple iff SaS = S for all aeS.

Proof. Part I: Suppose S is left simple and asS.

If peS and qeSa, then q = ka for some ksS, and so

pq = p(ka) = (pk)aESa since pkES. Therefore, Sa is a

left ideal of S so that Sa = S since S is left simple.

Thus Sa = S for all asS.

Suppose Sa = S for all asS. If G is a left ideal of

S, then G so that there exists asG. Therefore,

S = SarSGsG (since G is a left ideal) S S, so that G = S.

Thus S is left simple.

Part II: Similarly, S is right simple iff aS = S for

all asS.

Part III: Suppose S is simple and aeS. If peS, qsSaS,

then q = kat for some k,tES. Therefore
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pq = p(kat) =..(pk)at ESaS since pk -S, and

qp = (kat)p = ka(tp) ESaS since tp eS. Thus SaS is an

ideal of S, and so SaS = S since S is simple.

Suppose SaS = S for all a6S. If G is an ideal of S,

then G $ so there exists asG. Therefore if x,ys S, then

xa 6G and so xay = (xa)ysE G. Thus S = SaSGGISS so that

G = S, and so S is simple.

Definition 1.14. The intersection of all ideals of a

semigroup S, if nonempty, is the kernel of S.

Lemma 1.15. If K is a simple ideal of a semigroup S,

then K is the kernel of S.

Proof. Suppose K is a simple ideal of a semigroup S.

If G is any ideal of S, then KOG is an ideal of S by

lemma 1.9. Since KC)GEGK, then KCIG = K since K is simple.

Therefore K = KIG'G for each ideal G of S, so that

K c)O{GIG is an ideal of S}. But Kc {GIG isan ideal of S},

and so (1{GIG is an ideal in S} S K, Thus K = fI{GjG is

an ideal of S} = kernel of S, since K y$

Definition 1.16. Let S be a semigroup and let deS.

An element e of S is: (i) a left identity of d iff ed = d,

Cii.) a right identity of d iff de = d, (iii) a two-sided

identity (or simply an identity) of d iff e is both a left

and a right identity of d. Furthermore, e is a left (right)

identity of S iff e is a left (right) identity of every

element of S; and e is a two-sided identity (or simply an

identity) of S iff e is both a left and a right identity of S.
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Definition 1.17. An element z of a semigroup S is a

left zero of S iff zx =.z for all xES; z is a right zero of

S iff xz = z for all xPS; z is a two-sided zero (or simply

a zero) of S iff z is both a left and a right zero of S.

Definition 1.18. If S is a semigroup with zero z, then

an element p of S is a zero divisor of S iff p z and there

exists qeS such that q *z and either pq = z or qp = z.

Notation: If S is a semigrpup, an identity 1 may be

adjoined to S by defining xl = lx x for all XES. Similarly,

a zero 0 may be adjoined to S by defining xO = Ox = 0 for all

xES. Let S1 be the semigroup S with 1 adjoined, and let So

be S with 0 adjoined. Thus, according to this notation, if

S i~s a semigroup and asS, then L(a) - S1a, R(a) = aS1 , and

JCal SIaS,

Lemma 1.19. If a semigroup S has an identity, then the

identity is unique.

Proof, Suppose e and u are identities for a semigroup

S. Then e eu since u is a right identity, and eu = u

since e is a left identity. Thus e = u and the identity is

unique.

Lemma 1.20. If a semigroup S has a zero, then the zero

is unique.

Proof. Suppose z and w are zeros of a semigroup S.

Then z = zw since z is a left zero, and zw = w since w is a

right zero. Thus z = w and the zero element is unique.
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Notation. f A and B are sets, then Ci) A\B = {xsAjxtB},

Ciii IAI = cardinality of A, and Ciii) if S is a semigroup

with 0, then S* S\{O}. Notice that S* is a semigroup iff

S has no zero divisors.

Definition 1.21. A semigroup S in which every element

is a left Cright) zero is a left Cright) zero semigroup. A

semigroup S with zero 0 is a zero semigroup iff ab = 0 for

all a,bES. A semigroup S with zero 0 is 0-simple iff

S {0} and S has no nonzero proper ideals. Thus S is

0-simple iff S is not a zero semigroup, and the only ideals

in S are {0} and S.

Definition 1.22. Elements p and q of a semigroup S

commute iffp = qp.

Definition 1.23. The center of a semigroup S is

CC) E {aeSjax =,xa for all xES}.

Definition 1.24. A semigroup S is commutative iff

CCS} = S.

Definition 1.25. An element x of a semigroup S is

idempotent iff = x.

Definition 1.26. A semigroup S is idempotent iff every

element of S is idempotent.

Definition 1.27. A semilattice is a commutative idem-

potent semigroup.

Definition 1.28. A subgroup G of a semigroup S is a sub-

semigroup of S which is also a group.

The proof of the following proposition is found on p. 10

of Introduction to Semigroups, by Mario Petrich.
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Proposition 1.29. If e is an idempotent element of a

semigroup S, then

GeHE {asSla = ea = ae, e = ab = ba for some beS}

{aES1 a eStlSe, e EaSC Sa}

is the greatest subgroup of S having e as its identity.

Proof. Let e be an idempotent element of a semigroup S,

and let Ge {aESIa = ea = ae, e = ab = ba for some bES}.

Part I: If p EGe, then p = epe eS and p = pe E:Se, so

that p ceSOSe. Similarly e = pqs pS and e = qps ESp for some

qES, so that ecpSClSp. Therefore, pe{aSlaseSIlSe, esaSOSa},

and so Ge {asSIa 6eSCSe, e 6 aSt1Sa}. Now if

ps{aeSIaseSCOSe, esaSf2ISa} , then there exist x,y,z,wc6 S

suchthat p =ex = ye and e =,pz = wp. Since p = ex, then

ep e(ex) = Cee)x = ex = p, and since p = ye then

pe = Cye)e = yCee) = ye = p. Therefore p = ep = pe. Fur-

thermore, eze = (wp)ze = w(pz)e = wee = we, so that

eze (ee)ze = e(eze) = e(we) = ewe, and so eze = ewe.

Define q = eze = ewe eS. Therefore,

e = ee = (pz)e = p(ze) = (pe)(ze) = p(eze) = pq and

e = ee = e (wp) = Cew)p = (ew) (ep) = (ewe)p = qp, so

that e = pq = qp for qES. Thus pe Ge, and so

{asS a e eS(0Se, esc-aS 0Sa}EG . Thereforee

Ge {aESla = ea = ae, e = ab = ba for some bsS} =

{aeSja ceSfSe, e caSC1Sa}.

Part IT: (i) If a,b Ge, then a = ae = ea, b = be = eb,

and there exist p,qES such that e = ap = pa = bq = qb.
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Therefore ab = (ea)b = e(ab) and ab = a(be) = (ab)e, so that

ab = eCab) =,Cab)e. Also, since p,q cS, then qpE S. There-

fore (ab) (qp) = [a(bp)]p = (ae)p = ap = e and

(qp)( ab) = q[(pa)b] = q(eb) = qb = e, so that

e = Cab) (qp) = (qp) (ab) and abs Ge. Thus Ge is closed under

the multiplication of S.

(ii) Ge inherits associativity from S.

(iii) Since e is idempotent, then e = ee = ee satisfies

both equations in the definition of Ge, and so e E Ge. Further-

more, e is identity for Ge by the definition of Ge.

Civ) If asEGe, then ae = ea = a and e=ab = ba for

some bES, and so ebe E S. Since ebe =e(ebe) = (ebe)e and

e = (ebe)a = a Cebe) for asS, then ebe e Ge and is inverse

for a. Thus Ge is a group with e as its identity.

Part 111: Let G be any subgroup of S containing e as

its identity. If pEG, then p = pe = ep and there exists

qEGSES such that e =pq = qp, and so pEGe. Therefore GGGe
and so Ge is the largest subgroup of S having e as its iden-

tity.

Definition 1.30. If S is a semigroup with identity e,

then Ge is the group of units of S, and the elements of Ge
are the invertible elements of S.

Lemma 1.31. An element x of a semigroup S with identity

is invertible iff xS = Sx = S.

Proof. Let S be a semigroup with identity e. If xsS

is invertible, then x = xe = ex and e = xy = yx for some ysS.



Therefore, for each pES, p = pe = p(yx) = (py)xESx and

p = ep = (xy)p = x(yp)E xS, so that S .Sx and SE xS. How-

ever, for each asS, axES and xaES, so that SxSS and xS ES.

Therefore xS =,Sx =.S. Conversely, suppose xS = Sx = S.

Since e is the identity for S, then S = eS = Se, so that

xeS = SOS = eSOSe. Also, esS = SOS = xSOSx, so that

xs{asSlaseS(Se, esaSOSa} = Go, and thus x is invertible.

Definition 1.32. An element p of a semigroup S is

regular iff there exists xcS such that p = pxp.

Definition 1.33. A semigroup S is regular iff each

element of S is regular.

Definition 1.34. Let S be a semigroup and let p,xES.

Then xis an inverse of p iff p = pxp and x = xpx.

Theorem 1.35. In a semigroup S, each regular element p

has an inverse which is also regular. Conversely, if an ele-
ment p of S has an inverse, then both p and its inverse are

regular.

Proof. If peS is regular, then there exists xeS such
that p = pxp. Therefore xpxES, p(xpx)p = (pxp)xp = pxp = p,
and Cxpx) p (xpx) = x(pxp)(xpx) = xp(xpx) = x(pxp)x = xpx.

Thus xpx is inverse for p, and since (xpx)p(xpx) = xpx for
pES, then xpx is regular. Conversely, if p,xcS and x is

an inverse of p, then p =,pxp and x = xpx, so that p and x

are regular.

Definition 1.36. The order of a finite semigroup S is
the number of its elements. If S is not finite, then S is

13
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of infinite order. A semigroup of order one is a trivial

semigroup.

Definition 1.37. The order of an element x of a semi-

group S is the order of the cyclic subsemigroup of S generated

by x.

Definition 1.38. A semigroup S is periodic iff each

element of S is of finite order.
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CHAPTER II

RELATIONS AND FUNCTIONS ON A SEMIGROUP

Definition 2.1. A binary relation p on a set S is a

subset of SXS. An alternate notation for (x,y)Ep will be

xpy, in which case x is said to be P -related to y. A binary

relation p on a set S will ordinarily be referred to simply

as a relation on S.

Definition 2.2. A relation p on a set S is:

(i) reflexive iff (x,x)Esp,

(ii) symmetric iff (x,y)s p implies (y,x)Esp,

(iii) antisymmetric iff (x,y),(y,x)s p implies x = y, and

Civ) transitive iff (x,y),(y,z)s p implies (x,z)Esp for

all x,y,zES.

Definition 2.3. A relation P on a set S is an equiva-

lence relation on S iff P is reflexive, symmetric, and transi-

tive.

Definition 2.4. If p is an equivalence relation on a

set S, then the disjoint equivalence classes formed by p on S

are P-classes, and the P-class containing an element x of S

will be denoted by x 

.

Definition 2.5. The equivalence relation p on a set S

defined by (x,y)s piff x = y for each x,yeS is the equality

relati.on on, S and will be denoted by F_

16
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Definition 2.6. The equivalence relation p on a set S

defined by (x,y)e p for each x,yeS is the universal relation

on S and will be denoted by wS. Notice that ws = SX S.

Definition 2.7. An equivalence relation p on a set S

is proper iff p / e 

.

Definition 2.8. A relation p on a set S is a partial

ordering of S iff p is reflexive, antisymmetric, and transi-

tive.

Notation. A partial ordering for a set S will normally

be denoted by <; (x,y)e< will be denoted by x< y; (Sj), or

simply S, will be called a partially ordered set.

Definition 2.9. If (S,<) is a partially ordered set and

B E S, then pES is an upper bound of B iff b<p for each beB.

Similarly, p is a lower bound of B iff p< b for each bEB.

Definition 2.10. If (S,<) is a partially ordered set

and B Si 5, then pES is a least upper bound of B iff (i) p is

an upper bound of B, and Cii) if qsS is an upper bound of B,

then p< q. Similarly, p is a greatest lower bound of B iff

(i} p is a lower bound of B, and (ii) if q is a lower bound

of B, then q<p.

Notation. The least upper bound and greatest lower

bound of a subset B of a partially ordered set (S,<) will be

denoted by lubB and glb.B, respectively.

Definition 2.11. A partially ordered set (S,<) is a

lower semilattice iff for each x,yES there exists qES suchthat



18

q = glb {x,y}. (S,_<) is an upper semilattice iff for each

x,yES there exists peS such that p = lub {x,y}.

Definition 2.12. A partial ordering < on a set S is a

linear ordering on S iff either x <y or y< x for each x,yES.

In such a case, (S,<) is called a linearly ordered set, or

simply a chain.

Definition 2.13. If (S,<) is a partially ordered set

and pBES, then: (i) p is the least element of S iff p <x for

each xsS, (ii) p is the greatest element of S iff x <p for

each x EsS, (iii) p is a minimal element of S iff x< p implies

x = p for each xES, and (iv) p is a maximal element of S iff

p <x implies x = p for each xES.

Notation. If S is a semigroup then Es will denote the

set of all idempotent elements of S together with the binary

relation < defined by e< f iff e = ef = fe.

Lemma 2.14. If S is a semigroup, then Es is a partially

ordered set.

Proof. If eeE, then e = ee = ee so that e< e and (Es,<)

is reflexive. If e,feEs such that e<f and f<e, then e =ef=fe

and f = fe =.ef so that e = ef = f and (Es'<) is antisymmetric.

If ef,geE5 such that e <f and f <g, then e = ef = fe and

f = fg = gf so that e = ef = e(fg) = (ef)g = eg and

e =.fe = Cgf)e = g(fe) =-ge. Therefore e = eg = ge so that

e <g and CE ,<) is transitive.

The following proposition will give some insight into

the relationship between the concepts of lower (and upper)
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semilattice (a partially ordered set) and a semilattice (a

commutative, idempotent semigroup).

Proposition 2.15. If S is a semilattice, then Es = S

is a lower semilattice with glb{x,y} = xy. Conversely, if

T is a lower semilattice, then (T,*) is a semilattice, where

x*y = glb{x,y} for all x,yeT.

Proof. If S is a semilattice then Es = S. Therefore,

if x,ysE5 then xy = xxy (since S is idempotent) = xyx (since

S is commutative), and so xy< x. Similarly, xy = xyy = yxy

so that xy< y and thus xy is a lower bound for {x,y}. Now

if p is a lower bound for {x,y} then p <x and p< y so that

p = px = xp and p = py = yp. Therefore p = pp = (px)(py) =

(pp) (xy) = p (xy) = (xy)p., so that p < xy and xy = glb{x,y} 

.

Conversely, if T is a lower semilattice, then define the

multiplication * on T by x*y = glb{x,y} for all x,yeT. If

x,ysT, then since T is a semilattice, there exists psT such

that p = glb{x,y} = x*y. Therefore x*yET and so * is a

binary relation on T. If x,y, z cT then (x*y)*z = glb{g1b{x,y},z}

so that (x*y)*z< glb{x,y} and (x*y)*z< z. Therefore

Cx*y)*z < x, (x*y)*z < y, and (x*y)*z < z, so that (x*y)*z is

a lower bound for {x,y,z}. Now if p is a lower bound for

{x,y,z}, then p is a lower bound for {x,y} and for {z}, so

that p< glb{x,y} and p< z. Therefore p is a lower bound for

{glb{x,y},z}, and so p<glb {glb{x,y},z} = (x*y)*z. Thus

(x*y)*z. = glb{x,y,zj. Similarly, x*(y*z) = glb{x,y,z}, so

that (x*y)*z = x*(y*z) and T is associative under *. Since T
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is a lower semilattice, then T is partially ordered, so that x< x

for each xE T and thus x is a lower bound for {x,x}. Also,

if b is a lower bound for {x,x}, then b <x, so that

x = glb{x,x} = x*x and (T,*) is idempotent. Finally, if

x,yeT, then x*y = glb{x,y} = glb{y,x} = y*x, and so (T,*) is

commutative., Thus (T,*) is a semilattice.

Definition 2.16. An equivalence relation p on a semi-

group S is a left congruence on S iff (a,b)E p implies

Cca,cb)c P for all a,b,cES; p is a right congruence on S

iff Ca,b)c p implies Cac,bc)F p for all a,b,cES; p is a con-

gruence on S iff p is both a left and a right congruence

on S. A Cleft or right) congruence p on a semigroup S is

proper iff P is proper as an equivalence relation.

Lemma 2.17. An equivalence relation p on a semigroup S

is a congruence iff Cwx)E:p and (y,z)E p imply (wy,xz)Ep.

Proof. If p is a congruence on S and w,x,y,zeS such

that (w,x)E p and (y,z)s p, then (wy,xy)E p since p is a

right congruence and (xy,xz)e p since p is a left congruence.

Therefore (wy,xz)E p since p is transitive. Conversely, if

Cw,x)E P and (y,z)e p imply (wy,xz)s p , then let (ab)E : 

.

For each ccS, (c,c)E p since p is reflexive. Therefore

(ca,cb)E p and Cac,bc)E p, and so p is a congruence on S.

This lemma leads to the following concept of a quotient

semigroup.

Definit(Qmi 2.18A Let p be a congruence on a semigroup S,
and let S/p be the collection of disjoint P-classes. Let 

*
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be the binary relation on S/p defined by (x )*(y ) = (xy)

for all x ,y c S/p. Then (S/p,*) is the quotient semigroup

of S relative to the congruence p.

Observe that if x ,y E S/p then (x ) (y ) = (xy) E S/p

since xy e S, so that multiplication in S/p is closed. Fur-

thermore, if xy9,zp S/p, then [(xP)(yP)](z ) = (xy) (z ) =

I xyZ] P= [x(yz)]9 = (xP)(yz)P = (x)[(yP)(zP)], so that

multiplication in S/p is associative. Thus S/p with the

operation defined above is indeed a semigroup. In fact,

the concept of quotient semigroup with respect to a congruence

is a generalization of the notion of quotient group with res-

pect to a normal subgroup. The following theorem expresses

this fact.

Theorem 2.19. If N is a normal subgroup of a group G,

then there exists a congruence p on G such that G/p = G/N.

Conversely, if p is a congruence on a group G, then there

exists a normal subgroup N of G such that G/N = G/p.

Proof. If N is a normal subgroup of G, then define the

relation p on G by Cx,y) E p iff xN = yN for all x,ys-G.

Since xN xN for each xEG, then (x,x)sFp and so p is reflexive.

If Cx,y) E p, then xN = yN. Therefore yN = xN, so that (yx)cp

and p is symmetric. If (x,y),(y,z) c p then xN = yN and

yN = zN, so that xN = zN, (x,z) 6 p, and p is transitive.

Furthermore, if Cw,x) EP and Cy, z) E p, then wN = xN and

yN =zN. Therefore (wy)N = (wN) (yN) = (xN) (zN) = (xz)N, so

that (Wyxz) 6 p and P is a congruence on G. Thus G/ p is
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the quotient semigroup whose elements are the disjoint p-

classes. To verify that G/p = G/N, notice that the definition

of p states that if x,yseG, then x and y are in the same

P-class iff x and y are in the same left coset of N. Indeed,

if aSG, then ap = {xEGI (x,a) E p} = {xEGjxN = aN} = aN, so

that the P-classes and left cosets of N coincide. Therefore,

if a,b EG, then ap = aN, bp = bN, and (ab)p = (ab)N, so that

(ap ) (b P) = (ab)P = (ab)N = (aN) (bN). Thus each p-class cor-

responds to an identical (set-wise) left coset, each left

coset corresponds to an identical P-class, and the product of

two P-classes is the same as the product of the corresponding

left cosets, so that G/p = G/N. Conversely, if p is a con-

gruence on a group G, then p partitions G into disjoint

P-classes. Therefore, if 1 is the identity for G, then

l1 P k since 1 E 1 P. Also, if x,ysElp , then (x,1) eFp and

(yl) P , so that (l,y) E p by symmetry. Thus (x,y) =

cx-l,1-y) (x,1)(ly) E:P. However, since (y, y~)) p

then (xy- ,l) = (xy-1 ,yy~1 ) = (x,y)(y~1 ,y-) E p. Therefore

1
xy J 1 and so 1 is a subgroup of G. Now if xG and aslP ~ PP
then ap 1 . Therefore (xax~1) = x a x~ 1  = x 1 x =P P pPP p p
(xlx ) = 1, so that xax e1 and 1 is normal in G. For

each aeG, if xcE al P, then there exists ysE1 such that x = ay.

Therefore x = (ay) = aP y = a 1 = (al)p = ap, so that xEa
P P~= =~ s ta e

and al S aP. For each xsa , x = a = (al) = a 1 , so that

(a~ 1x) = a x =a-' (apl) = (a- 1 a ) 1 = (a~'a) 1 =-P Pp P P P P P P
P p = -1 =- a 1p p1 1 = 1 . Therefore a~ 1x El, so that xeal and ap 1 alPP PP P P
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Thus alp = ap, and the left cosets of 1p coincide with the

p-classes. Furthermore, for each a,b EG, since (ab)l = (ab),
then (a1 )(bl )= (ab)lp=(ab)p = (a )(b ), so that the productp pp p
of cosets in G/1 is identical (set-wise) to the product of

the corresponding p-classes in G/p, and so G/l1,= G/p.

Before the next notion is introduced, it should be

pointed out that the intersection of any collection of con-

gruences on a semigroup S is also a congruence on S. This

fact is stated in the following lemma.

Lemma 2.20. If {p }acA i's a collection of congruences

on a semigroup S, then () p is a congruence on S.

Proof. If x c S then (x,x) E p for each aE A, so that

(x,x) e ) p and () p is reflexive. If (x,y)E Cn p , then
xA Ea:A a cA

(x,y) C pa for each acsA. Therefore (y,x) E pa for each a s A,

so that (y,x) s C) p and n p is symmetric. If
acsA c0'A c"

(x,y), (y,z) E ) p , then (x,y) E p and (y,z) E p for each

d, EA. Therefore (x,z)E p for each cE A, so that (x,z)FC) 9 

,

and C)P. is transitive. Finally, if (w,x), (y,z)c n) paE:A cx cxA
then (w,x) E p and (y,z) s p for each a e A. Therefore

(wy,xz) p for each a ELA, so that (wy,xz) C) p and

nP. is a congruence on S.I A c

Definition 2.21. If p is a binary relation on a semi-

group S, then the congruence on S generated by p 'is the

intersection of all congruences on S containing p.

Definition 2.22. If S and T are semigroups, then a

function f mapping S into T is a homomorphism of S into T iff

f(x)-f(y) = f(xy) for each x,yseS. A function f:S-+T is an
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embedding of S into T iff f is a one-to-one homomorphism,

and S is said to be embeddable in T. The semigroup T is a

homomorphic image of S iff there exists a homomorphism of S

onto T. A function f:S +T is an isomorphism of S onto T iff

f is a one-to-one onto homomorphism, in which case S and T

are said to be isomorphic, written S 0= T. A function f:S+÷S

is an endomorphism iff f is a homomorphism, and f:S+÷S is

an automorphism iff f is an isomorphism.

Notation: If f is a function from a set A into a set B,
then the domain A of f will be denoted by Df, and the range

B of f will be denoted by Rf.

Lemma 2.23 (Fundamental Theorem of Semigroup Homomor-

phisms). If f is a homomorphism of a semigroup S into a
semigroup T, then the relation p on S defined by (a,b)sE p iff
f (a) = f (b) for all a,b s S is a congruence on S and S/p " f(S).
Conversely, if p is a congruence on a semigroup S, then the
function f:S-+S/p defined by f(a) = ap for each a6 S is a homo-

morphism of S onto S/p.

Proof. Let f be a homomorphism from a semigroup S into
a semigroup T. Define the relation p on S by (a,b) p iff
f (a) = f (b) for all a,b eS. Since f (x) = f (x) for each x 5,
then (x,x) p and p is reflexive. If (x,y) E p then f(x) = f"

so that f(y) = f(x). Therefore (y,x) E p and p is symmetric.

If Cx,y), (y,z) E p then f(x) = f(y) and f(y) = f(z), so that

fx) = fCz), (x, z) c p, and p is transitive. If (w,x) , (y, z) 6 p
then f(w) = f(x) and f(y) = f(z), so that
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fCwy) = f(w).f(y) = f(x).f(z) f(xz), and thus p is a con-

gruence on S by lemma 2.17. Now define g:S/p + f(S) by

g Ca P) =,fCa) for all ap ES/p. If (x,y)E g then x ES/p, and

so there exists asS such that x = a . Therefore y = g(x) =

g( ap) = fCa) E f(S), and so g = S/p X f(S). If a,b s S such

that a = b, then (a,b)sE p, so that f(a) = f(b). Thus

g(ap) = g(bp), and so g is a well-defined function. If

a,b ES such that. g Ca) = g(bp), then f(a) = f(b). Therefore

(a,b)sc p, so that a =bp and g is one-to-one. If x E:f(S)

then there exists asS such that x = f(a). Since aES, then

ap E S/p , so that g (a ) = f (a) = x, and so g is onto. Finally,

i,f a b cS/p, then g (apbP) = g [ (ab) I = f(ab) = f(a)-f(b) =

g ()a-g (bp), so that g is a homomorphism. Thus g:S/p +.f(S)

is an isomorphism and S/p0-f (S).

Conversely, if p is a congruence on a semigroup S, then

define f;S +S/p by f (a) = ap for all asS. If (x,y)E f, then

xsS, so that y = f Cx) = xp eS/p and f9SX S/p. If a,b , S

such that a = b, then (a,b) Fp since p is reflexive. There-

fore ap = bp, so that f(a) = f(b), and thus f is a well-defined

ppfunction. If ys:S/p, then there exists xs:S such that y = x.

Since xeS, then f(x) = xp = y, and so f is onto. Finally, if
a,b ES, then f(ab) = (ab) = Ca )-(bp) f(a)f(b), so that

f is a homomorphism.

Definition 2.24. If f is a homomorphism of a semigroup S

into a semigroup T, then the congruence p on S defined by
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(a,b) e p iff f(a)= f(b) for all a,b e S is called the con-

gruence on S induced by f.

Definition 2.25- If p is a congruence on a semigroup S,

then the homomorphism f:S +S/p of S onto S/p defined by

f Ca) =,aP for all acS is called the natural homomorphism of

S onto S/p.

Lemma 2.26. Let p be a congruence on a semigroup S.

For each congruence a on S containing p, define a binary

relation a' on S/p by (xv, yp) iff (x,y) E:a for all

x,y EsS. Then the mapping f defined by f(a) =a' is a one-

to-one, order preserving mapping of the set of all congruences

on S containing p onto the set of all congruences on S/p.

Proof. Let p be a congruence on a semigroup S. Define

A {c fca is a congruence on S and p s a}. For each aoEsA,
define a' on S/p by (xp, y) e a' iff (x,y)s a. Define

B {ja'|IaEA}, and define the mapping f:A +-B by f(6)

for all acA. Define P = {6& is a congruence on S/p}. The

first objective will be to show that the set B of all images

of elements of A under f is actually the same as P.

Part I: If a' eB then there exists asA such that

fCa). Now if x s S/p then xES, so that (x,x) Ea.

Th-erefore Cxp, xp) E a' and so a' is reflexive. If xp, yp E S/p

such that (xp, yp) :a', then Cx,y) Ea. Thus (y,x) E a, so
that (yP, xP) Ea' and a' is symmetric. If xP, y ,1z Ps S/p
such that CxP, yP) sE:' and CyP, zP) ea', then (x,y) Ea and

(y,z)c6a. Therefore (x,z) ca , so that (x, , z) Ea' and a'

is transitive. Finally, if WP, xp, y, zp ES/p such that
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Cwp, x ) C 'and yp, Zp) 6 c', then (w,x) C c and (y,z)C a.

Therefore (wy,xz) e a, so that

Cw y , x z ) = (CwY)p, (xz) ) E'.

Thus a' is a congruence on S/P, so that Q' C P and B". P.

Conversely, if 6CP, then 6 is a congruence on S/P. Define

A on S by (x,y) E A iff (xp,yp) E 6 for all x,y eS. If xES

then xp C S/p. Therefore (xp, xp) s 6, so that (x,x)C A and A

is reflexive. If Cx,y) E A then (xp, yp) E 6. Thus (ypxp) e 6,

so that (y,x) E A and A is symmetric. If (x,y), (y,z) e A,then (x y<jC6 Cy , C 6.
tn x ,y) E 6 and p, zp) E6. Therefore (xp, z) E6,

so that (x,z) E A and A is transitive. Furthermore, if

(w,x), Cy,z) CA, then (wp, xp) c 6 and (yp, zp) E 6. Therefore

((wy)p, (xz)P) = (wpyp, xpzp) E 6, so that (wy, xz) E A and

A is a congruence on S. Finally, if x,yES such that

(x,y) C p, then xp= yp. Thus (xP,y ) = (xpxp) E 6, so that

Cx,y) EA and pS A. Therefore A is a congruence on S con-

taining p, and so there exists aCA such that A = a. Since

Cxp ,Yp) E6 iff (x,y) C A = 'a, then 6 = a' e B, so that P S B.

This concludes that B P = {6|6 is a congruence on S/p}.

Part II: Now if Cx,y) E f, then xEA. Therefore

fFx - x' CB, so that f A X B. If al , CaEA such that

a = .2, then Cap, b) E oj iff (a,b) Ca = a2 iff (ap.,bp Ea 

.

Therefore a' = a' , so thatf(a = and f is a well-1f 1) f(a 2 )anfisawl
defined function. If a1, a2 CA such that f(ao 1) = fa2)
then Icj a . Thus Ca,b) C E: iff (ap, b ) aj = a iff

Ca,b) 6 a2, so that a1= 2 and f is one-to-one. If a' 6CB,
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then by definition of B there exists aE:A such that f(a) =a',

so that f is onto. Finally, suppose a, 2 e A such that

al = 2. If (a,b )sP f C 1) = C', then (a,b) a 1 = a 2.

so that (a ,b ) Ea = f(c ) and f preserves the order of A
p p 2 2

and B relative to set containment.

Definition 2.27. If A is a set, then the function iA

on A defined by iA 'x) x for all xEA is the identity func-

tion on A.

Definition 2.28. If f is a function and $ AS Df,

then fIA ={(x,y) E fIxEA}. Thus f|A is a function from the

subset A of Df into Rf so that f IA(x) = f(x) for each

x F DflA = A D.

Definition 2.29. If A is a set, then 2A, called the

power set of A, will denote the collection of all subsets

of A.

Definition 2.30. A transformation on a set A is a

function f:A+A from A into A.
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CHAPTER III

SUMMARY OF GENERAL PROPERTIES, EXAMPLES,

AND THE EMBEDDING THEOREM

Example 3.1. The set T(A) of all transformations on a

nonempty set A under the operation o of composition of func-

tions is a semigroup.

Proof. If A is nonempty, then the identity mapping

i A;A -A is an element of T(A), and so T (A) is nonempty.

Furthermore, if f,g,heT(A), then f:A+ A and g:A-+A. There-

fore fog;A-+A, so that fOgsE T(A). Finally, for each xEA,

[fo (goh)]Cx) = f[(goh)(x)] = f[g(h(x))] = (fOg) [h(x)] =

{Cfog)oh]C x), so that fO (goh) = (fOg)Oh. Therefore T (A)

is associative under composition of functions and is thus

a semigroup.

Example 3.2. Under the operation 0 of composition of

functions, the collection K(A) of all constant transformations

in 'r(A) is a left zero subsemigroup of T(A), where A 

$

Proof. Since A / $, then there exists p FA. Therefore

the function f:A-+A defined by f(x) = p for all xsA is an

element of K(A), so that KCA) $4. Furthermore, if f,gsEK(A),

then there exists p,qEA such that f(x) = p and g(x) = q for

41 xsE:A. Therefore, fOg x) = f[g(x)] = f(q) = p = f(x) for

all x EsA, so that fog = fsE K(a). Associativity in K(A) is

30
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inherited from - (A). Since it is obvious that K(A) I ST (A),

then KCA)} is a subsemigroup of T(A). However, since it has

already been shown that fog = f for each f,g e K(A), then

KEA) is a left zero subsemigroup of T (A).

Example 3.3. If A / 4, then K(A) is an ideal of T(A).

Proof. If f E K(A) and gsc T (A) , then there exists psE A

such that f~x) = p for all xsF-A. However, since p E A, then

there exists qsEA such that g(p) = q. Therefore, for all

x E:A, (fog)(x) = f[g(x)] = p since g(x)sE:A, and so

f o g F-KEA). Also, for all xsE:A, (g o f) (x) = g[f(x)] = g(p)=q,

and so go f EsKCA). Thus KCA) is an ideal in T'(A).

Lemma 3.4. Let MNeZ, and let A be a set such that

AI = N; then B = {fs TEA) I fEA) .<. M} is an ideal of T(A).

Proof, If f E B and gE T (A), then there exists M .. N,

such that If(A)I = M. Therefore, there exists {a.I= S A

such that for all x .A, f(x)fs {a.}M . If xeA, then

Cf og)(x) f[g(x)] {a.}M since g(x) E A. Therefore

(Cf og) (A) <M .< N, so that f o g EsB. Furthermore, if xsEA,

then Cg o f)Ex) = g[f(x)] = g(a1) for some i, i . i :. M.

Therefore, (g0 f) (x)S1 {g(a.)}M for all xsEA, so that
1i=

(g o f) (A)I M <N and g o f eB. Finally, since IAI = N> 0,

then there exists p L-A. Therefore, the function f:A+ A

defined by f~x) = p for all x cA is an element of B, since

IfCA)I= 1 and N eZ+ imply If (A)I .<.N. Thus B / $, and so

B is an ideal of T(A).
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Theorem 3.5. If T(A) is the semigroup of transforma-

tions on a nonempty set A and Q E: T(A), then aoT(A) = T(A)

iff T (A) =- T (A) iff :A+ A is onto.

Proof. If oe T (A) such that a:A +>A is onto and sT(A),

then for each y E13(A) there exists a unique x y EA such that

C Cxcy = y. Let r E TCA) such that r(x) = x for each xs A.
Therefore, for all xsEA, ct F(x) = a [r(x)] = ax[x (] = (x,
so that Q = T o LE a TA) and T (A) S aT(A). Since a T(A) G T(A)

as well, then a T (A) = T (A).

If a T CA) such that a T(A) = T (A), then there exists

6- TEA) such that a o r = iA Therefore, for each y eA there

exists r(y) EA such that a [r (y)] a o r (y) iA(y) = y, and

so a:A-+ A is onto.

If a-T(A) such that a:A + A is onto and E:Tr(A) , then

for each y e A there exists a unique xy E A such that a (xy) =y,
so that xy = C1 Cy). Let rC-TCA) such that r(y) =[a (Y)

for each y E:A. Notice that since a:A+÷A is onto, then a is

one-to-one, so that a~1 C(y) is unique and r is indeed a func-

tion on A, Therefore, for all x EA, ro a(x) = r[a(x)] =

c'S [c(x)]) = (x) , so that= r o a 6T(A) a. Thus

TQ A) S TCA)ca, and so TCA) =(A).

Finally, if c eT(CA) such that T(A)a = T(A), then

there exists r 6 T(A) such that r o a = iA, which is one-to-

one. Therefore r is one-to-one as well. Now if yeA, then
x ; r(Y)E A. Thus r[Cx)] = Pooa(x) = iA(x) = x = P(y), so
that a(x) = y and a:A-*A is onto.



33

Theorem 3.6. If A is a nonempty set, then:

Cl) E {a -T CA)JxEa-'(x) or K(x) $ qCfor all

x c A},

(2) if cSET (A)', then G ={fs T (A) If is regular and

=f of'= f f},

C3) if ,0& E:ET(A), then c aSniff a(A)S 3(A) and

Cx) G a'oo(x) for all x EA,

14) if a cT(A), then a is a left zero of T(A) iff a

is a constant function,

(5) TCA) has no right zeros.,

C6) the kernel of TCA) is the collection of all constant

functions, or left zeros, of TCA), and

C7) TCA) is regular.

Proof. Part I: Let a ETCA) such that for each x EA,

either x Ea- (x) or (x) =. If xEA, then y = a(x) e A,

so that x a(Cy). Since cQ (y) / $, then yEa~ (y), and so

aCy) y, Therefore a oa(x) = a (x)] = a y) = y = ax)

for each x EA, so that a0Oa =a and a is idempotent.

Conversely, if a is an idempotent of T(A), then ao a =a.

If x sEA such that a~'Cx) / $, then there exists y F a~'(x),

so that o4(y) = x. Therefore a(x) = aca(y)] = a040a(y) =

aCy) = x, and so xa- CI~(x). Thus a is idempotent in T(A)
iff either x F-j~1 (x) or a- 1 (x) $ for allxEsA, so that

ET(A) {0 E-T(A)Ix -a Cx) or a (x) = $ for all xsE:A}.

Part IL: Furthermore, if a4E , then the corres-
TA)

ponding maximal subgroup of T CA) is
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G {f sT(A)If = a o f = f o, = fog = gof for some

g 9 T (A)} '{fSeTCA)f = f OQ = fo(g of) = fogof for

some gccT(A), and a = fog = gof}.

However, if f,gcE-T(A) such that f = fog o f, then f is

regular and the inverse for f is f = g of og by theorem 1.35.
Therefore fo f = 0 (g o f og) = (f 0og) o(ffo0g) = aoa = a
and f' of =(g ofog)o f =.(g Of)o(go f) = a o a = a., so that

G {f ETCA)jIf is regular and a = fof~ = f~of}.

Part IIT: By lemma 2.14, the partial order S for ET(A)

is defined by a < iff a= ao = ocafor all ot, E().
T (A)*

If a = 3 oa, then for each xS- A, a(x) = o a(x) =

so that oaA) S(A).

Conversely, if xcA) S (A), then a(x)6 (A) for each

x EA, so that there exists pc A such that f(p) = a(x). There-

fore o oczX) = [a(x)] = I[Kp)] 3= o (p) = (P) = a(x) for

each x E A, so that o a =a.

Now if a = o , then let xc A and let a E ~C(x) if

K'cx) ' $, so that Ca) = x. Therefore a(a) = a o f(a) =

al Ca) ] a Cx), so that a e a-~[(x)] and thus ~'(x)S a~-'o a(x) 

.

Also, if ' x) =, then ~'(x) S a~ oa(x).

Conversely, if a- x) S ~ o a(x) for each x cA, then

x ' tCx)] S a-' oa[(x)]. Therefore a(x) = ao c~t'oo4(x)]

6 o(x)J o= o f(x) for each xSE:A, so that a = O o . Thus for

each, a, cET (A), iff a = a 0 = 0 aiff ~'(x)Saoa (x)

for all xF- A and cZ(A) G S CA).



35
Part TV: If o is a constant function in T (A), then

there exists k E A such that aQ(x) k for all x F-A. Therefore,

E T(A) then (x)eA for all xSEA, so that ao (3(x)

a Ix)j k = ax). Thus ' o (3 = for each (3 : T(A), so that

a is a left zero of TA)

Conversely, if a ET (A) is not a constant function, then

there exists a,b,x,yEA such that a / b, x y, a (a) = x, and

o (b y- If 3E TCA) such that (a(a) = b, then a o (a) =

0 (a)] xa Cb) =y ax = a(a). Therefore a o / c, so that a

4s not a left zero of TEA).

Part V: If |A| > 1, then let a E T (A) and let as A, so

that b = a a) EA. Since JA| > 1, then there exists csEA

such that c b. Define (E T (A) such that (x) =c for all

x 6 A, Therefore (0a4(a) = [aCa) a(b) = c b = a(a), so

that (0a o . Thus no element a ET(A) is a right zero of T(A).

Part VI; Lemma 3.4 established that {0tT(A)[|a(A)|In

for some n E Z+} is a collection of ideals in T (A). Define

in ; { SET (A)IaCA)I <. n} for each n EZ+. Therefore, if
K = f{iGG is an ideal of T (A)}is the kernel of T (A), then

K. <nl n s j1. Now if G is an ideal of T(A) and a UJ,

then a is a constant function, and so there exists p E A such

that acCx) p for all x E:A. Therefore, if (S G, then0ao(36 G

since G is an ideal. However, since ((x) EA for each x F-A,
then a 0 53x) 04[ cCx = p = a(x), so that a= a 0o6G. Thus

if a 5 J1 , then a EG, so that J G. Since J1 GG for each
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ideal G ofT (A), then J fl{GIG is an ideal of T(A)} = K.

Therefore K GJ 1 K, so that K J1 . Thus the kernel K

of T(A) is the collection of all constant functions, or left

zeros, of CA),

Part VPI: If fsC T(A), then for each yef(A), f~1(y) 

,

and so there exists ay e f1 (y). Define

9 E T (A) by g (y) ay if y s f(A)

y if y # f(A) for each ys A.
Therefore, for all xseA, f og of(x) = f(g[f(x)]) = f(af 

)

Since fCx) s fCA)) f Cx) (since a x f 1 [f(x)]), so that

f = fog of. Thus f is regular for each fr T(A), and so

TCA) is regular.

Theorem 3.7. Every infinite cyclic semigroup is iso-

morphic to the semigroup of positive integers under addition.

Proof. Let S be an infinite cyclic semigroup with

generator a e S. Therefore, for each x E S, there exists

n eZ+ such that an =x. Define f:Z++S by f(n) = an for

all n e Z+. If (P,q) e f, then p E Z+, so that q=f(p)=aPE S

and f G Z+X S. If m,n EZ+ such that m = n, then aiM = an,
so that f(iM) = fC n) and f is well defined. If m,n 6 Z+ such

that fCim) =.fn), then am = an. Assuming that m / n, then

either m >n or m< n. If m >n, then consider {al} S.

Since a 6 S is a generator for S, then S {ai}9 U{am+k-j*
1 n=11kn+1If k = 1, then am+k m+l- amal a= na = an+. Since

n M, then n + 1 < M, so that am+k a+a =.an+l iI

for k = 1. Now assume that for k - 1 Z+, a m+k-1{ailm
i=1*
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Therefore, there exists p EsZ+, 1 -j p Sim, such that am+k-l=p
Thus am+k -=am+k-1+l - am+k-1. 1 _aps1=p+ S

= ~ ~ a - a -
a = a . Since

1 < p < m, then 2 < p + 1 < m + 1. If 2 < p + 1 < m, then
m+k p+1 urna = a {a .iIM If p + 1 = m + 1, then by previous

results, a =m+k =ap+ = aM+1 E {a } . Therefore, by mathema-

tical induction, for each k EsZ+, an+k }{al , so that
i=1'

{a k= 1  {a1} 1. Thus S = {a 1} , and so S is finite.

Similarly, if m < n, then S is finite. Therefore, by contra-

diction, if f(m) = f(n), then m = n for all mi,nsEZ+, so that

f is one-to-one. If xsES, then there exists ne Z+ such that

an = x. Therefore f(n) = an =-x, and so f is onto. Finally,

if m,n E Z+, then f(m+n) = a = a - an = f(m) - f(n), so that

f is a homomorphism. Thus f:Z++ S is an isomorphism and

S #M Z+.

Example 3.8. The property of cyclic is not hereditary

to subsemigroups of a cyclic semigroup.

Proof. The semrigroup (Z+,+) of positive integers under

addition is cyclic with generator 1. Now K z*\Z+\{11 z+
and if m,nsK, then m > 1 and n > 1. Therefore m + n > m > 1,

so that m + n E Z+ = K and K is a subsemigroup of Z+. How-

ever, K is not cyclic since 2 generates only even positive

integers and no integer that exceeds 2 can generate 2.

Theorem 3.9. If S is an infinite cyclic semigroup with

generator aSeS, and fk:S+S is the function defined by

fk(an) akn for all nsF Z+, then {fklk,-Z+ is the semigroup

of endomorphisms on S and is thus a subsemigroup of T (S).
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Proof. Since S is generated by a S, then for each x E S,

there exists nsZ+ such that x = ,. If f:S--S is a function,

then there exists k E Z+ such that f(a) = ak. Therefore, if f

is also a homomorphism, then for each nE Z+, f(an) = [f(a)n =

[ak In = akn, so that f = fk. Since fk is an endomorphism on

S for all k e Z+, then'{ fk kscZ+ is the semigroup of all endo-

morphisms on S.

Theorem 3.10. Every finite semigroup is periodic.

Proof. If S is a finite semigroup and xE S, then the

order of x is the order of the cyclic subsemigroup of S

generated by x, namely {xn InsEZ+}. Therefore, since

{xn IncZ+} S, then |<x>| = I{xnInEZ+}f 5. 151, which is
finite. Thus x is of finite order, and so S is periodic.

The following example shows that the converse of this

theorem is false.

Example 3.11. Let S be the set of non-negative integers

and define multiplication on S by

x if x = y

* = i f x ! y 

.

Then S is periodic since |<x>1 = 1. for all x ES, but S is not

finite.

Theorem 3.12. A semigroup S is a group iff S is both

left and right simple.

Proof. If S is a group with identity e and P is a left

ideal in S, then P $ C so that there exists a EP. Therefore,

for all x ES, x = xe = x(a'a) = (xa 1')a eP, so that P = S.
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Similarly, if Q is a right ideal in S, then Q $ so that

there exists b E;Q. Therefore, for all xsE:S, x=ex= (bb~1 )x =

b(b 1 x) S Q, so that Q = S. Thus S is the only left or right

ideal in S, and so S is both left and right simple. Con-

versely, suppose S is both left simple and right simple, and

let asFS. If psSa and qeS, then p = ka for some kE S.

Therefore qp = q(ka) = (qk)a ESa since qksES, so that Sa is

a left ideal in S. Since S is left simple, then Sa = S.

Similarly, aS = S for each asES since S is right simple.

Therefore, if asE S = aS, then there exists es ES such that

a = ae. But since esES = Sa, then there exists ysE:S such

that e = ya. Furthermore, since e E S = eS, then there exists

z ES such that e = ez. Therefore ee = (ya)(ez) = [y(ae)]z =

(ya)z = ez =.e, so that e is idempotent in S. By proposi-

tion 1.29, e is the identity for the subgroup Ge of S

defined by Ge = {a ESlaseSCnSe, e eaSflSa}. Since

aS = Sa = S and eS Se = 5, then Ge =' {asE S lasSIS., e eSflS}=

{a ESja e S, e S} = S, and so S is the group Ge.

However, if S is a semigroup which is left simple or

right simple, but not both, then S will not be a group.

Example 3.13. Let S be a left zero semigroup such that

1S1 >1, and let P be a left ideal in S. If xsC S, ysEP, then

x = xy EP, so that S G P. Therefore P = S, and so S is left

simple. If there exists an identity element e s S, then there

also exists k 8S such that kl e since |Sf >1. Therefore

e -k e k since S is a left zero semigroup, so that e is
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not a left identity of k. This is a contradiction since e

is the identity for S. Therefore S contains no identity

element and thus cannot be a group.

Example 3.14. If (F,+,.) is a field, then (F,-) is a

zero simple semigroup.

Proof. If (F,+, ) is a field, then (F,-) is a semi-

group with zero 0, the identity for +. Therefore, there

exists 1 e F such that x - 1 = 1 *x = x for all xE F, and if

x F\{ 0}, then there exists x~ s F such that x-x~1= x -x= 1.

If J is a nonzero ideal in (F,-), then there exists psFJ

such that p 0. Therefore there. exists psF such that p-p~1 =

p1- p = 1. If xeF, then x = x-l=x.(p-1.p) (x - p).p EJ

since p EJ and J is an ideal in F, so that FIG J. Therefore

J = F, and so (F,-) is zero simple.

The next two theorems will characterize specific types

of ideals in semigroups. Theorem 3.15 uses the notation S

for a semigroup S with adjoined identity 1 in order to

generalize lemma 1.11. Theorem 3.16 characterizes all left,

right, and two-sided ideals in zero semigroups and left

zero semigroups.

Theorem 3.15. If A is a nonempty subset of a semigroup

S, then LA A USA = S'A, RA * AU AS-= AS1 , and

JA IAUSAUASU SAS = SAS1

.

Proof. Part I: If {Gaae is the collection of all left

ideals of S containing A, then LA = G. Now for each a sP,

A G G., so that A flGa = LA. Also, since LA is a left
aELr



41

ideal of S and A ' LA, then xa e LA for each xe S, ae A.

Therefore SA G LA, and so A U SA C LA"

If psS1A then there exists xe S , ye A such that p = xy.

If x 0 S then x = 1, so that p = xy = ly = yeA. If xe S,

then P = XyESA. Therefore, if psCS1 A, then psEAUSA, so

that S A S AUSA.

Now A $, so that there exists p CA. Therefore

p = ip eSA, and so S A / $. Also, if x CS and y EsS A, then

there exist r esl, t CA such that y = rt. If r 0 S then

r = 1, so that xy = x(rt) = x(lt) = xte SA5 S - A, and if

r e S then xr ES, so that xy = x(rt) = (xr)t C SA 5 S1A.

Therefore, if xseS and y CS A, then xyE S A. Finally,

A = {alaA} = {lal a.ECA} = {l}AGS1A, so that S1A is a left

ideal of S containing A. Therefore there exists 1 s r such

that S1A = G,, and so LA S= nGa S G = S5A. Thus

LA S S'A AUSASLA, and so LA = AUSA= S.A.

Part II: Similarly, if {Ga}eB is the collection of all

right ideals of S containing A, then RA = AUAS = AS'.

Part III: If {Ga .. is the collection of all ideals

of S containing A, then JA = fnGa. Now for each aeQ,

A 5 Ga, so that A SCnGc, = jA. Also, if x e S and as A,

then xa CJA and axseJA since JA is an ideal of S containing

A, so that SAS JA and AS C JA. Furthermore, if xsC SA4S0JA

and y eS, thenxyseJA since JA is an ideal of S. Therefore

SAS = (SA)S C JA, and so AUSAUASUSAS S JA'



42

If p ES1 AS , then there exist x, z S , y E A such that

p = xyz. If x I S and z J S, then x = 1 = z, so that

p = xyz = lyl = ysAGAVSAUASUSAS. If xsES and z j S,

then Z = 1, so that p = xyz = xyl = xy ESA SA USAUASU SAS.

If x V S and z E S, then x = 1, so that p = xyz = lyz =

yz S AS 5 AUSAUASUSAS. If x E S and z s S, then

p = xyz e SAS G AUSAUASUSAS. Therefore if p E S1 Ai, then

p EsAUSAUASUSAS, so that S1AS_ A USAUASUSAS.

Now A / $ and A = {1}A{1} G S 1 AS1 , so that SAS / 4

and A G S AS. Furthermore, if xE S and y ES AS , then

there exist p,qES , asEA such that y = paq. Now xp S G S

whether p e:S or p = 1, and qxsE:S G Swhether qeS or q = 1.

Therefore xy = x(paq) = (xp)aqse S AS and yx = (paq)x =

pa (qx) eS1AS, and so S AS is an ideal of S containing A.

Hence there exists f eQ such that S AS = G , so that

JA = Ga G = S AS .Thus

JA A SAS'=l AUSAUSAUSAS5JAP

and so JA = AUSAUASUSAS = S AS.

Theorem 3.16. If S is a zero semigroup, then the left,

right, and two-sided ideals of S are those subsets of S

containing the zero. If S is a left zero semigroup, then S

is a left simple (and thus simple), while any nonempty sub-

set of S is a right ideal of S.

Proof. Part I: If S is a zero semigroup with zero 0,

then ab = 0 for each a,b ES. Therefore, if A and B are non-

empty subsets of S, then
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AB = {abasEA,bsE:B} ='{Oas01 A,bE B} = {O} 

.

Thus {LS SIL is a left ideal of S} = {L SISL Sb L } =

{L G S{0} " L} = {LG S"SIO eL}, {R G SR is a right ideal ofS}=

{R ' S|O ER} similarly, and so {J G SlJ is an ideal of S} =

{L S SI0 EL}(){R 5 S0sR} ='{J GSI|0 sJ}. Therefore, the

left, right, and two-sided ideals of S coincide and are exactly

those subsets of S containing 0.

Part II: If S is a left zero semigroup, then ab = a for

each a,b ES. Therefore, if A and B are nonempty subsets of S,

then AB ='{ablascA,b EB} = {alaeA,bE B} = A. Thus

{L G SjL is a left ideal of S} ='{L S SjSL S L I 4} =

{L S Sj S L} ={S}, so that S is left simple. Furthermore,

{R E SIR is a right ideal of SI = {R S SIRS S R $}1 =

{R S SJR S R / 4}1= {R S SIR I 4)1, so that any nonempty

subset of S is a right ideal of S. Therefore, {J 5 SlJ is

an ideal of $1 = {S}C{Rl SIR $}1 = {S}, so that S is simple.

Definition 3.17. A subset T of Z+ is an interval in Z+

iff when x,z ET, x < y ! z, and y EZ+, then ysFT.

Theorem 3.18. If Z+ is the semigroup of positive inte-

gers with multiplication defined by xy = max{x,y} for each

x,y Z+ , then'{{n e Z+In > k}IksE'Z+} is the collection of all

ideals in Z+. Furthermore, the congruences on Z+ consist

of all partitions of Z+ each of whose elements are intervals

in Z+.

Proof. Part I: Let kseZ+ and define P = {nsEZ+In > k}.

Now PIG Z+ and P / 4 since k eP. If x EP and y6 Z+., then
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x > k, so that xy = max{x,y} > x > k, and yx= max{y,x}>_x >k.

Therefore xysF-P and yx EP, so that P is an ideal of Z+.

Conversely, if P is an ideal of Z+, then P S Z+ such

that P $. Since Z+ is well-ordered, there exists ksEP

such that k < t for all t E P. Therefore, if nE Z+ such that

n > k, then n = max{n,k} = nksEP since P is an ideal, so

that {nEZ+In > k} G P. However, since k < t for all t sP,

then n ' P for all n EZ+ such that n < k, and so P ={nEsZ+fn>k}.

Therefore, P is an ideal in Z+ iff there exists k EsZ+ such

that P = {nE:Z+1n > k}, so that'{{n EZ+1 n > k}k EZ+} is the

collection of all ideals in Z+.

Part II: Let P be a partition of Z+ each of whose

elements are intervals in Z+. Since P is a partition of Z+,

then P identifies an equivalence relation p on Z+, with the

elements of P as the p-classes. Thus each p-class is an

interval in Z+. If w,x,y,z E Z+, such that (w,x) F p and

Cy,z) E p, then w = xP and y,=z . If wp=y , then

wp : xp = yp = zp, and so w,x,y, z Ewp . Therefore wy = nx{w,y}e wp

and xz = max{x,z} sEwp, so that (wy,xz) Esp. However, if wp Yp,

then w y, so that w < y or w > y. Without loss of generality,

assume w < y. Since each p-class is an interval in Z+, then

a <b for each asE wp, be yp. Therefore, since wp = xp and

yp = zp , then w,x cwP and y, z e yp , so that w < y and x < z.

Thus wy = max{w,y} = y 6 yp , and xz = max{x, z} = z e z = y,

so that Cwy,xz) e p. Similarly, if w > y, then (wy,xz) s p,

so that p is a congruence on Z+.
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Conversely, if p is a congruence on Z+, then let aE Z+,

and consider ap. Assume that there exist x,y,z E Z+ such

that x,zsEap and x < y < z, but y J ap. Therefore x / y

and y z, so that x < y < z. Since x,zsEap, then (x,z)e p.

However, (yy) E p, since p is reflexive, so that (xy,zy)F p.

Thus (y,z) = (max{x,y}, max{z,y}) = (xy,zy)E p, so that

yp = zp = ap. This is a contradiction, since y ap. There-

fore, for each a FZ+, if xsE:ap and zsEap, then yeap for all

y S Z+ such that x < y.< z, and so each P-class is an interval

in Z+.

Theorem 3.19. Every equivalence relation is a con-

gruence in: (1) a zero semigroup, (2) a left zero semigroup,

(3) a right zero semigroup, (4) a semilattice of order 2.

Proof. Part I: Let S be a zero semigroup with zero 0,

and let p be an equivalence relation on S. If (a,b)e p

and Cc,d) E P, then (ac,bd) (0,0) e p since p is reflexive,

and so p is a congruence on S.

Part II: Let S be a left zero semigroup, and let p

be an equivalence relation on S. If (a,b)E p and (c,d)E p,

then Cac,bd) = (a,b)c p, and so p is a congruence on S.

Part III: Let S be a right zero semigroup, and let p

be an equivalence relation on S. If (a,b)E p and (c,d)E p,

then Cacbd) = (c,d)s p , and so p is a congruence on S.

Part IV: If S = {a,b} is a semilattice of order 2, and

p is an equivalence relation on S, then either p = S X s,

or P { (a,a), (b,b)} If p = SXS, then p is a congruence

on S. If p = {(a,a), (b,b)}, then
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1. (a,a)*(a,a) = (aa,aa) = (aa) Ep 

,

2. (b.,b) *(b,b) = (bb,bb) = (b,b) E p,

3. Ca,a)*(b,b) = (ab,ab) c'{(a,a),(b,b)} = p, and

4. (b,b)*(a,a) = (ba,ba) = (ab,ab)E p by part 3.

Therefore (wy,xz) (w,x)*(y,z)E p for all (w,x),(y,z)E p,

so that p is a congruence on S. Thus every equivalence

relation on S is a congruence on S.

Theorem 3.20. The set of all congruences on a semi-

group S containing a fixed congruence on S is a lattice under

set inclusion (an upper and a lower semilattice) 

.

Proof. Let p be a congruence on a semigroup S, and let

p gAbe the set of all congruences on S containing p.
Thus {paasA $, since p E{p }a Let'{p p } {P}aaA'

and define T {pa } aEA by T ={p J, is an upper bound of

p , }. Now S X S is a congruence on S containing p, and

so SXSC {%pJAI Furthermore, p SXS and p SXS,

so that SX S is an upper bound of {p , }. Therefore

S X S c T, and so T / p. By lemma 2.20, , = Pa is a

pasT
congruence on S. Also, since p = p for all as A, then

P TPa = , that 3 E{Pa} A . Furthermore, since

pal G Pa and p pG Pa for all p T, then Pa, I= a
pacT

and pa2 a = , so that j is an upper bound for

for'{P , .a2 }. Finally, if p is an upper bound of {p pa},
a I t P( 2 0011 2

then p ceT, and so n3=P( , = P_ C Therefore (=lub,{p , p Iax0  p E:T a0  a1 a2at
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Now since po and p are congruences on S, then by

lemma 2.20, A = Pa(0 P is a congruence on S. Therefore,

since p G;p and p sp , then p -Spa0 p = , so that

X e {p }IeA. Furthermore, A = Pal () P2G p al and

A Pa( Pot p , so that A is a lower bound for' {p ,p }.2 
1.1'a2Finally, if p is a lower bound for {p ,pg}, then

paa C pal and p. 0CPa , so that pa o 'PaIPa2 = A. There-

fore, \ = glb{p , }

Thus if {p p} pal then there exist

E: {PI,,A such that = lub{PP a2} and X = glb{p , }.
Hence {P,} eA is both an upper and a lower semilattice, and

is thus a lattice.

Lemma 3.21. If (R,+,-) is a ring and (S,*) is a semi-

group, then let RS = {f:S + R |f-1(R\{0})|J< oo}. Define + and

on RS by (f +g)(y) = f(y) + g(y), and

(ff ' g) Y) = E f(a) -g(), for all y s S. Then (RS,+ , 

)

9,i) S X S

is a ring, called the semigroup ring of R by S.

Proof. Let f,g,h ERS.

(i) If (a,b) E f + g, then a ES and b = (f + g) (a) =

f(a) + g(a) c R, since f(a) ,g(a) E R. Therefore f + g s SXR.

(ii) If a,b E S such that a = b, then f(a) = f(b) and

g(a) = g(b), so that (f + g)(a) = f(a) + g(a) = f(b) + g(b)

(f + g)(b).

(iii) Since f,g E RS, then there exist integers M > 0

and N > 0 such that f 1  (R\{0}) =x-}M SM S and
' i=l
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N
g CR\{o}) = i S. For each i, 1 < i < N, let

N M+N
y = xM+i, so that{ }il }i=M+1. Therefore, if

M+N M N
x EPS\{x } , 1 1 then x I{x } y } , so that f(x) = 0

and g(x) = 0. Thus (f + g)(x) = f(x) + g(x) = 0 + 0 = 0,

SO ~- ' M+Nso that Cf + g) (R\{ }) G {x} , and so

| f + g) (R\{O}) _<;5 Mx } =+N y M N
ij{X}ilUJ{)iilj <

M N
+ = M + N < oo. Thus + is a closed binary

operation on RS.

Civ) For each xE:S, [(f + g) + h](x) = (f+-g)(x) + h(x) =

If(x) + g(x)] + h x) = f(x) + [g(x) + h(x) ] = f(x) + [(g+h)()]

[f + (g + h)](x), so that (f + g) + h = f + (g + h) and

CRS, + )is associative.

(v) For each x ES, (f + g)(x) = f(x) + g(x) = g(x)+f(x)=

(g + f)(x), so that f + g = g + f, and RS is commutative under

(vi) If z:S-+R is defined by z(x) = 0 for all xs S, then

zsERS, since fz~ 1(R\{0})| = 0 < w. Therefore, for each

f C RS, Cf + z)Cx) = f(x) + zCx) = f(x) + 0 = f(x) for all

xsES, so that f + z =.f. Furthermore, z + f = f since RS is

commutative under + , so that z is the identity for +.

(vii) Since f EsRS, then define f:S-*+R by ~F(x) = -f(x)

for all xE S. Therefore f(x) =0 iff -f(x) = 0 iff f(x) = 0,

so that If (R\{0})I =|f (R\{0})| < o, and fE RS. Further-

more, Cf + f)(x) = f(x) + f(x) = -f(x) + f(x) = 0 = z(x) for

all x eS. Therefore, for each f eRS, there exists fsERS such

that f + f = f + f = z.



Cviii) If (a,b) E f -g, then a e S and

b Cf g) Ca) = 2 f (a) 9g(j).
(a, O)SX S
a* p=a

However, if (a,0) c SX S such that a*3 = a, then a cS and

SE S, so that fCoa) sER and g( )F R, and so f(a) g(3)s R.

Furthermore, since If~ 1(R\{Q}) j<o and |g~ 1 (R\{O} ) I < 00,

thenI{Co, )s SXSoIa*s = a and f(a)-g() 0}< , so that

b = 2 f(a)-g(3) seR. Therefore f g GS X(R.
Ca,)ESX S

(ix) If a,b e S such that a = b, then a*j = a iff a*t = b

for all Ca, ) s SXS. Therefore,

(f g)Ca) 2. f(o)-g() = 2Z f(a)-g(3) = (f - g)(b).
(a,0)ESXS (oe)ESXS
a*o=a a* =b

Cx) Since f,gseRS, then there exist integers M >0 and

N>0 such that f1l(R\{O}) ='{x ,1 7 CS and g1(R\{O}) =

S+1 S. Therefore, if a E S\{x }il, then f(a) = 0, so
that f(ot) g( ) = O-g() = 0. Similarly, if c\{y }? 

,

then gCS) 0, so that f(O) g(1M) = f(a) 0 = 0. Thus, if y E S

such that (f - g)(Y) = E f(a)O-g() 0, then there exists
(aO)ESX S
a*3=y

$ T {xI suchuh that (f g)(y) = 2 f(C)-g().

(a, E:T

Since 1{x }1 = M and 1{y} = N, then

1 MN, so that
MNI Cf, IM12 MN)<= M. o ha

3, 1 i l 1(f -g)ef (R\{0})|s. |{a closed}inary peirion on S. N
Therefore - is a closed binary operation on RS.
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(xi) For ally eS, [(f'. g)t-h]Cy) =

Calf)ESX s
a* = y

( f g) -g X S hX)]
0A6,')sx sx s

(a,3)EsSXS

[(f - g)( )}- [h()] =

(cz,)sSXS
a*= y

[f C g(X ) ] h
( ,)ESXS
*6= 04

(o[fC(t)SX -g(X)ph(6)
(ak6) esX S'X s

f ( [g(X)h(6)
(X 6) sx s

E~ [f()]-[(g -h)
(oa,6)sSX S

f*(y

(3)] = [f- (g h)] (y)-

Therefore, (f - g) - h f - (g h), so that (RS, 

)

associative.

(xii) For all y ES, [f - (g + h)](y) =

S[f(a))]-[(g + h)(3)] =
, )eSX S

ca*t=y
(a,3)EsSX S
a*g-y

U ([f(a)-g(3)]+[f(x)-h(3)]) =
(ot3)ESX S
a* 3=y

Z f(o)-g(;) +g
(o, )esSX s
oa*r=y

e f( )-h(3=
(oa,f)sSX S

[(f * g)(y)] + [(f - h)(y)] = [(f - g) + (f - h)](y). There-

fore, f - (g + h) = (f * g) + (f h). Similarly, for all

ys S, [(f + g) h](y) =

I f (Pt )+g9.(a )I -h(6)
(pa,6)eSX S
:x a*:s=y

Z [(f + g)(o)]h(g) =
jt, )ESX S

[f )- ( ] [ (a) -Ph)]
CaS)eSX s

ca*B3 y

Z fQC)-h.()+ ,Zg(a)-h() = [(f -h)(y)]+ [(g -h)(y)]
Ca, a)ESs c .a,6)lcs X s

4*;-= y Q*f= y

Cf h} + . -h)]Cy). Therefore (f + g) -h = (f-h)+(g-h),

50
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so that - distributes over + from the left and right in RS,

and thus (RS, +, ) is a ring, In view of this lemma, the

following example and theorem are introduced.

Example 3.22. If CR,+,') is a ring, then CR,-) is a

semigroup, called the multiplicative semigroup of R.

Embedding Theorem 3.23. Every semigroup is isomorphic

to a subsemigroup of the multiplicative semigroup of some

ring.

Proof. Let (S,*) be a semigroup, let (Z,+,-) be the

ring of integers, and let (ZS,+ , - ) be the semigroup ring

of Z by S. Define 0 :S +ZS by 0 (a) = f:S+Z, where

1 if x =af xC) for all as S.
0 if x / a, for all xsE S

Ci) If (a,b)E : 0, then asFS, so that b = e (a) = f:S-+Z,

where f(x) = if x = A for all x 6S. Now if (p,q) E:f,
fo if x / a,

then pcF-S and q ='f(p)Ef {1,0} S Z, so that f ' SX'z. Also,

if p E S and r E S such that p = r, then either p = a or p / a.

If p = a, then r = p = a, so that f(p) = f(a) = 1, and

f Cr) = f(a) =1 = f(p). If p a, then r = p a, so that

fCp) = 0, and f(r) = 0 = f(p). In either case, if p = r,

then f(p) = f(r). Therefore f:S+ Z is a well-defined func-

tion. Furthermore, jf 1(Z\{O})j = j{a}I = 1 < oo, and so

b oCa) = f E ZS. Thus, if (a,b) c 0, then as S and bE ZS,

so that 0 SX ZS.

Cii) If psE:S and qE S such that p = q, then O(p)= f:S+÷Z,

where f(x) = x=p and (q) = g:S+Z,
fo if x P,
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where g x) If x p, thenx =q, and so
foif x q,

f(x} a 1 g x), If x p = q, thenx q, so that

f Cx) 0 g (x) . There fore f Cx) g Cx) for all xscS, so

that e (p) f g = q), and so e :S-+ZS is well-defined.

(ii) If asS and b EsS such that a / b, then

eCa) f:S+Z and e(b) = g:S+Z, where f(x) (1 if x = a

(0 if x a

and g (x) x b for all x E:S. Therefore f(a) = 1,
ku it x b

but g (a) =-0 since a / b, so that e8(a)

e is one-to-one.

Civ) If a E:S and b cS, then 0 (ab)

and 0(b) = h:S+Z, where f(x) = 1 if

1 if x = a and h(x) 

-

0 if x / a,

0(b) (g h):S+ Z. Now

O if

{ 1 if

0 if

Cg h) Cab) = Z gCx)-h(y) = g(a)
(xy) S X S
x*y=ab

However, for all (x,y) sSX S\{(a,b)},

Therefore either g(x) = 0 or h(y) = 0,

Thus (g. h) (ab) = g(a)*h(b) 

+

f g= (b). Thus

x

x

x

x

f:S+ Z, 6(a) = g:S+Z,
= ab

I ab,
= b Therefore
/ b.

h(b) + E g(x) -h(y)
(x,y)6S X S \{(ab)}.
x*y=ab

either x / a or y / b.

so that g(x) -h(y) = 0.

E g(x)*h (y)
(x,y)eS X S\{(ab)}
x*y=ab

1l + (0) =1 +0 = 1 = f(ab). Furthermore,
Cx,y) sS X S\{Ca,b)}
x*y=ab

if p / ab, then f(p) 0 and {(x,y) E:SX SIx*y=p}cSXS\{(a,b)}.

gCx)

0 ca) 

-



53

Thus Cg h)-p) = E gx)xh Cy) . Z g(x)h(y) = 0,
(x, y)esS X S Cx,y) S X S\{(a,b)}
x*ymp

since g(x),(y) 0 for all (x,y) ESX S\{ (a,b)} as before,

so that (g I h) Qp) 0 f (p). Therefore (g h) (ab) = f(ab)

and Cg - h) Cp);= f (p) for all peS\{ab} , so that

Cg -Ch)p) = f(p) for all p E:S. Hence 0 (a) -0e (b) = g - h =

f OCab), so that e is a homomorphism, and thus an embedding.

Since 9o: S +>-eCS) is onto as well, then S 0 (S) 

.

Since 0 :S-+ ZS, then 0 (S) G ZS, and 0 (S) is nonempty

since S is nonempty. Furthermore, if g E0 (S) and h e (S),

then there exist a E S and b 6 S such that 0 (a) = g and

0 (j) = h. Since 0 is a homomorphism, then g h = 0 (a) -.0(b) =

0 Cab) E 0 CS) since ab E S. Finally, if f,g,hs E(S), then there

exist a,b,c e S such that 0 Ca) = f,0 (b) = g, and 0 (c) = h.

Since 0 is a homomorphism, then (f - g) h [0 (a) - 0(b) e(c)=

e 0ab)} e 0 Cc) =e[(Cab)c] = 0e[a(bc)] = 0e(a) 0e(bc) =

0 Ca). - Cb) 8 0 (c)] =f - (g - h). Therefore (0(S), - ) is

associative, and is thus a subsemigroup of (ZS, - ). Thus

S' CS), where 0(S) is a subsemigroup of the multiplicative

semigroup CZS, . ) of the ring CZS, + 

,

Unfortunately, it is not true that every semigroup is

isomorphic to the multiplicative semigroup of some ring. The

following example verifies this statement.

Exaneple 324. Let S be any semigroup which contains no

zero, ]f CR,,') is a ring, then there exists 0Os-R such that

Oix ;:.x0 0 for all x e R. If S is isomorphic to the
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multiplicative sem-g;oup (R,) of (R,+,), then there
exists an sQmorphs. f;R÷+$, so that z = f(0). ES. Now
for each'ys there exists x e R such that f Cx) y, since
f is onto. Therefore, zy= fCO) f Cx) f(0-x) = f(0) =Z

and yz fCx)fCo) =f Cxo0) = fCO) = z, so that z is a zero
for S, This is a contradiction since S has no zero, and so
S cannot be isomorphic to (R,*).
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CHAPTER IV

SUBDIRECTLY IRREDUCIBLE SEMIGROUPS

Definit on 4.1, If {S } is a nonempty collection of

nonempty sets, then the Cartesian product of {S}alEA is

{f :A + .U S'j f Ca) c Sa for each a E A}, and will be denoted by
ocA

IT Scx If xs I Sc, then x(P) is the ath component (or
aeA acEA

cQordinate) of x and will be denoted by xc. For each asA,

the function ilrIT L + S defined by 7T (X) = x for all
cxsA

X E 1 Sxa is the ath projection map of H S onto the ath
sA cE;A A

factor set SW'

Lemma 4.2. Let {Sal aA be a nonempty collection of

semigroups and let S H Sa. Define multiplication on S

as follows: if x eS and ysE S, then xy = z, where z.= xa ya
for all aeA. Then S is a semigroup, called the direct pro-

duct of {S1 oEA

Proof. If x E S and y E S, then Xx E S and y. E S for

all a EA, so that Z x*YE S, and z = xysE S. If x,y,z ES,

then xy ,z E S'- for all aceA, so that (x y,)zc = x (yEz ).

Theref ore CXy) z- ( x Y )z =x Cyz ) =xO (yz) for allcxcx a xacx cxcx cx

56
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qeA, so that Cxy)z x(yz). Thus multiplication in S is

assQciatiye, and so S is a semigroup.

Lemma 4,3. If { S } is a nonempty collection of

semigroups and S S , then 1Tr :S+ S is an onto homomor-

ph.i'sm for each aEA.

PLroof, f eA and Cx,y)sE:rT, then xsE:S and

Tx} 4 x = x)c.S, and soTr SX S . If asS

and b eS such that a =,b, then a = for eachca EA, so that

I(TCa) = 'b=Tn"(b). Therefore, 7 is a well-defined

function from S to S 3

.

Let x E:S Since S is a semigroup for each aosA, and

thus nonempty, then select a E S for each aseA, where a = x.

Define a e S such that aCa) = a for all asA, so that

7r Ca) = a,= x, and thus f is onto.

If a e S and b F S, then Trr(ab) = (ab)(3 = a b r (a) T(b),

so thatfo is a homomorphism.

Definition 4.4. Let {Sa IEA be a collection of non-

triyial semigroups. A semigroup S is a subdirect product of

{S iff there exists a subsemigroup T of 1II S such thata aeAa6A a
Tr (T) = S for all acA and S==~T.

Definition 4.5. A nontrivial semigroup S is subdirectly

irreducible iff whenever S is the subdirect product of semi-

groups {S A and T is a subsemigroup of 1[ S such thatgrops 4sA n qs chtha
aeAS==T, then there exists 3sEA such that 5,:T÷+ S is an iso-

morphism,
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Definition 4.6. If a is a congruence on a semigroup S

and x,y S, then a separates x and y iff x y (or,

equivalently, (x,y) g a).

Definition 4.7. A collection Z of congruences on a

semigroup S separates elements of S iff whenever x,yE S

such that x / y, then there exists a EZ such that xa ya*

Lemma 4.8. If E is a collection of congruences on a

semigroup S, then Z separates elements of S iff Ola = E
G EZ s'

the equality relation on S.

Proof. If E separates elements of S and x,y E S such

that (x,y)V Es, then x y. Therefore, there exists aEZ

such that xa / ya, so that (x,y)V a and thus (x,y) V Ca.

By contrapositive, if (x,y) c . ,then (x,y) e es, so that
aEs

S a = s. Furthermore, if x,ye:S such that (x,y)E Es, then

x = y. Therefore, (x,y) = (x,x)sE a for each a6 E, so that

(x,y) 6Cna and es0 fla. Hence fla= .E
aEZ asE aE: s

Conversely, suppose fla= s. If x,ysES, such that

x y, then (x,y) Es = C(a. Therefore, there exists a6E

such that (x,y) V a, so that xa . Thus Z separates ele-

ments of S.

Definition 4.9. If {SaA is a collection of semigroups

and fcA, then the congruence a on II S. defined by (x,y) E a
aEsAiff 7rWx =Tr(y) for all x,y E II S. is the congruence on

osA
II S induced by 

.

aA Aa
Theorem 4.10. If a semigroup S is a subdirect product

of semigroups {S a}aA, then the set {a Ia A of congruences



59

on S induced by the projection mappings { a }EAIseparates

elements of S. Conversely, if {aa aEA is a set of congruences

on S, all different from the universal relationwhich

separates elements of S, then S is a subdirect product of

the semigroups {S/aa }aA'

Proof. If S is a subdirect product of {S }acA, then

there exists T S H S such that S=='T and fa (T) = S for
acA

all asA. If xsET and y FT such that x y, then there exists

SE A such that x y,, and so ff (X) 'fr (y). Therefore,

(x,y) #V c, so that x, y , and thus {a aA separates

elements of S.

Conversely, if {a acA is a set of congruences on a

semigroup S and {aa IcA separates elements of S, then

)asA = Es by lemma 4.8. Define 0:S+ H S/caby 0(x) =
casA

where x = X for all casA.

If (p,q)s 0, then psES and q = 0(p) = j , where

q =p P for all acEA. Therefore, q EH S/oa, and so
asA

0 S S X HS/a . Moreover, if x E S and y 6 S such that x = y,

then [0(x)] X = x = yCY (since x=y) = ya = [(y)]

for all aoA. Therefore, 0(x) = 0(y), and so is a well-

defined function.

If x E S and y s S such that x y, then there exists

a E:A such that x. ya since {a EA separates elements of

S. Therefore, [0(x)], =x = xr y = T 0 = [0(y)] so

that 0(x) / 0(y), and hence 0 is one-to-one.
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If zse0(S), then there exists xEsS such that e(x) =z,

and so e0:S +0(S) is onto.

If x E S and yscS, then [0(xy)] a = (5a = (xy) =

(x ) (ya ) = ()() [ex)(y)% for all a A. Therefore,

0(xy) = [0(x)][0(y)] for each x,y F-S, so that e0:S+ 0(S) is

an isomorphism, and S-''-0(S).

Now if y s 0(S) and z F 0 (S), then there exist a E S and

b E S such that 0(a) = y and 0 (b) = z. Since a E S and bE S

imply ab e S, then yz = [6(a) ] [e(b)] = e0(ab)e 0(S) 

.

Furthermore, since S is associative, then S/ao is

associative for each a s A. Therefore, H S/cx is associa-
acA a

tive, and since 0(S) S ii S/a , then O(S) is associative.
a:A a

Hence, e(S) is a subsemigroup of H S/a.
ctsA a

Finally, if aEA and x. C S/s., then x 6 S, and so

e (x) 6s0 (S) . Furthermore, 7r [ 0(x) ] = [0 (x)I]a=a = XY

Therefore, 7 a :0(S) +S/Ga is onto for each ac- A, and so S is

a subdirect product of {S/axaA 

Lemma 4.11. The homomorphic image of a commutative or

idempotent semigroup is a commutative or idempotent semi-

group, respectively.

Proof. Let (S,-) be a semigroup, (T,*) a binary system,

and f:S +T a homomorphism. If x c f(S) and y s f(S), then

there exists as-S and bsES such that f(a) = x and f(b) = y.

Therefore, x*y = f(a)*f(b) = f(a-b) Ef(S) since a-bsF-S. If

z E f(S) also, then there exists c eS such that f(c) = z.
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Therefore, (x*y)*z = [f(a)*f(b)]*f(c) = f(a-b)*f(c) =

f[(a-b)-c] = f[a-(b-c)] = f(a)*f(b-c) = f(a)*[f(b)*f(c)] =

x*(y*z), and so (f(S),*) is a semigroup. If (S,-) is com-

mutative, then x*y = f(a)*f(b) = f(a-b) = f(b-a) = f(b)*f(a)=

y*x, so that (f(S),*) is commutative. If (S,-) is idempo-

tent, then x*x = f(a)*f(a) = f(a-a) = f(a) = X, so that

(f(S),*) is idempotent.

Theorem 4.12. The following conditions on a nontrivial

semigroup S are equivalent: (i) S is subdirectly irredu-

cible, (ii) the intersection of any collection of proper

congruences on S is a proper congruence on S, and (iii) S

has a least proper congruence.

Proof. Suppose S is subdirectly irreducible. If

{a A is a collection of proper congruences on S such that

n" s. then {a a I aA separates elements of S by lemma 4.8.

aE;A

Therefore, S is the subdirect product of {S/aa IaA by

theorem 4.10, so that there exists an embedding 6: S+ I1 S/aa
aeA

such- that S=~(S), Now for each acsA, aa sC. Therefore,

iC i sA, then there exist x 6 S and y e6S, x y, such that

(2c y) eca , and so x0. . Furthermore, since S==(S)

and x y, then xF e(x) 6(y) = y. However, F X 
= x =

a -a. y fj). Therefore, for each aEA, there

ex ist x eTO(S) and 57Te(S) such that i $ 7 but aO F)=a =

so that T :6CS) + S/ais not one-to-one. Thus Ta:6(S)-* S/a

is not an isomorphism for each aceA, and so S is not sub-
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directly irreducible. Since this contradicts the hypothesis,

then ~a E s, so that fl) a is a proper congruence on S

eA a 6 A

by lemma 2.20.

Suppose that the intersection of any collection of

proper congruences on S is a proper congruence on S. If P

is the collection of all proper congruences on S, then P 

$

since SX S -P. Therefore, C, is a proper congruence on S

by hypothesis. Furthermore, if p is any proper congruence

on S, then pseP, so that fnl ap. Thus () or is a least
aEP cE:P

proper congruence on S.

Suppose there exists a least proper congruence a on S.

If S is not subdirectly irreducible, then there exists a

collection {Sa }aA of semigroups such that S is the subdirect

product of {SaIasA by the embedding 0:S+ 1 AS., but
cE:A

ra :0(S)-* Sa is not an isomorphism for each oasA, where

S- ee CS) S II S . Since ra [6(S)] = S for each a e A, then

a :O CS)+ S is an onto homomorphism for each aE A by lemma

4,3. Therefore, since fa is not an isomorphism, then ff a is

not one-to-one for each a EA. Let {a aa A be the collec-

tion of congruences induced on 6(S) by {fa }aA. For each

a E A, there exist x,y E 6(S) such that i y, but Tr ( 

-

Trcfj since ff is not one-to-one. Therefore, (-,y) sci , so

that 0' C ) since x y, and so a is a proper congruence

on 0CS) for each a EA. However, since S is the subdirect

product of {SaI EA' then {aaI aeA separates elements of 6(S)
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by theorem 4.10, so that f.a = e s by lemma 4.8. There-
a8(AS b

fore, since a is a least proper congruence on O(S), then

SS a a for each a s A, so that e (S) lCcna = E:(S)

This is a contradiction, and so S is subdirectly irreducible.

Corollary 4.13. A semigroup S is a subdirect product

of semigroups {Sa IaA iff there exists an onto homomorphism

f Sa Sa for each a s A, and the family {p IaA of congruences

induced by {fa} aA separates elements of S.

Proof. If S is a subdirect product of {S IaA, then

there exists a subsemigroup T of H S. such that S ' T and
aE:A

Tfa (T) = Sa for each a EA. Therefore, there exists an iso-

morphism e:S+T such that T = 8 (S). Since 0:S+ T and

Tr : T-+S are onto homomorphisms for each aoEA, then

0o 6:S-+S is an onto homomorphism for each a eA. Let

{pa aFA and {a a } be the families of congruences induced

on S and O(S) by {7T 0}aA and {ta IaA, respectively.

Therefore, if x E:S and y ES such that x y, then O(x)/86(y)

since -is one-to-one. Since {a a I A separates elements of

0(S) by theorem 4.10, then there exists E A such that

CO(x),0Cy)) V ca., so that 7,0 0(x) r, o(y), and hence

(x,y) V p . Thus T o e:S+ Sa is an onto homomorphism for

each a EA, and {p aaE A separates elements of S.

Conversely, suppose that fa :S÷ S. is an onto homomor-

phism for each auEA, and the family {pa I A of congruences

on S induced by {fa aA separates elements of S. Define
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6:S + H 5 by [6(x)] = f(x) for each xsE S, acEA. If
aF-A 0'

(p,q) 6, then p csS and q = [(p)]u = fa (p) E Sa for each

a F A, so that qE H S ,and so e E S X H Sa . Furthermore,
acxA aE:sA

if x EsS and ye S such that x = y, then [6 (x)] a = X) =

fa (y) = [O(y)] for each acEA since fa is well-defined, so

that 6 (x) = e (y). Therefore, e is well-defined. If x 6 S

and y ES such that 6(x) = 6(y), then f a(x) = [6(x)]a =

[e(y)a] = fa(y)or each a sEA. Therefore, (x,y) E pa for

each a E A, so that x = y since {paIa separates elements of

S. Hence 6 is one-to-one. If xsES and y ES, then

[6(xy)]a = fa (xy) = []cx)][fa(y)] = 6(x)a [6(y)]a for

each a E:A, so that 6(xy) = [6(x)][6(y)], and so e is a

homomorphism. Thus e:S +H S is an embedding, so that
cxA A

Sie(S)S II S . Furthermore, since S is a semigroup and
a e A

S 6e(S), then 6(S) is a semigroup by lemma 4.11, and thus

a subsemigroup of R Sa. Finally, let 3 s A and let z E SS'
axsA

Since f :S+ SS is onto, then there exists xe S such that

f (x) = z. Now 6 (x) c 6(S), and ff [6(x)] = [O(x)] =f(x)= z.

Therefore, ra :6(S)-+ S a is onto for each acEA, so that

Ta [()] =Sa. Thus S is the subdirect product of {S}aIacA

Corollary 4.14. If a semigroup S is a subdirect product

of semigroups {S asA, and S a is a subdirect product of semi-

groups {S Vdc'ffEA for each aEA, then S is a subdirect

product of {S a'fa'sA,asA*
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Proof. If S is a subdirect product of {Sa IA, then

there exists an onto homomorphism f, :S- S. for each a6 A,

and the collection {paIP A of congruences on S induced by

{fa laA separates elements of S by corollary 4.13. Further-

more, Sa is a subdirect product of {S } eAa for each aosA,

so that if a6A, then there exists an onto homomorphism

:S+S for each E A,, and the collection

{l aj a of congruences on S . induced by {g }E:Aa

separates elements of Sa.

If aEA and fE A., then f.: S-S. and g S a-* S a , so

that g 8of a:S÷S . Since f. and g 3 are onto homomor-

phisms, then g ofa is an onto homomorphism, and thus

induces a congruence y on S. Furthermore, if x ES and

y -S such that x y y, then there exists aoc A such that

Cx,y) V p since {pa }A separates elements of S. There-

fore, f (x) E S. and f (y) ES. such that f (x) f ()

and so there exists j30sA such that (f (x), f (y))go

since ({a I}6k separates elements of S for each a sEA.

Therefore, guo,f (x) W = g 0[fZ(x)] gao ,O fao(y) =

gao ofao(y), so that (x,y) / y(,YO' Thus

ga,6ofa S÷*S y is an onto homomorphism for each asA and s:A,'

and the collection{y.,3 aA,I3Aa of congruences on S induced

by {g , of A,3eAa separates elements of S, so that S is

the subdirect product of {S I a6AA by corollary 4.13.
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The proof of the following theorem is found on p. 24 of

Introduction to Seiroups, by Mario Petrich.

Theorem 4.15. Every semigroup is a subdirect product

of subdirectly irreducible semigroups.

Proof. If S is a semigroup, aeS, and beS such that

a / b, then define M(a,b) = {p congruence on SIp separates

a and b}. Therefore, M(a,b) / $ since es EM(a,b). Let r be

a chain in M(a,b), and define = p 9 S X S. If xs 6S,
per

then (x,x) sp for each p sir, so that (x,x) s U p = X and X
per

is reflexive. If xseS andy eS such that (x,y)5 :X, then

there exists pEr such that (x,y) e p. Therefore,

(y,x) E p SU p = X, and so X is symmetric. If x,y,z e S
psi'

such that (x,y) s X and (y,z)E X, then there exist p1 er

and p2  r, such that (x,y) E p1 and (y,z) E p2 . Since r is a

chain, then either p1 S p2 or p2  p1. If p1  P2 , then

(x,y) 2and (y,z) s p2, so that (x,z) E p2 < U p = X; and
C x~ y e P ( y I z) E: P 1 2 p e r

if p2 CP 1 , then (x,y) e p1 and (y,z) ep1 , so that

(x,z) e p1  U p = X. Therefore, if (x,y) e X and (y,z) s X,
per

then (x,z) E X, and so X is an equivalence relation on S.

If (w,x) E X and (y,z) E X, then there exists p3 e r and p4 s r

such that (w,x) e p3 and Cy,z) E p4 . As before, either p3 c p4
or p4 = p3 since r is a chain. If p3  P4 , then (w,x) s p4
and (y,z) e p4 , so that (wy,xz) s p4 G LJ p = X; and if

pei

p4 E p3 , then (w,x) E p3 and (y,z) E p3 , so that
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(wy, xz) E P3 G U P = A. Thus A is a congruence on S.
per

Furthermore, since p separates a and b for each per, then

(a,b) $ p for each p Er, so that (a,b) V U p = A. There-
pE:r

fore, A separates a and b, and so A EM(a,b). Obviously,

p S Up = A for each pEir, so that A is an upper bound for
pEir

r. Thus every chain r in M(a,b) has an upper bound A s M(a,b),

so that M(a,b) has a maximal element a(a,b) by Zorn's Lemma.

Hence, for each (x,y) S XS such that x y, there exists a

maximal congruence a(x,y) on S which separates x and y.

Define A = {a(x,y)xsES, yeS, x y}, so that A is a family

of congruences on S which separates elements of S. There-

fore, S is a subdirect product of semigroups {S/( y)c}a(x,y)eA

by theorem 4.10.

Now if aES and b eS such that a / b, then define

P = {p congruence on Sja(a,b) S p}. For each p eP, define

' on 5/a(ab) by (xab)' (ab) E p iff(xy)E s p, for

all xES, yeS. Define P'= {p'fp sEP}. By lemma 2.26,

f:P-*P' defined by f(p) = p' for all pe P is a one-to-one,

order-preserving function, with f(a(a,b)) = 6S/a(a,b). There-

fore, if p eP such that a(a,b) c p, then p a(a,b), so that

p'= f(p) / f(a(a,b)) = es: ,b, since f is one-to-one.

Thus f:P\{a(a,b)} - P'\{cS /(ab)}, so that

f:{p congruence on Sja(a,b) c p} 

+

{p' congruence on S/c(ab) jP' :S/c(a,b)
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Define a = fl p , c' = C p'
psP\{a (a,b)} p'rP'\{E b } 

.

/(a,b)

Since f is one-to-one, then

f(ca) = f[p ]f= f(p) = lp'=a

pE:P\{c(a,b)} psP\{a (a,b)} p'EP'\{ES/}(ab)

However, if p EP\{a(a,b)}, then a (a,b) c p, so that p does

not separate a and b, since a(a,b) is maximal. Thus ap = bp,

and so (a,b) E p. Therefore, (a,b) csp for all p FP\{a(a,b)},

so that (ab) E f p = a4. Hence a does not separate a
pEP\{a (a,b)}

and b, so that a a(a,b). However, ca(a,b) C p for all

p EsP\{a(a,b)}, so that a(a,b) S f p = U. Thus
pEP\{a(a,b)}

a(a,b) e-ca, so that a EP\{a(a,b)}, and so

n' P -A '= f (a)E P'\{E:}
p 'EP'\{E:S/c}(ab) I= /a(ab)

Therefore, the intersection a' of all proper congruences p'

on S/ a(ab) is a proper congruence on S/a(ab), so that

S/a(a,b) is subdirectly irreducible by theorem 4.12. Thus

S is a subdirect product of {S}/axy)1ca(x,y)EA, where S/

is subdirectly irreducible for each a(x,y) EA.

Corollary 4.16. Every commutative or idempotent semi-

group is a subdirect product of subdirectly irreducible com-

mutative or idempotent semigroups, respectively.

Proof. If S is a semigroup, then S is a subdirect

product of subdirectly irreducible semigroups {Sa IaA by
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theorem 4.15. By corollary 4.13, there exists a collection

{fa }aE such that fa:S-*Sa is a homomorphism of S onto Sa

for each a E A. Therefore, fa (S) = S for each a E A, so that

Sa is a homomorphic image of S for each a eA. Thus if S

is commutative or idempotent, then Sa is commutative or

idempotent, respectively, by lemma 4.11.

The following theorem characterizes all subdirectly

irreducible finite abelian groups.

Theorem 4.17. If G is a finite abelian group, then G

is subdirectly irreducible iff G is cyclic and there exist

p s Z+ and n E:Z+ such that p is prime and GI =pn

Proof. Suppose G is cyclic, pE Z+, and nEsZ+ such that

np is a prime and IG = pn. Since G is cyclic, then there

exists as G such that G = <a>, the subgroup generated by {a}.

Case I: Suppose n = 1. If H is a subgroup of G,

then H is also cyclic, so that there exists x eH such that

H = <x>. If x = e, the identity for G, then H = <x> = {e}.

If x e, then x is a generator for G, since G is of prime

order, so that H = <x> = G. Thus the only nontrivial normal

subgroup (and hence proper congruence, by theorem 2.19) of

G is G itself. Therefore, G is the least proper congruence

on G, and so G is subdirectly irreducible by theorem 4.12.

Case II: Suppose n >1. By Sylow's theorem, there

exists a normal subgroup H of <a> such that HI = p. If

m E Z+ and am = e, then m > pn since |<a> = pn However,

H j {e}, and so there exists aW s<a>\{e} = {ai} pnlsuch
i=1
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that awE H, where w 5. pn_l < pn < m. Thus if m e Z+ and

am = e, then there exists w EZ + such that w < m and awE H.

By contrapositive, if m is the smallest positive integer

such that asM EH, then am e. Since H is of prime order,

then any non-identity element of H is a generator for H.

Therefore, H = <am> = {(am)i}l1 , where 1 < im < pn for all

i, 1 < i _< p. Since I<am>I = HI = p, then amp = (am)p = e.

n-l nAssume that m > p-. Then mp > pn. Let q be the least

positive integer in {1,2, -- ,p} such that mq > pn. Therefore

there exists t Z+ and r s Z+, 0 < r < m, such that mq =

tpn + r. If r = 0, then mq = tpn, so that m = tp and
t tq

am = (a p)q_(e)q = e. However, am e, so that r 0,

and so 0 < r < m. Since mq = tpn + r, then mq - tpn = r.

Now amq = (am) qe H since amc H, and a-tpn= (apn_ = e

e H. Therefore, ar = a q-tpn = amq-a-stpn H, where

0 < r < m. This is a contradiction, since m is the smallest

positive integer such that am s H. Thus m < pn-1, so that

mp < p pn- pn. Furthermore, I<am> = |H| = p, so that

amp = e. However, I<a>| = pn, so that pn is the smallest

positive integer such that apn = e, and so mp > pn. There-

fore, mp = p , so that m = pn-1, and so H = <am> =<aPn-.

Thus <ap n-> is the unique normal subgroup of <a> of order p.

Now if D is a normal subgroup of <a>, then IDI divides

|<a>J by Lagrange's theorem. Therefore, |DI divides pn so

thet [D[ pt for some t E:Z, 0 < t < n. Furthermore, if D
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is nontrivial, the pt = jD| > 1, so that 1 < t < n. Thus

D has a normal subgroup C such that IC = p by Sylow's theorem.

But then C is a normal subgroup of <a>. Since <aPn-l> is

the unique normal subgroup of <a> of order p, then

<aP n-l> = C S D. Therefore, if D is any nontrivial normal

n-l n-l
subgroup of <a>, then <ap > G D. Hence <aP > is the

least nontrivial normal subgroup of <a> = G, so that there

corresponds a least proper congruence on G by theorem 2.19,

and so G is subdirectly irreducible by theorem 4.12.

Conversely, suppose G is a subdirectly irreducible

finite abelian group with identity e. If G is not of order

pn, where p is prime and n s Z+, then there exist distinct

primes p and q such that p divides jG and q divides GI.

By Cauchy's theorem, there exist normal subgroups H and K of

G such that |H = p and K| = q. Since H and K are of prime

order, then H and K are cyclic, and so there exist as G and

b F G such that H = <a> and K = <b>. Now e 6 Hfl)K. However,

if there exists x 6Hfl K such that x e, then x is a gen-

erator for H and K. Therefore, H = <x> = K, and so

p = |HJ = IKI = q. This is a contradiction since p and q

are distinct primes, so that Hfl K = {e}, and so {H,K} is a

collection of nontrivial normal subgroups of G whose inter-

section is the trivial normal subgroup {e} of G. Hence, there

exists a collection of corresponding proper congruences on G

whose intersection is the improper congruence eG on G, and

so G is not subdirectly irreducible by theorem 4.12. Since
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this contradicts the original hypothesis, then IGI = pn

where p is a prime and nsFZ+.

If Q is a subdirectly irreducible finite abelian group

and jQj = p1, then Q is of prime order, and so Q is cyclic.

Now assume that for each i s Z+, 1 .< i _< k-1, if Q is a sub-

directly irreducible finite abelian group and IQI = p', then

Q is cyclic. Let Q be a subdirectly irreducible finite

abelian group such that IQI = pk. Define H = {xIxse Q},
so that H G Q. Define f:Q +H by f(x) = xP for each xE Q.

Since Q $, then there exists xsEQ, so that f(x) = xP E H.

Therefore, (x,xP) E f, and so f $. Moreover, if (x,y)e f,

then xsQ and y = f(x) = xP e H, so that f-*-Q X H. Further-

more, if xscQ and ys-Q such that x = y, then f(x) = xp =

y = f(y), and so f is a well-defined function. If z E H,

then there exists x & Q such that z = xP = f(x), so that f is

onto H. Finally, if xE Q and yE Q, then f(xy) = (xy)P =

xPy (since Q is abelian) = f(x) f(y). Therefore, f:Q-*H

is a well-defined, onto homomorphism, and so H = f(Q) is a

group since Q is a group. Hence, H is a subgroup of G.

Furthermore, since Q is subdirectly irreducible and |QI = pk

then Q has a least proper congruence, and so there exists a

corresponding unique nontrivial normal subgroup T of Q such

that ITt = p. Since T is of prime order, then any non-

identity element of T is a generator for T. Since JT| = p,

then f(x) = xP = e for all xSET, so that T G ker(f). Assume

there exists x Q\T such that x e ker(f). Therefore
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XP = f(x) = e, so that I<x>i < p. Since JQJ pk, then

j<x>f divides pk, so that either I<x>I = 1 or |<x>l = p. If

I<x>I = 1, then <x> = {e}, so that x = es T. This is a con-

tradiction since x EQ\T. Therefore, I<x>I = p. Since

xe <x> but x V T, then <x> I T. Furthermore, <x> is a

normal subgroup of Q since Q is abelian. Thus <x> and T are

distinct normal subgroups of Q of order p. However, this is

also a contradiction since T is the unique normal subgroup

of Q of order p. Therefore, if xE:Q\T, then x V ker(f),

so that ker(f) E T. Hence T = ker(f). Since f:Q+ H is an

onto homomorphism, then H GiQ/ker(f) by the fundamental

theorem of group homomorphisms, so that

HI = IQ/ker(f)j = IQ/TpI = = = p 

.

|T p
Assume that H is not subdirectly irreducible, so that there

exists a collection {pa A of proper congruences on H such

that fl p = SH. Therefore, there exists a collection
acA

{Ba } of corresponding nontrival normal subgroups of H

such that nlBa = {e} by theorem 2.19. However, since B is
ar-A

a nontrivial subgroup of H for each a eA, and H is a subgroup

of Q, then {B }aEA is a collection of nontrivial subgroups

of Q. Furthermore, B. is normal in Q for all u.EsA since Q

is abelian. Therefore, since fl B = {e}, then there exists
sAte 

e
a collection {%a} sA of corresponding proper congruences on

Q such that a = e by theorem 2.19, and so Q is not sub-

1EiAdirectly irreducible. This contradicts the hypothesis, and
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so H is subdirectly irreducible. Since IHI = p k-, then

H is cyclic by hypothesis. Therefore, there exists xc Q

such that xp E H and <xP> = H, so thatj1<xp>I =jIHfI=pk-1, and

k k-l k
so xP = (xP)P = e. Since I<x>I divides IQ = p , then

t
there exists t EZ, 0 < t < k, such that /<x>j = p . If

t <k, then t-l< k-l, and so pt <pk-. Therefore, since

t t-1

I<xp>I= pk-1, then xp (xP)P / e. This is a contra-

diction, since I<x>i = pt, and so t = k. Hence 1< x>I = pk

jQj , so that <x> = Q, and so Q is cyclic. Therefore, by

mathematical induct-ion, if Q is a subdirectly irreducible

finite abelian group, p is a prime, m cZ+, and IQ= = p 

,

then Q is cyclic. Thus, since G is a subdirectly irreducible

n
finite abelian group and IGI = pn, where p is a prime and

n E Z+, then G is cyclic.

Theorem 4.18. A zero semigroup is subdirectly irre-

ducible iff ISI = 2.

Proof. Suppose S is a subdirectly irreducible zero

semigroup with zero 0. If SI 2, then either 1S1 = 1 or

ISI > 3. If 1SI = 1, then there does not exist a proper con-

gruence on S, and so S is not subdirectly irreducible. This

is a contradiction, and so 151 / 1. If ISI > 3, then there

exists aES and be S such that a / 0, b / 0, and a / b.

Define relations p and y on S by

X ={x} for each xsE S\{a,O}

P {a,0} for each xE {a,0}
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and

=Px} for each x e S\{b,0}

{b,0}for each xsE{b,0}.

Since p partitions S, then p induces an equivalence relation

on S. Furthermore, if w,x,y,z E S such that (w,x) - p and

(y,z) e p, then (wy,xz) = (0,0) F p, and so p is a congruence

on S. Similarly, y is also a congruence on S. Now

p\es = {(a,0),(0,a)} and y\Es = {(b,0),(Ob)}. Since a b

and a / 0, then (a,0) # y\Es and (0,a)J y\ss, so that

(p\6s )fn(y\ s) = $, and thus pfly = E. Hence, p and y

are proper congruences on S whose intersection is an improper

congruence on S, and so S is not subdirectly irreducible.

This contradicts the hypothesis, so that 1SI < 3. Therefore,

since JSj / 1 and 1SI <3, then 1St = 2.

Conversely, if 1SI = 2, then the universal relation

ws = SX S is the only proper congruence on S, and is thus

the least proper congruence on S. Therefore, S is subdirectly

irreducible by theorem 4.12.

Lemma 4.19. Every cyclic semigroup S with zero z is

finite. Furthermore, if N is the smallest positive integer t

t
such that a = z, where <a> = S, then SI = N.

Proof. Since S is cyclic, then there exists a s S such

that <a> = S. If z is the zero for S, then zE <a>, and so

there exists n cZ+ such that an = z. For each m>n, m - n> 0,

so that am-nE S. Therefore, am = an+(m-n) = an * am-n =

z- am-n = z, so that SI < n, and thus S is finite.
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Define B = {x E Z+1aX = z}, so that B / $ since nE B.

Since Z+ is well-ordered, then there exists a least element

N of B. Therefore, am = z for each m> N, so that 1Sf < N.

Assume that there exist iE Z+ and j s Z+ such that

1 < i < j < N and a = a3. Since N is the least element

of B and i< j, then j / N. Hence, 1 < i < j < N, so

N-jthat N-j> 0 and aN- S. Therefore,

N j+N-j j N-j i N-j=i+N-j=N-(j-i)
z = a = a = a - a = a - a = ai+ = aN ~i,

and so N-(j-i)sEB. However, j >i, so that j-i> 0, and

N-(j-i) <N. This is a contradiction, since N is the least

element of B. Therefore, if is Z+ and j s Z+, such that

1 < i < N, 1 < j _< N, and i j, then a / a , and so 1SI = N.

Theorem 4.20. Every nontrivial cyclic semigroup with

zero is subdirectly irreducible.

Proof. Let S be a nontrivial cyclic semigroup with

zero z; then there exists as S such that <a> = S. By

lemma 4.19, S is finite, and if n is the smallest positive

integer t such that at = z, then S1 = n, so that

S ={a ,a2 -2--a n- ,an}. Define p on S by

a= {al}, 1 < i < n-2

{an- ,an}, n-I < i < n.

Since p partitions S, then p induces an equivalence relation

on S, Suppose a ,aj,akam ES such that (a',a ) E p, and

(a ,a m)E p. If 1 < i < n-2 and 1 < k < n-2, then {a } =

a= ai f {ai} and {ak} = a k = am = {am}. Therefore,

P Pi k
i = j and k = m, so that i + k = j + m. Hence, a a =
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ai+k = a j+m= aj a,1 and so (aiak, aj am) Ep since p is

reflexive. If i > n-i, then j > n-i since (a ,a)E: p.

Since k > 1and m > 1, then i+k>n and j+m> n, so that

a ia = ai+k = z = a =j+m ajaM and hence (a k ,ajam)E p.

i k j mSimilarly, if k >n-1, then (a a , aaM) Ep. Thus pis a

congruence on S. Furthermore, since'n-l< n, and n is the

least positive integer t such that at = z, then an z z = an

Therefore, since (an-1a n) p, then p is a proper congruence

on S. Note that p = es U{(an-1, an ), (a n, an-)}. Now if

y is any proper congruence on S, then there exist i EZ+ and

j E Z+ such that 1 < i < j < n and (a aj) 6 p. Since

i < j < n, then i < n-I. If i = n-1, then j = n, since i< j.

Therefore, since (al a) 6y., then (an-, an) Esy, and so

n n-I
(a , a ) c y since y is symmetric. Hence, es =y'

n-i n n n-i(a , a )E y, and (a , a )e y, so that p = y. On the

other hand, if i < n-1, then n-i- i> 0, so that an-1-i

n-i-i n-i-iand hence (a , a ) Esy since y is reflexive. Since

Ca ,aj) e y as well, then (a n-i an-i+j -i _aian-1-i jn-1-i

However, j-i >0 since i< j, so that n-i+j-i> n-i, and hence

n-l+j-i>n. Therefore, an-l+j-i = =z an, so that

(a n-.a)n=(a ,n- an-+j -i) y, and so (an, a )n-)Y,

since y is symmetric. Since es = y, (an-1 an) E y, and

(a n, a n-) E y, then p = y as before. Thus p is a proper

congruence on S, and if y is any proper congruence on S,

then p ; y. Hence p is the least proper congruence on S, and

so S is subdirectly irreducible.
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Lemma 4.21. Let S be a nontrivial semigroup with

zero 0. If N is an ideal of S, and p is the equivalence

relation on S defined by

N for each x EN
x=

P {x} for each xs_ S\N,

then p is a congruence on S with 0. = N. Conversely, if p

is a congruence on S, then 0P is an ideal of S.

Proof. Suppose N is an ideal of S and define p on S

by
N for each xs N

x =

({x} for each xs S\N.

Since p partitions S, then p defines an equivalence relation

on S. If w,x,y,zsES such that (w,x)s p and (y,z)E p, then

w = x and yp = zP. If w V N and y g N, then {w} = w = x

and {y} = yp = zPr, so that x = w and z = y. Therefore,

wy = xz, and so (wy,xz) Ep. If wsEN, then N = wp = xP, so

that xs6 N as well. Therefore, wysEN and xzsE N since N is

an ideal, so that (wy)p = N = (xz) , and thus (wy,xz) e p.

Similarly, if y E N, then (wy,xz) E p. Hence, in any case, if

(w,x) E p and (y,z) s p, then (wy,xz) 6 p, and so p is a con-

gruence on S. Furthermore, since N is an ideal in S, then

there exists xsN, so that 0 = Oxs N, and thus 0 = N.
p

Conversely, if p is a congruence on S, then let xE S and

y E OP, so that (y,0) E p. Since (x,x) E p also, then

Cxy,0) = (xy,xO) Ep and Cyx,O) = (yx,0x)s p. Therefore,

xy 6 0P and yx EO P, and so0 P is an ideal in S.
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Definition 4.22. The congruence p on S defined in

lemma 4.21 is the congruence on S induced by the ideal N.

Definition 4.23. An ideal N of a semigroup S is

degenerate iff INI = 1; N is nondegenerate iff INI > 1.

Corollary 4.24. If N is a nondegenerate ideal of a semi-

group S with zero 0, then the congruence p on S induced by N

is a proper congruence.

Proof. Since N is an ideal of S, then Os N. However,

N {0} since N is nondegenerate, and so there exists

a ES\{o} such that {O,a} G N. Therefore, if p is the con-

gruence on S induced by N, then 0P = N = a . Hence (O,a) Ep,

while 0 a since aE:S\{O}, and so p y s. Thus, p is a

proper congruence on S.

Theoreq, 4.25. If S is a semigroup with zero 0 such

that; (1) there exists a least nondegenerate ideal of S,

and C2) 0 is a nondegenerate ideal of S whenever p is aP

proper congruence on S, then S is subdirectly irreducible.

Proof. Let N be the least nondegenerate ideal of S.

By corollary 4.24, N induces a proper congruence p on S

defined by
{N for each x EN

X =

P ({x} for each xs S\N.

If y is any proper congruence on S, then 0 is a nondegenerateY

ideal of S by hypothesis, and so N S0 . If (a,b)sE p\es'

then a / b, and so {a} {b}. Since ap = bp, then ap {a}

and b P {b}, so that a = b = N. Hence as NG 0 and
p p p y
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b 6 N G 0., so that ay = b = 05, and thus (a,b) e y. There-

fore, if (a,b)sE:p\es , then (a,b)sEy, so that p\Fs <Y

Since eS s y as well, then p = E6 sU (p\s) e y. Thus P is

the least proper congruence on S, and so S is subdirectly

irreducible.

It so happens that the converse of theorem 4.25 is false.

This is a consequence of the fact that the converse of

corollary 4.24 is false, as shown by the following example.

Example 4.26. Let S = {O,1,2} be the semigroup of

integers module 3 with modular multiplication. Define p

on S by 1 = 2 = {,2}; 0 = {0}. Then p is the least
p p p

proper congruence on S, and so S is subdirectly irreducible.

However, although p is a proper congruence on S, 0P = {0}

is a degenerate ideal of S. However, the following somewhat

weaker result is true.

Theorem 4.27. Let S be a subdirectly irreducible semi-

group with zero 0. If 0P is a nondegenerate ideal of S

whenever p is a proper congruence on S, then there exists

a least nondegenerate ideal of S.

Proof. Since S is subdirectly irreducible, then there

exists a least proper congruence p on S. By hypothesis, 0P

is a nondegenerate ideal of S. If N is any nondegenerate

ideal of S, then 0eN. By corollary 4.24, N induces a proper

congruence y on S defined by

X {N for each xeN

{x} for each xs S\N,
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and so pc y. Therefore, if a e0 then (a,O) e p = y, so

that a = 0 = N since 0 cN, and thus aE N. Hence 0 N,

and so 0 is the least nondegenerate ideal of S.
p

Corollary 4.28. If S is a semigroup with zero 0 in

which 0 is a nondegenerate ideal of S whenever p is a proper
p

congruence on S, then S is subdirectly irreducible iff S has

a least nondegenerate ideal.

Proof. Suppose S has a least nondegenerate ideal.

Since 0 is a nondegenerate ideal of S whenever p is a proper
P

congruence on S, then the hypothesis of theorem 4.25 is

satisfied, and so S is subdirectly irreducible.

Conversely, suppose S is subdirectly irreducible.

Since 0 is a nondegenerate ideal of S whenever p is a
p

proper congruence on S, it follows that S has a least non-

degenerate ideal by theorem 4.27.
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