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I. Introduction 

1, The solutions/z and/-k 

In order to state the main results of this paper, we shall start  with the  differ- 

ential equation 

d 2 y / d z  ~ - P(z ,  cl, c~ . . . .  , Cm) y = 0, (1.1) 

where ct, c2, . . . ,  Cm are complex parameters and 

P(z,  c) = ( z -  cl) ( z -  e2) . . .  ( z -  c,~). (1.2) 

Let {~I1=1 (1 --CJ/Z)} �89 "~- 4=1 ~ bh(c) z-h'  (1.3) 

where ba(c) are homogeneous polynomials of c I . . . . .  cm of degree h respectively, and 

let us put  

z�89 1 +  ~ bh(c) z- ~ (re=odd),  

h=l (1.4) 
Am(z, c) = (1 + �89189 (m = even), 

z�89 1 + z 

where zr =ex p  {r [log [z I + i  arg z]} (1.5) 

for any constant r. Previously, P. F. Hsieh and Y. Sibuya [7] constructed a unique 

solution 

Y = ~m (z, c) (1.6) 

of the differential equation (1.1) such tha t  

(1) This paper was written with partial support from the National Science Foundation (GP-7041 X). 
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(i) ~Jm is an ent ire/unct ion o/ (z, C 1 . . . .  , Cm); 

(ii) ~m and d~m/dz  admit respectively the asymptotic representations 

~m=Z-~m {l  + O(z-�89 exp  { -  f [  ~4m(t, c) dt} , 

} d~m/dz  = ztm{ -- 1 + 0(Z-�89 exp -- Am (t, C) dt 

(1.7) 

uni/ormly on each compact set in the (c, . . . . .  Cm) space as z tends to in/ ini ty  in any sector o/ 

the /orm 

3 ~  
larg zl ~<(m+2) (~o, (1.8) 

where the path o/ integration should be taken in the sector (1.8) and 8 o is an arbitrary 

positive constant. 

The solution ~Jm tends to zero as z tends to infinity in the sector ]arg zl< ~r/(m + 2). 
We call ~J~ a subdominant  solution of the differential equat ion in the sector l arg z[ < 

~/(m + 2). 

Now let 4 be a complex parameter ,  and al, . . . ,  am f ixed real constants such tha t  

-- cx~ < am < am_ l < . . . < a2 < al < § c~. (1.9) 

Then let us pu t  ~o = exp ( 2 z i / ( m  + 2 ) ) ,  (1.10) 

2 
~ = 4  2/(m+2), arg ~ =  ~--$-2 a rg4 ,  (1.11) 

k =  
0, 1, 2, . . . ,  (m + 1)/2 

O, 1, 2, , m / 2 ,  1 + m / 2  

(m = odd), 
(1.12) 

(m = even), 

and /k (x, 4) = ~Jm (Q eokx, ~)eo~al, qo)ka2, . . . ,  ~)eo~am), 

/ -k  (x, 4) = ~Jm (Qeo-kx, ~a~ -~ a). J 
(I.13) 

I t  is easily verified tha t  the /unctions y =/k(x ,  4) and y = / - k  (x, 4) are solutions o/ the 

di//erential equation 

(E) 

where " =  d2/dx 2 and 

y" - 4 3 P(x)  y = O, 

P(x) = P(x,  a) = (x - al) (x - a2) ... (x - am). (1.14) 
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Furthermore, from the properties (i) and (ii) of the function "0z we can derive the 

following properties of /~ and /-k: 

(i) The /unctions /k and /-k are entire /unctions o/ (x, ~); 

(ii) /k , /~ , / -k  and /'-k admit the asymptotic representations 

/i=(~O~k)-tmx-~m (l +O(x-�89 exp {--~okf[.,4m(~O~t,~oka)dt}, t 
/ k = (QO)k)- �88 m 2 x~ m { ( -- X ) k + l "q- O ( x- �89 ) } exp { -- ~o~k f [ ..4m (~Cok t, ~o)k a ) dt} , 

(1.15-k) 

uni/ormly on each compact set o/ the ~-plane as x tends to in/inity in the sector 

and 

I 2~tk 3z~ 
arg ~ + a r g x + ~ - ~  ~<(m+2) ~o, (1.16-k) 

/_k=(~O-k)-~"m x-tm {l +O(x-�89 exp {-- ~O)-kf[ Am(~O~-kt,~eo-ka)dt}, } 

/'-k (QO~-k)-im Xx�89 {(--1)k+l + O(x-�89 exp {-- ~O~-k f [ Am(QCo-kt,~o~-ea) dt}, 
(1.15-(-k)) 

uni/ormly on each compact set o/ the ~-plane as x tends to in/inity in the sector 

I 2ztk ] 3et 
arg ~ + arg x (m + 2) ~< (m + 2) (~0- (1.16-(-k)) 

The paths of integrations in the right-hand members of (1.15) should be taken in the 

sectors (1.16) respectively. 

Let  S k be the sector in the x-plane which is defined by 

2ztk [ 
arg x + ~ - ~  I <(m-+-~ (1.17-k) 

and let S-k be the sector in the x-plane which is defined by 

I 2ztkl ~ (1.17-(-k)) 
argx  (m+2)  <(m+2-----)" 

If ~ > 0 , / k  tends to zero as x tends to infinity in Sk, while /-k tends to zero as x 

tends to infinity in S-k. Hence we call /k and /-k subdominant solutions in Sk and 

S-k respectively. 

We shall denote by  Ih the intervals 
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a h + l < x < a a  (h= 1 , 2 , . . . , m - I )  (1.18) 

on the real axis of the x-plane respectively. The intervals - c~ < x < am and al < x < + co 

will be denoted by Im and I 0 respectively. :Furthermore, Im+l denotes the empty set. 

Then one o/ our main concerns in this paper will be to evaluate /k,/ '~,/-k and /'-k 

when xEI2~ U I~k-1U I2(k-1) as ~ tends to co in a sector [arg ~t] ~<00, where 

{~,2, ..., (m+ 1)/2 
k= 1,2,..., m/2 

(m = odd), 
(1.19) 

(m = even). 

By using these results we shall also compute large positive eigenvalues ~ o/the bound- 

ary-value problem 

(P) y " - ~ 2 P ( x ) y = O ,  f+r ly(x)l ~ dx< + co, 
J .  

when m is an even integer. 

2. The associated Riccati equation 

We denote by  ~0 the domain obtained from the complex x-plane by deleting the 

line-segments a2s< x <  a2~_ 1 on the real axis, where 

1 , 2 , . . . , ( m + 1 ) / 2  (m=odd) ,  (2.1) 

i =  1, 2, . . . ,  m/2  (m = even) 

and am+l = - c o .  Let  t4(x) be a branch of P(x) �89 such that  

A(x) > 0 (2.2) 

for large positive values of x. I t  is easily verified that  A(x) is single-valued and 

holomorphie in the interior of ~0. 

By the transformation w = y-~ dy /dx  we derive the Riccati equation dw/dx + w ~= 

,~2 P(x) from the equation (E) of Section 1. In the domain ~2 0 we can write this Riccati 

equation in the form 
w' + w ~ = (XA(x)) ~. (2.3) 

In order to evaluate the quantities/k, f -k , /~ and /'-k when x E I ~  U I2~-1 U 12(~-1) as ). 

tends to co, we shall study the Riccati equation (2.3). 

First of all, we shall prove the following lemma. 

LwMMi 1. The Riccati equation (2.3) has two /or~nal solutions 
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w = 2M(x) - ~ R(x) + p(x, ~) (2.4) 

w = - ~ A ( x )  - �88 R ( x )  + p ( x ,  - ;t), (2.5) 

R(x) = P'(x)/P(x), (2.6) 

p(x, ~) = ~ (~A(x)) -n pn(x), (2.7) 
n = l  

p~ (x) = Q~ (x) P(x)- ~-x, (2.8) 

and the quantity Qn is a polynomial in x o/ degree not greater than ( m -  1)(n + 1). 

In fact, if we define p~ by 

Pl (x) = �89 {~ R' (x) - ~ R(x) 2} (2.9) 

and pn(x)=�89189 ~ pj(x) pa(x)} ( n > l ) ,  (2.10) 
j + h f n - 1  

the two formal series (2.4) and (2.5) satisfy the equation (2.3), since A' (x) = �89 A(x) R(x). 

Secondly, we shall prove the following lemma. 

L:EMMA 2. For each fixed point ~ in I ~  U I2k_x U I2(k-1), where 

k= {1, 2, ... , (m + l )/2 (m = odd), (2.11) 

1, 2 , . . . ,  m/2  (m = even), 

there is a curve Ck.l(~): x=zk(s;~) (0~<s< +oo)  (2.12) 

and a positive constant 0o(~) such that 

(i) zk(s;~) is continuous in s /or 0 ~ s <  +oo ;  

(ii) 2~(s; ~) is bounded and piecewise continuous in s /or 0 <~ s < + co, where de- 

notes d/ds; 

(iii) z~(O; ~)=~; 

(iv) lim~_~+~ z~(s;~)= oo, lims_,+~o arg zk(s;~)=2~rk/(m+2); 

(v) I m z  k(s;~)>O /or O<s< +oo; 

(vi) the quantity ( - 1 )  ~ Re [ e~~ f ~ A ( z~ ( s; ~ ) ) ~k ( s ; ~ ) ds 1 is nondecreasingl /or O <-- t < 

+ ~ i / I o l  <Oo(O. 
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This lemma will be proved in Sections 5, 6 of Chapter II .  In the proof we shall 

use the idea that  was suggested in the paper of M. A. Evgrafov and M. V. Fedorjuk 

[3; p. 9]. We shall use some properties of the trajectories of the autonomous system 

dx /d t  = iA(s (2.13) 

where t is a real independent variable a n d -  denotes the complex conjugate. If x =  

x(t) is a trajectory of (2.13), then we have 

~/  A(x(s) )  e(s)  ds = A(x(t))  e(t) = iA(x ( t l )  A(x(t ) )  

= iA(x( t ) )  A (x ( t )  = i lA (x ( t ) ) [3 .  

Hence the real part  of the holomorphic function 

f x A dr (3) 

is constant along the trajectory x = x ( t )  of (2.13). This is the reason why we shall 

study the system (2.13). 

As a corollary of Lemma 2, we obtain the following lemma. 

L~MA 3. P u t  

Then the curve 

satis/ies the conditions 

Sk(s; ~) = zk (s; ~) (o < s < + ~ ) .  

C, . , (~):  x =  ~,(s; ~) 

(2.14) 

(i) ~,(s; ~) is continuous in s / o r  0~<s< + oo; 

(ii) Ck (s; ~) is bounded and piecewise continuous in s / o r  0 <~ s < + oo ; 

(iii) Sk (0; ~) = ~; 

(iv) lims-, +~ ~ (s; ~) = oo, lims_~ +~ arg ~k (8; ~) = - 2 g k / ( m  + 2); 

(v) I m ~ ( s ; ~ ) < O  for O < s <  §  

(vi) the quantity ( - -1 )kRe  e ~~ A(~k(s; ~))~k(s;~)ds is nondecreasing /or O~<t< 

+ oo i l  101 < 

Since ~ is real, the conditions (i), (ii), (iii), (iv) and (v) of Lemma 3 can be 

easily derived from the corresponding conditions of Lemma 2. In order to derive the 

condition (vi) of Lemma 3 from that  of Lemma 2, we use the identi ty A(s  A(x) .  

Finally we shall prove the following lemma. 
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LE~MA4. For each ~ in I2~ U I~_ 1 O I2(k-1), where 

(m = odd), 

(m = even), 

241 

k = { 1, 2, . . . ,  (,~ + 1)/2 
1, 2 , . . . ,  ~ / 2  (2.15) 

there exists a /unction wk.1 (s, 2; ~) such that 

(i) wk. 1 is de]ined and continuous in (s, ~) and holomorphie in 4 /or 

14l~>M0{~), [arg~[<0o($), 0 < s < + ~ ,  (2.16) 

where M o is a su//iciently large positive constant depending on ~; 

(ii) ~bk, 1 is piecewise continuous in s /or 0~<s< + co, where" denotes d/ds; 

(iii) wk, 1 satis/ies the di//erential equation 

?l)kol ~- Zk (8; ~) { [ 4 A ( z  k (s; 2 2 ~))] - -Wk .X}  (2.17) 

/or (2.16) except at the points o] discontinuity o] ~bk. 1 in s; 

(iv) w~, 1 satis/ies the inequalities 

N 
[Wk, 1 (S, ~; ~) -- ( --  1)k+l~.A(Zk) + 1 R(zk) -- 5 [( - 1) '~+14A(zk)] -n  Pn(Z~) I 

n=l 

<.KN(~)I4A(z~)] -N-1 ( N =  1,2 . . . .  ) (2.18) 

/or {2.16), where zk =z~(s; ~) and KN are positive constants depending on ~. 

This lemma will be proved in Section 7 of Chapter II .  From Lemma 4 we can 

derive the following lemma. 

Lv.MMA 5. Put 

wk,2(s, 4; ~) = wk.l(s, ~.; ~). (2.19) 

Then the /unction wk.2 satis/ies the conditions 

(i) wk.~ is de/ined and continuous in (s, 4) and holomorphic in 4 /or (2.16); 

(ii) @k.2 is piecewise continuous in s /or 0 <~ s < + co ; 

(iii) wk,2 satis/ies the di//erential equation 

~bk.2 = {k(s; ~) {[4A($k (s; ~))]2 _ w~,2} (2.20) 

/or (2.16) except at the points o] discontinuity o] @~,~ in s; 
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(iv) wk.2 satis/ies the inequalities 

N 

Iwk.2(8, 2; ~) -- ( -- 1) k+l 2A(r + ~ R(~-k) -- ~ [( -- 1) k+l 2A(~k)] -n Pn (~'k) I 
n = l  

<KN(~) IaA(r -~-1 ( N - - 1 , 2 , . . . )  (2.21) 

/or (2.16), where ~k=~'k(8;~). 

I t  is easily seen tha t  the quantit ies zbk.1 and zbk.2 have a discontinui ty in s only 

a t  the points of discontinui ty of ~k and Ck respectively. The differential equations 

(2:17) and (2.20) are derived from the Riccati  equat ion (2.3) by  the changes of the 

variable x = zk(s; ~) and x = ~k (s; ~) respectively. The inequalities (2.18) and (2.21) give 

asymptot ic  expansions of wk.1 and wk.2 as 2A(zk) and 2A($k) tend  to infinity for each 

fixed ~. We have 

Wk. l (8 ,2 ;~)~( - -1 )k+12A(Zk) - -~R(Zk)+ ~ [(-- ) ~ (  k)/ Pnt kj 1 "k+12*'z " -=  "Z ~ (2.22) 

aS 2~4(Z~) tends to infinity, and 

w~.~(s, 2 ; ~ ) " ( - 1 ) ~ + 1 2 , , 4 ( ~ ) - ~ R ( ~ ) +  ~ [ ( -  1)~+~2A(r (2.23) 
n = l  

as 2A(~,) tends to infinity. The est imates (2.18) and (2.21) depend on ~ and they  

are not  uniform over any  interval  which contains the points aee_~ or a~.  The quan- 

tities 2A(z~) and 2A(~)  tend  to  infini ty ei ther if 2 tends to infinity or if s tends to  

infinity. 

3. Main  resul ts  

Le t  us denote  by  B(x) a branch of P(x) ~ such tha t  

~(z) > 0 

for large positive values of x. For  real 3, we shall pu t  

~ 4 ( v  - ) = l i m  A ( z  - it), 
t - - ~ 0 +  

A ( ~ - + ) =  lira A ( ~ + i t )  
t ---~ O+ 

and Y(~ - ) = lim B(~ - it), B(T + ) = lim B(v + it). 
t - ~ 0 +  t---~0+ 

Let  Ok.1 (8, 2; ~) = wk.1 (8, 2; ~) - ( - 1)k+12A(zk) + �88 R(z,) 

and Ok.2 (8, 2; ~) = wk., (s, 2; ~) - ( - 1)~+12A($k) + ~ R(~k), 

where zk =zk(s; ~) and $, = ~k(8; ~). Finally,  pu t  

(3.1) 

(3.2) 

(3.3) 

(3.4) 

(3.5) 
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~ = ( - I )  ~ ba+m/~ (a). ( 3 . 6 )  

We remark that  the function B(x) is single-valued and holomorphic in the x-plane 

cut along the interval - o~ < x < a~ on the real axis. In (3.3), we use this holomorphic 

function ]~(x). 

Our main result of this paper is the following theorem: 

THv, ORV, M 1. For each ]ixed point ~ in I2~ 0 I2~-1 lJ Iu(~-a), where 

[1, 2 . . . . .  (m + 1)/2 (m = odd), 

k = ~ ( 1, 2 . . . . .  m/2 (m = even), 

we have 

/ _ k ( e , X ) = C - k ( X ) B ( ~ + ) - ' e x p [ ( - i ) ~ + ' X f j ~ 4 ( , + ) d ~ - f : ~  

l i (~ ,  ;t) = {( - i )  T M  ; t . . 4 (~-  ) - �88  + O~,~(0, ;t; ~)} 1,~(~, ;t), 

' X 1 )  ~:+1 - / - k ( ~ ,  ) = { ( -  XA(~+) �88 

(2.11) 

where 

=[(~(gk)-im exp [(-1)k+l~f::C{~m($,a)-A($-)}d$] (m=odd) 
(3.s) 

C_ k (X) = { 
(9o~-k)-~'nexp[(-1)~+l,~f:~{Am(v,a)-A(~+)}dv] (m = odd) 

(eo~-k)-~"-~.exp [(-])~+iX f:~{Am(v,a)-A(v+)}dv] (m=even), 
(3.9) 

and s and T are real variables, and 

121 ~ Mo($), larg 21 < 0o(~:). (3.10) 

Remark. In  order to derive asymptotic representations for ]k, l-k, 1~ and ]'-k as 

2 tends to infinity in the domain (3.10), use the definitions (3.4) and (3.5) for (2~.1 

and Qk.~ respectively, and use the asymptotic expansions (2.22) and (2.23) for wk.1 and 

wk.2 respectively. I t  was already mentioned that  these expansions are not uniform 

over any interval which contains a2k-1 or a2k. Hence the corresponding asymptotic 

16 - 672909 Acta mathematica 119. I m p r l m 6  le 9 f~vr ier  1968. 

(3.7) 
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representations for /k, l-k, [~ and )t:k are also not uniform over any interval containing 

a2k or a2k_  1. 

This theorem will be proved in Section 8 of Chapter II.  

4. Computation of eigenvalues of Problem (P)  

Notice that,  since o~m*2=l, the two solutions /1+m/2 and /-1-m/~ are identical. 

Furthermore, the solution /0 is subdominant along the positive real axis, while the 

solution /l+mje is subdominant along the negative real axis. Therefore, eigenvalues of 

Problem (P), when m is even, are zeros of the Wronskian of /0 and /l+m/2: 

W(~) = /o(X,,~), h+,~(x,~ x "~) " (4.1) 
lo(x,;O 1~+,,12(,~) 

We may compute large positive zeros of W ( 2 ) b y  using asymptotic evaluations of 

[o, /o, ]l+ml~ and /l+mle as 2 tends to + c~. However, a straightforward application of 

the theory of asymptotic solutions of ordinary differential equations with respect to 

parameters would yield asymptotic evaluations of /0,/g,/i+m/2 and /1+m/2 in different 

x-intervals that  are disjoint. Hence such results cannot be used for the computation 

of zeros of W(2). This difficulty is due to the fact that  the coefficient P(x) of (E) has zeros 

al, . . . ,  a m ,  These zeros of the coefficient P(x) of (E) are called transition points of (E). 

For a general discussion and the history of the study of the problem of transition 

points see R. E. Langer [9], J .  Heading [6] and W. Wasow [11]. 

In order to overcome such a difficulty, we need a more elaborate analysis. While 

in case m = 2 the problem is reduced to the study of the parabolic cylinder function, 

there is no such well-known special function that  is helpful in case m >2.  For general 

discussion of the problem of two transition points see A. Erd~lyi, M. Kennedy, and 

J. L. McGregor [2], R. E. Langer [10], and: N. D. Kazarinoff [8]. In this paper, the 

function 7~m plays a role similar to tha t  of the parabolic cylinder function in case 

m = 2. Actually the functions /k and ]-k were derived directly from the function 7~m. 

We shall explain briefly how to evaluate W(~)asymptotically as ~ tends to + cr The 

proof will be given in detail later on in Chapter III .  Let  us put  

J /~k (k = 1, 2, m/2), (4.2) A~(~)= //~ /-~ ..., 

I /]+1 (k=0,1,...,m/2), (4.3) Dk.l(~) = [1~ lk+l 



SV]3DOI~I~A~T SOLUTIOI~S OF y" --2~(X - -  a l )  (x  - -  an) ... ( x  - am)  y = 0 245 

I/-x /,x-, I (k=o,1,...,m/2), (4.4) 
Dx.~(2)= 1% l-xLll 

Ak 1(2) = '  .f:kl_k ],~+l/k*l I (]~: 1, 2, .., ,. - - 1 J v m / 2 ) ,  (4.5) 

Ilx l.x-1 ( k = 1 , 2 , . . . - l + m / 2 ) .  (4.6) 
and Ax'2(2)= 1~ l-x-1 ' 

First of all by using Theorem 1, we shall evaluate Ax(2) at a fixed point of the 

interval I~x-1 for large positive values of 4. This will show that  /x and /-k are line- 

arly independent if 2 is positive and large. Let dJ)k(x , 4) be the matr ix of these two 

independent solutions, i.e. 

 lx(x, 2) 2)) (4.7) 
Ck (x, 4) = \ t~ (x, 2) l:k (x, 4) " 

lL~ - I -~  @x (x' 2)-1= Ak(2)-I ( --/~ lx )" (4.8) Then 

Hence if we put  

Ak,~(2) Dk2(2)~ ( k = l , . . . - l + m / 2 ) ,  Hx (4) 
-- Dx.1 (4) - Ax.1 (4) / 

we ge t  dPk (x, 4) ~---/k + l (4)- 1 (I)k + 1 (X, 4) Hx (4), (4.10) 

a n d  (I) 1 (X, 4) = {A S (2) A a (2) . . .  Aml 2 (4)}- 1 f~ml2 i x, 2) H(2),  (4.11) 

where H(2) = H-l+m/, (4).. .  Ha (2) HI (4). (4.12) 

On the other hand, we have 

and 

Hence we get 

Do 2(4) 
( /~ 2) ( DO'l(2)] 
\ / o ( X ,  2 ) !  - , 

/ l + m : ~ ( x ,  2 ) ]  D�89 (2) " 

/ 
W(2) = {Al(2 )/~2(2) . , .  m�89 (2)} -1 [D�89 (2), D�89 u(2)] H(2) 

Therefore, large positive eigenvalues of Problem (P) are zeros of 

(4.9) 

(4.13) 

(4.14) 

Do ~(2)~ (4.15) 
- Do:l (4)/" 
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/ Do 2(~)~ (4.16) 
[n�89 ~.1 (4), D�89 (4)] H(4) [ _ D011 (4) ]" 

We shall evaluate the quantities Dk.1 and D~.2 at  x =  oo by using asymptotic repre- 

sentations (1.15) of /k , / -k  and their derivatives. On the other hand, by using Theorem 1, 

we shall evaluate the quantities Ak. 1 and Ak.2 at  a fixed point of I2~. In this manner, 

we shall prove the following theorem. 

THeOReM 2. Let 

(,7+�89 + ~ E~..,F" 

2k 

(k = 1, 2 , . . . ,  m/2) 

be /ormal power series in ~-1 with constant eoe//icients Ek., which satis/y the /ormal 

equations 

2k k [ ( - l )k+lA(x)] -2"+lp2 ,_ l (x )dx  (4.17) 
,J a 2 k  n f f i l  k 

(k= 1, 2 , . . . , m / 2 ) ,  

where 7k is a circle which encircles only a2k and a~k-1, and the integration must be taken 

in the counterclockwise sense. Then there is a positive integer ~'o such that we can denote 

almost all positive eigenvalues o] the boundary-value problem (P) by 4k.~ (k = 1, 2 . . . .  , m/2; 

= 1 +v0, 2+v0 . . . .  ) so that we have 

N 
(~+1)~ + ~ E~..~-"+O(~ -N-~) 

2 k  

as ~ tends to + ~ ,  where N may be any positive integer. 

Remark. Previously M. V. Fedorjuk [4] claimed that  the eigenvalues 4k~ are de- 
termined asymptotically as ~ tends to + oo by the formal equations 

f a~2k_l �9 Oo 4-" ? 
~ 2 21 k'vJTk[( - -  1)k+iA(x)]-n Pn(X) ds. (4.18) 

However, we felt that  he gave only a sketch of the proof. Furthermore, since then, 

M. A. Evgrafov and M. V. Fedorjuk [3] explained again exactly the same method, and 

they gave only the first approximations of 4k.,, i.e. 
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(~+�89 +o(~). 
a~t ~ dv 

(4.19) 

In  addition, they remarked tha t  we need a more elaborate analysis to obtain higher 

order approximations. Therefore, we felt tha t  it might be worth-while to present an- 

other proof for the results of M. V. Fedorjuk. By using an idea due to N. FrSman 

[5] we can prove tha t  

f A(x) -2np2n(x) dx=O ( n = l , 2 , . . . ) .  (4.20) 
k 

Hence Theorem 2 gives us the same results as those of M. V. Fedorjuk. We shall give 

a proof of (4.20) in Section 10 of Chapter I I I .  The analysis of M. V. Fedorjuk is based 

on the computation of the so-called Stokes multipliers around a transition point after 

another. Our analysis is based on the computation of the Stokes multipliers around 

a pair of transition points a2k-1 and a2~ after another pair. 

The author of the present paper wishes to express his thanks to Professor Masahiro 

Iwano for valuable advice. 

II. Proof of Theorem 1 

5. Proof of Lemma 2 (Part I) 

We shall prove Lemma 2 of Section 2 in Sections 5 and 6. First of all, we shall 

construct some particular trajectories of the autonomous system (2.13) 

dx/dt = i.,4(~), 

where t is a real independent variable and - denotes the complex conjugate, and prove 

the following lemma: 

LV.MMA 6. For each h = 1, 2, . . . ,  m the system (2.13) has a unique trajectory ffh 

x = x h (t) (5.1) 

such that xa(t) is de/ined /or th<t<O i/ h = 2  or 3 rood4 and xa(t) is de/ined /or 

0 < t < t h  i/ h = 0  or 1 mod4,  where I thl= +c~ if r e = l , 2 ,  and I thl < § 1 7 6 1 7 6  otherwise, 

and such that 

(i) lim xa (t) = aa; 
t - ~ 0  
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(ii) I m x h ( t ) > O  /or t h < t < O  cr O < t < t h ;  

(iii) l im I xh (t)] = + r 
t--> th 

(iv) there is an integer k such that 

(2 k - 1) 
lira arg x h (t) = - (m + 2 )  ' 
t --> th 

and that 

(a) 

(b) 

1 ~</c ~< (m + 3)//2 (m = odd), 1 < k < 1 + m / 2  (m = even); 

k is even i/  h = 2  or 3 rood4;  

lc is odd i/ h=O or l m o d 4 .  

I n  L e m m a  6, the integers /c are not  exac t ly  specified. I f  this l emma is proved,  

we can determine the exact  values of the integers /c b y  using the  fact  t h a t  the  t ra-  

jectories ~h cannot  intersect  each other.  We  can prove  the  following lemma.  

Lv.MMA 7. The trajectories ~h satis/y the conditions 

lim arg x a (t) = h ~ / ( m  + 2) i /  h is odd, (5.2) 
t---> ~h 

and lira arg x h ( t ) = ( h + l ) n / ( m + 2 )  ~ i f  h is even. (5.3) 
t--> th 

Now we shall p rove  L e m m a  6. Le t  

O 2 j - i = ( x ;  [ x - a 2 , - l l < ~ ,  [arg ( x - a 2 s - i ) ] < ~ e } ,  

02,={x; [x-a2,]<~, larg (x-a2,)--=l<-}, 

where J is a small  posit ive number .  Then  Oh are contained in f2 o if (~ is sufficiently 

small. Hence  the functions 

Fh (x) = ~4(v) dv (h = 1, 2 . . . .  , m) (5.4) 
a h 

are holomorphic  in Oh respectively.  Le t  x = x ( t )  (to<~t<~tl) be a t r a j ec to ry  of (2.13) 

which is contained in Oh for some h. Then 

dPh(x( t ) ) /a t  = A(x( t ) )  dx(t) /dt  = i I A(x(t))l  ~. 

Hence  ReFa(x ( t ) )  is constant .  On the other  hand,  if a curve x = x ( v )  (Vo<~Z<<.~l) 

satisfies the  conditions: 
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(i) x(v) eOh for some h; 

(ii) dx(T)/dT=t:O for T0<~<~l ;  

(iii) Re Fa(x(v)) = constant for T0 ~<~ <31; 

then this curve is a trajectory of (2.13). In fact 

~(T) = - i dFh (x(~))/dT 

is real and different from zero for To ~< T ~< T1. Let  

t =  ~(8)lA(x(8))l-2d8 (To<T<T1). (5.5) 
o 

Then the function x=x(T(t)) satisfies the differential equation (2.13), where T(t)is the 

inverse function of (5.5). 

Now we shall study the function Pa in the neighborhood of aa. I t  is easily seen 

that  in the interval a2j_l<x<a2(j_l) w e  have 

> 0  �9 i is odd, 

A(x) < 0  if i is even, 

where a o = + oo. Therefore 

{(( 1,'+1,x "�89 ( - - a2 j_ l )  ~bil_l-[-O(x--a2t_l) } in O~j-1, 
A(~)= (5.6) 

- 1) J*l (x-a~j)~ {i ~ j  + 0 ( ~ -  a,,)} in O~j, 

where arg [ ( x -  ah) �89 = �89 arg ( x -  ah) 

and Ca = [/l-~ ]aa -- aa] >0.  
n * h  

Hence F2j-l=(-1)J+l(x-a~j-1)~{ir in O2j- l , ]  
(5.7) 

F~j = ( - 1) j§ ( x -  a~j)~ {~ i r  + 0 ( ~ -  a~)} in 0~, 

where arg [ (x-a~)  ~] = ~ arg (x-a~), From (5.7) we can conclude that  there are two 

trajectories in Oa which approach the point aa. Two such trajectories can be given by  

and 

Yg 7g 
O=~+O(r) and O=-~+O(r) in O~.j-1 

4~ 
O=~+O(r) and O=-~+O(r) in O~j 

if we put  x-ah =re ~~ Let  us denote by  ~a the one of these two trajectories in Oa 
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which lies in the  upper  half-plane in the  neighborhood of ah. I f  ba is a point  on the 

t ra jec to ry  ~Th, this t r a jec to ry  is de te rmined  b y  the  solution of (2.13) which satisfies 

the  initial condit ion x (0 )=  bh. Let  x=yh(t  ) be this unique solution. I f  we pu t  

Yh (t) - a a = r(t)e i~ 

zc O(r(t)) if h is odd (5.8) then  we get  O(t) = ~ + 

27g 
and 0 ( t ) = ~ - q -  O(r(t)) if h is even. (5.9) 

F rom (2.13), (5.6), (5.8) and  (5.9), we derive 

dr(t)_ { ((-1)t+l r(t)�89 q~St-l {l + O(r(t))} 

dt 1) j+l r(t)�89 r ( - 1 + O(r(t))} 

Hence in Oh we have  

in 02t-1, 

in O2s. 

dr f>O if h = 0  or 1 mod  4, 

dt < 0  if h = 2  or 3 rood 4. 

On the other  hand,  since dt/dr=O(r-�89 the t r a j ec to ry  x=ya(t) arr ives a t  aa f rom b h 

within a finite t ime-interval .  Thus we can construct  the  unique t ra jector ies  ~Th which 

sat isfy the  conditions (i) and  (ii) of L e m m a  6 in the neighborhood of the  point  ah. 

Now we shall complete  the proof  of L e m m a  6 for the case h = 3 rood 4. Other  

cases can be t rea ted  in the same manner .  Assume t h a t  the  t ra jec to ry  

x=xh(t) t h < t < 0  (5.10) 

satisfies the conditions (i) and  (ii) of L e m m a  6. Fur thermore ,  assume t h a t  this tra-  

jec tory  cannot  be extended wi thout  violat ing the condition (ii). We wan t  to prove  

t ha t  the  t ra jec to ry  (5.10) satisfies the condition (iii) of L e m m a  6. 

To do this, f irst  of all, assume t h a t  there is a decreasing sequence of values tn 

of t such t ha t  limn_~oo t~=th, and t h a t  lim~_~r xh(t~)=~ exists and  I m  ~e>0. If,  in 

this case, I th]< + oo, then  we have  lim~-~t, xh(t)=~. This contradicts  the  assumpt ion  

t h a t  t r a j ec to ry  (5.10) cannot  be extended without  violat ing the  condit ion (ii) of L e m m a  6. 

Hence  we mus t  have  ta = - oo. Now assume t h a t  t a = - oo. Then  since I m  xh (t) > 0 

for 0 > t > -  ~ and  I m  x h ( 0 ) = I m  aa=O, this t r a j ec to ry  mus t  approach  a l imit  cycle 

as t tends to - ~ .  Otherwise, we mus t  have  limn_,or xh(tn)=~= oo. This l imit  cycle 

mus t  be in the upper  half-plane.  However ,  this is impossible,  since there  is no zero 

of A(~) in the  upper  half-plane.  (Poincar~-Bendixson Theorem [1; pp. 389-403].) 
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Secondly, assume t h a t  there is a decreasing sequence of values tn of t such t h a t  

limn_~ +~ ~ = th, and  t h a t  lim~_, +~ xh ( ~ ) =  ~ exists and  I m  ~ = 0. Then  we can prove  t h a t  

l im xh(t)= ~ and I t h l < + o o .  (5.11) 

I n  fact ,  if a 2 p + 1 < ~ < a 2 ,  , then  A(~) is real and  different f rom zero. Hence  the  asser- 

t ion (5.11) can be easily verified. I n  case when ~=a~ ,  let us consider the  funct ion 

F~(x)  = ,.4(T) d~ 
ap 

in the  upper  half-plane ~ .  The  funct ion F~ is holomorphic  in f~ and  R,e F~(xh(t)) is 

constant  for t ~ < t < 0 .  On the  o ther  hand,  F~(xh(t~)) tends  to zero as n tends to in- 

finity.  Hence  
ReF~(xh(t))------0 for t h < t < 0 .  

Therefore,  in the  neighborhood of %, the  t ra jec tory  (5 .10)mus t  coincide wi th  the  t ra-  

jec tory  ff~. This implies (5.11). We shall now prove  t h a t  ~ is not  in the in terval  

a 2 ~ < x < a 2 ~ _ l .  To do this, assume t h a t  a2~< 2<a~p-1 .  Then  consider the funct ion 

$'~,(x) = A(T) d~ 
a2p 

in ~ .  The  funct ion F~,  is holomorphic  in ~ and  Re  F2p(xh(t)) is cons tant  for th< t <  0. 

I t  is easily seen t ha t  ~4(x) is pure ly  imaginary  for a~p < x < a2 ~- 1. Hence  I~e F~p (xh (tn)) 

tends to  zero as n tends to infinity, and  we have  

l~e F~(xh(t))~O for t ~ < t < 0 .  

However ,  for sufficiently large n, i t  is easily verified t h a t  

l~e F ~  (xh (t~)) 4: 0. 

This is a contradict ion.  T h u s  we have  proved  (5.11). Moreover,  we also have  shown t h a t  

a2~+l~<~<a2p for some p. (5.12) 

Now we shall derive a contradic t ion f rom the  conditions (i), (ii), (5.11) and (5.12). 

I n  fact ,  since (5.10) is a t r a jec to ry  of (2.13), then  x = xh ( - t) (0 < t < ta) is also a t rajec-  

t o ry  of (2.13). Hence  if the  conditions (i), (ii), (5.11), and  (5.12) are satisfied, we have  

a closed t ra jec tory  of (2.13). B y  modifying this closed t r a j ec to ry  a t  aa and  ~, if nec- 

essary, we can construct  a s imple closed curve in ~0 so t h a t  arg ~4(~) increases b y  
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2 z  if x goes along this closed curve counterclockwise. This means that  the index of 

this closed curve with respect to the vector field i,~(~) is one. (See, for example, 

[1; pp. 398-400].) This implies that  

f d  log A(x) = 2 ygi 

if the integration is taken along this closed curve counterclockwise. However, every 

residue of A'(x)/A(x) is ~. Hence S d log A(x) > 0. Thus we arrive at a contradiction. 

Consequently, we proved that  

lira Ixa(t)] = + oo. (5.13) 
t--> th 

In order to prove the condition (iv) of Lomma 6, we shall consider the equation 

(2.13) at  x = ~ .  We know that  A(x) has the form 

A(x) =x'm { 1 +  h=l ~ b'(a)x-h} 

in the neighborhood of x = oo. Let us define Foo(x)by 

~x�89 2 + ~ 1 7 6  2 ) 
m - ~  z~l m + 2 - 21 bz(a) x "z if m is odd, 

F~189247 2 + 2 } 
m - ~  ~ m 2~bz(a)x-z +bl+m12(a) log x if m is even, 

~z*m+2 + 2 "  

where arg ~oo(x)= 0 for large positive x.  Then the function ~'oo is holomorphic in ~.  

Furthermore, Re Fo~(xh(t)) is constant for t h < t < 0 .  In the neighborhood of x = ~ o ,  

any curve defined by Re Foo(x)= constant has one of the following forms 

0 ---- (2 k - 1) ~r/(m + 2) + O(r -1) 

if x = r e i~ and 0 < 0 < rr, where 

l <~b<~(m+3)/2 (re=odd), l <~b<~l +m/2 (re=even). 

On the other hand, along such a curve, we have 

~=rdr �89 [ .lsm ~ _ ~ _ 0 )  + / m + 2  \ O(r_l) } = r � 8 9  ' 

drf>O ff b is odd, 

Hence ~ l  < 0  if b is even. 

Moreover, dr/dr = O(r-�89 This completes the proof of Lemma 6 for the case h -- 3 rood 4. 
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6. Proof of Lemma 2 (Part II) 

Now we shaU construct the curve  Ck.l(~) Of Lemma 2 for ~EI~.k U I ~ - 1  0 I~(k-1) when 

k is an even integer. The case when k is odd can be treated in the same manner. 

Let  ~k be the simply connected subdomain of the upper half-plane ~ which is bounded 

by ff~k, I2~-a, and ~e~_~. On the other hand, for each point x o in the interior of fs 

we denote by  x =  ~o(t, Xo) the trajectory of the system (2.13) such that  Xo=CO(0, Xo). 

Let  Xo~f2~, and assume that  the trajectory co(t, xo)is  defined for to< t <  t 0, where 

- t o  and t o may be + c~. Then ~o(~, Xo)has the following properties: 

lim m(t, xo)= c~, lim arg o)(t, Xo)=(2k+l)z~/(m+2 ) (6.1) 
t --~ to t - - > to  

and lira ~(t, xo)=~, lira arg eo(t, xo)=(2k-1)r~/(m+2 ). (6.2) 
t---~ t~ t ---~ t~ 

In fact, the trajectory o~(t, x0) should be in the interior of ~ for t~< t <  t o. Then by 

using the Poincar~-Bendixson Theorem [1; pp. 389-403] and Lemma 7, we can prove (6.1) 

and (6.2). 

Now for ~EI2~-1 we define Ck.l(~) by 

I t + i s  (O<s<~sl), 

x = ~(8; ~) = ~ ~(s - s ,  ~k (st; ~)) (s~ < s < s~), 

[ ~  (s~; ~) + (s - s~) exp {2 k~i/(m + 2)} 

(See Fig. 1.) 

If s 1 and 1Is2 are sufficiently small, the function 

(sa <.s< +~o). 

(6.3) 

f: Ftt)= Re A (~(s; ~)) ~k(s; ~) ds 

is nondecreasing. In fact, 

Io 
Im [A(~+i t ) ]  . (0 <.t<~s!), 

F (t) (s 1 <~ t < s~), 

[Re [A(~k(t; ~)) exp {2 k~i/(m + 2)}] (s2<.t< + oo). 

Notice that ,  if k is even, we have 

: ~P(x)[ if xeI~k, 

M(x)= i ~  if xeI2~-1, 

~iP(x)[ if xeI~.(~_l,, 
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2k + 1 

m + 2  ~ 
2kzt 

! / 

a2k+l a~ ~ a2k-1  a2(k-1) 

Fig. 1. 

2k - 1 

where VIP(x)l >0 .  Hence,  if 81 is sufficiently small, we have 

- I m [ A ( ~ + i t ) ] > � 8 9  for O<t<<.sv 

On the other  hand, if s 2 is sufficiently large, we have 

k~ < arg [A(z~ (t; ~:)) exp {2 kz~i/(m + 2))] < (k + �89 

for s~ ~< t < + oo. Hence 

Re [A(~k (t; ~)) exp {2 kg i / (m  + 2)}] > 0. 

Thus we get F(t)>~0 for all t. 

For  ~EI2~, let Ck, l(~) be defined hy  

x=i~(s; $)= 

~k(sl; ~) + ( s - a l )  

o ( s -  s3, ~k(8~; $)) 

Zk (83; ~) "~- ( 8 -  83) A(Zk (83; ~)) 

c0(s - 84, ~k (84; $)) 

~(ss;  $) + ( s - s s )  exp {2 kui/(,n + 2)} 

(0 <s<<.si), 

(s 1 <. s < s~), 

(s~ < s < ss), 

(s 3 ~< s < s4), 

( s ,  < s ~< ss) ,  

(s~ < a <  + o o ) .  

(6.4) 
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2 k + l  

2k:z 

~2k-1 ~ a ~  a2k+l a2(k- I) 

7 
�9 2 k - 1  

m + 2  g 

Fig. 2. 
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(See Fig. 2.) We can determine sl, s~, s a, s 4, and  s~ so t h a t  the  funct ion 

Jo A(~(s; ~)) ~(8; ~) ICe ds 

is nondecreasing.  

Finally,  for  ~EI2(k-1), let C~.1(~) be defined b y  

"o(-s,$) 

Zk (81; ~ ) -  ( 8 -  81) 

0)(82- 8, ~(8~; ~)) 
x = ~k(8; ~) = 

~ (s~; $) + (s - s3) A(~k (s3; ~)) 

~ (85; ~) + ( s -  s~) exp {2 kui/(m + 2)} 

(See Fig. 3.) 

(0 < s  <s l ) ,  

(sl < s < s2), 

(s z < s < s3), 

(s 3 < s ~< s~), 

(s4 ~< s <~ ss), 

(85~<s< + ~ ) .  

(6.5) 

x 
Since the  mapp ing  z = ~ A ( t ) d t  is conformal,  we can find Ck,l(~) and 0o(~ ) b y  

modifying Ck.l(~) in a suitable manner .  
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! 
a-2~+i 

7. Proof of Lemma 4 

2k+ 1 

m + 2  

/ ~  2kg 

m + 2  

a~ a2k__ 1 ~ a2(/_l) 

Fig. 3. 

Let ~(~) = {x; x E ~,  Ix - aa I >~ ~ > 0, (h = 1, 2, . . . ,  m)}, (7.1) 

where ~ is the upper half-plane. Then 

IA(x) l >/~*~, l arg A(x) l -<<r for xe  ~((~), (7.2) 

where 7 is a positive constant. By using the Borel-Ritt Theorem [11; p. 47] we can con- 

struct a function g(u, x) of two complex variables (u, x) so that  

(i) g is holomorphie for 

xe~(o), lull>u0>0, largul<7+2~; (7.3) 

(ii) g satisfies the inequalities 

- -  n ~  1 ( - -  Tb) U =n -1  Pn (X) < E N (~) l U 1- N- 2, (7,4) ag (u, X)/~U 

lUl -N- i  

for (7.3) and N =  1, 2 . . . .  ,where EN are positive constants depending of 8. 



SUBDOMINA~T SOLVTIO~S OF y" - -~(x - -a l ) (x - -as )  ... (x--a~n)y=O 257 

Put  q(x, t ) = g ( ( -  1)~ +1 ~A(x), x). (7.5) 

Then we can prove the following lemma. 

Lw~MA 8. The /unction q (x , t )  is holomorphic in (x, 2) /or 

x6~(~),  [~]>~u0~} -�89 [argl]~<00(~). (7.6) 

Moreover, q satis/ies the inequalities 

~(X, ~) -- n~ 1 [ ( - -1)k+l  ~;4(x)j-n Pn (X)II ~ BN(~)]~.~(~)]-N- 1 

(7.7) N I 
q' (x, Jr) -- ~ [( -- 1)~+l~(X)]-n ( -- �89 nR(x)  pn(X) -b p'n (x))l <~ BN(O) 

n=l I 

/or (7.6) and N = 1, 2 . . . .  , where B~ are positive constants depending on (~. 

In fact, if (x, ;t) is in the region (7.6), then the inequalities (7.2) imply that  

1t~4(x)]>~Uo and larg [(-1)k+itj4(x)]l ~<?+2g.  

Hence q is holomorphic for (7.6). The first inequality of (7.7) is then derived from 

the first inequality of (7.4). On the other hand, the formula 

a' (x, ~) = ( -  1)~§ ~A' (z)~g(( - 1)~§ x ) / ~  + ~g(( - 1) ~§ ~A(x), x)/~x 

and the second and the third inequalities of (7.4) imply the second inequality of (7~7). 

Here we used the identity 
A'  (x) = �89 A(x)  R(x) 

and the fact that  ]R(x)] is bounded in ~((~). 

Let us transform the Riccati equation (2.3) by 

W = ( --  1)k+l  ~A(X)  -~ ~ R(x) + q(x, t )  + i A ( x )  v. (7.8) 

Then we have v ' = L ( x , t ) + ( ( - 1 ) ~ 2 t ~ 4 ( x ) - 2 q ( x ,  1 ) ) v - l A ( x ) v  ~, (7.9) 

where L(x, 1) = -- (;t~4(x)) -1 [q' (x, ;t) A- ~ R (x) ~ - ~ R' (x) 

-4- 2 (( -- 1) TM ~A(Z) -{- ~ R(x)) q(x, ~) -}- a(x, ~)2]. (7.10) 

By using Lemma 8 and the definitions (2.9) and (2.10)of the functions p,(x), we can 

prove that  
IL(x,t)l ~<HN(0)[1J4(x)] -N ( N =  l, 2, ...) (7.11) 

for (7.6), where HN are positive constants depending On ~, 
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For each ~ in I2z U I2~_~ (J I2(~-x) there exists a Positive constant ~(~) such that 

Hence we have 

]L(z~(s; ~), 4)l ~<HN((~(s 4~4(zk(8; ~))[-N ( N =  1, 2, ...) (7.13) 

for 0~<8< + c~ and [4[~>u0~(~) -�89 and [arg ~t[~<00(~ ). 

Assume that a function 
v = v(8; 4; s (7.14) 

satisfies the differential equation 

dv/ds = 2k (8; ~) [L(z, ~t) + (( - l) ~ 2 ]tA(z) - 2 q(z, 4)) v - 4A(z) v2], (7.15) 

where z=zk(8; ~), and the inequalities 

Iv(s, ~t; ~)l ~<M,($)[~t~(zk(s; ~))[ -N (N = 1, 2, ...) (7.16) 

holdfor  0~<s< +co ,  141>/Mo( ), [arg )tl<~0o(~ ), (7.17) 

where MN are positive constants depending on ~. Then 

wk.1 (8, ~t; ~) = ( - 1)~+1 ),A(zk (s; ~)) - �88 R(zk (8; ~)) + q(zk (8; ~), 4) + 4,4(zk (8; ~)) v(8, 4;~) 

satisfies all the conditions of Lemma 4. Hence we shall construct a solution (7.14)of 

(7.15) which satisfies the conditions (7.16). To do this let us reduce the equation 

(7.15) to an integral equation 

v(s, ,~; ~) 

;+ ( ; ) = [L(z, 4) -2q(z ,] t )v(a ,]~;~)-L,4(z)v(~ ,4;~)~]exp ( - 1 ) k 2 ~  A(~) id~ ~d~, (7.18) 
oO 

where z=zk(a;~),  ~=z~(v; ~) We shall solve this integral equation using successive 

approximations. 

Let us denote by F(s, 2, v; ~) the right-hand member of (7.18). Then successive 

approximations are defined by 

v0(s,~t;~)=0 (0,.<8< +co) ,  } (7.19) 

v,(8,]~;~)=F(s, 4, V~_l;~) (n~> 1). 

In order to prove that the approximations are well defined for (7.17) if M 0 is suf- 

z~(s;s for 0~<8< + ~ .  (7.12) 

the curve Ck.l(~) is contained in ~(~(s We have 
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ficiently large, we remark  tha t  the real par t  of ( -1)k~t  t So A(z) ~ds is nondeereasing, 

where z = zk (s; ~). Hence 

exp{(-1)k22f~A(~)s for s ~ < q < + c ~ .  (7.20) 

On the other  hand, we have 

]L(z, ~t) l < HN+2(~(~))[)tA(z)I-N-2 (7.21) 

and [q(z, ~)] ~< I P l  (z)[ ]~A(z ) ] -1  ~_ B, (6(~)) I~tA(z) [ -2 (7.22) 

for 0~<~< + ~  and I~1>~o~(~)-~ m, [arg~[<0o(~). Therefore, if 

Iv(s, ~; ~)l < K I~A(~(~; ~))l -~ (7.23) 

for (7.17) and some positive number  K and some positive integer N>~4, we have 

IF(s, 2, v; ~)[ < [(HN+~(O)+2B~(O)K)I2A(z)I -N-~ 

+ 2 K  Ip~ (z)[ [2A(z)[ -N-I  +KUI2A(z)] -uN+I] I~] dT, (7.24) 

where z = z~(T; ~). 

Notice that ,  for large values of s, we have 

zk (s; ~) = z o + s exp (2 k:rd/(m + 2)), 

where z o is some constant .  Hence,  for large values of s, we get 

�89 ~ < I~(~; ~)1 < 2~. 

On the other  hand, if x e ~ and I xl is sufficiently large, we have 

�89 l~l ~" ~ l~(~)l-< 2 I~I~". 

Moreover, (2.6) and (2.9) imply tha t  

Pl (x) = O(x -2) 

as x tends to cr Thus, we can conclude tha t  F is well defined for (7.17). Fur ther-  

more, if M o is sufficiently large, the funct ion F satisfies the inequal i ty  

IF(s, 2, v; ~)[< g I~A(zk(s; ~))]-N (7.25) 

for (7.17). Now fix N and K,  and choose M 0. Then  the  successive approximations 

v= can be well defined for (7.17) and they  satisfy the  inequalities 

17 - 672909 Acta mathematica 119. Imprim6 10 9 f6vrior 1968. 



260 Y A S U T A g  A S I B U Y A  

I v~ (s, 4; $)] < K J4A(zk (8; ~))l- y (7.26) 

for (7.17). The uniform convergence of the sequence {v~} can be proved in a similar 

manner. Thus we get a solution (7.14) of (7.18) which satisfies the condition (7.16) 

for a particular N. Now it is still necessary to prove that  we can choose a constant 

M 0 (~) independent of N. Since M(x)# 0 in ~(~), this can be accomplished by choosing 

MN(~) in a suitable manner. This completes the proof of Lemma 4. 

8. Proof of Theorem 1 

In this section we shall evaluate the quantities /_k(x, 2) and /'-k(x, 2) for each 

fixed x in 12k U I2~-1 U I2(k-z). The quantities ]~ and /~ can be treated in the same 

manner. 

Assume that  ~ is given in I2~,Ul~-zUI2(k-z). For 0~<s< +c~ ,  14]~>Mo(~), 

Jarg 2[ ~<00(~ ), let us define a function G(s, 2;~) by 

where z = zk(s; ~). Then it is easily verified that  dG/ds = 0 except at  points of dis- 

continuity of ~k(s; ~). Hence G is piecewise constant with respect to s. Since G is 

continuous in s, this function G must be constant with respect to s. This constant 

can be computed by  letting s tend to + ~ .  First of all, from Lemma 2 we derive 

lim z~(8;~) = c~, lim argz~(s;~)=2~k/(m+2). 
8-->+r 8.->+c~ 

Since /_~ is subdominant for 4 > 0  in the sector (1.17-(-k)) 

I arg x - 2 ztk/(m + 2) 1 < xt/(m + 2), 

then, if 00(~)>0 is small and l arg 4l ~0o(~), we have 

lim /_, (z,, 4) = 0 and lim /'-k(zk, 2 )=0 .  
8 ,,--~+ O0 $ ..-~.+ oO 

Furthermore, if we use the asymptotic representation (1.15o(-k)) of /_~ and the in- 

equality (2.18) of Lemma 4, we can prove that  

lim w~.z (8, 4; ~)/-~ (zk, 4) = O. 

On the other hand, it is easily verified that  
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lim arg [A(zk) ~k (s; ~)] = kxe, 

since z~ (8; ~) = z o + s exp (2 gki/(m + 2)) for large positive values of 8, where z o is a cer- 

tain constant. Thus we get 

{; } lira exp wk.l(e, 2;~)~k(e;~)de = 0 .  

Therefore, we have G(s, 2; ~ )=0  identically. This in turn implies that  

f -k  (z, 2) - w~.l (e, 4; ~) / -k  (z, 2) = 0 

for 0 ~ < s < + o o ,  141~>M0(}), larg4[~<00(~), (8.1) 

where z =zk(s; ~). Consider now the function 

H(s, 2;~)=/-k(zk, 2)exp{--;w~.l(a, 2;~)~k((~;~)da}. 

I t  is easily verified that  dH/ds =0 except at  points of discontinuity of ~k(s; ~). How- 

ever H is continuous in s. Thus we conclude that  H(s, 4; }) is independent of s. Let  

us denote by C(2; }) the values of H. Then we get 

for (8.1). By putting 8=0 ,  we get 

for 

/-k (~, 4) = 0(4; ~), 

/'-k (~, 4) = c (2 ,  ~) wk,1 (o, 4; ~) 

141~>Mo(~), larg 4] ~<0o(~). (8.2) 

We can evaluate the quanti ty C(2; ~) if we compute lims_.+:r H(s, 4; ~). To do this, 

t: i ~ 1 ~O~k"4m(~eOkx'~o)ka)= --1)~2Am(x'a)+2gk x+~- leo  -~ x ~ - I  (m = even). 

first of all, we shall rewrite the asymptotic representation (1.15-(-k)) of the function 

/_~ using the following identities; 
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=/(Oo-k)- tm (m = odd), 

Let y(A) [(~o)_k)_~m_a% (re=even). 

Then the function ]-k has the asymptotic representation 

/ _ k = , ( A ) x - ~ m ( l + O ( x - � 8 9  (8.3) 

uniformly on each compact set of the A-plane as x tends to infinity in the sector 

arg 2 ~tk 3 ~t 
+ arg x (m-+--2) < (m + 2)- ~0, (8.4) 

where the path of integration should be taken in the sector (8.4). In deriving (8.3), 

we used the identity 

�9 ~-4~  j 

Secondly, we remark that 

~(~  + ) /~ ( z )  = exp  - i 

where z =zk(s; $), and that the integral 

1 1 } ]  
~- l eok t + l dt . 

R(zk (a; ~)) ~ (a; $) da ] ,  

f: ~ 1 7 6  , ~) ~k (8; $) A; ds 

exists for (8.2). 

Finally, we shall write the integral 

f[A(zk (a; ~))~k (a; ~) da 

in the form 

~,(s: $) 

where the first integral is taken along a path in the sector (8.4), and the second in- 

tegral is taken along the real axis. Notice that 

f/{Am(t, a) A(0} dt 
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exists if the integral is taken along a pa th  in the sector (8.4). Furthermore,  it  is 

easily verified tha t  this integral is equal to 

a)  )} 

which is taken along the real axis. This completes the proof of Theorem 1 for ~_~. 

IH. Proof of Theorem 2 
9. Wronskians 

Hereafter we assume tha t  m is even, and tha t  

k = 1 , 2 ,  . . . ,  �89 (9.1) 

Le t  us fix a point ~h in each interval Ih, where h =  1, 2, . . . ,  m - 1 .  

L~.M~A 9. I /  we denote by A~(,~) the Wronskian o/ /~ and ]-k, i.e. 

we find that Ak(~) = 2 i~ 1 - ~  exp {( -- l)k+l~Lk + 0(~-1)} (9.2) 

a8 ~ tends to ~ in the sector [arg~[ ~ 0 o = m i n  h 00(~h), where 

k-1 fa21 f~z 
Lk = 2 Z ( -- 1) j+l [ / ~  d r  + [A(~ + ) + A(T - )] dt 

t=1 .J a21+1 

+ [(A~ (~, a) -- A(z + )) + CAm (z, a) - A(z - ))] dz, (9.3) 

and V]P-~]>~O, and ~ is a real variable. 

Remark. This lemma verifies tha t  f~ and f_~ are linearly independent  for large 

in the sector l arg )L I ~< 0 0. 

In  order to prove this lemma, let us put  x = ~ k - 1  in (4.2). Then we derive 

Ak (~) = ]~ (~, ~) ]-k (~, ~) [( -- 1) k+l ~ {A(~ +. ) -- A(~ -- )} + 0(~-1)] (9.4) 

from Lemmas 4 and 5 and Theorem 1, where ~ = ~ - 1 .  Now, using Theorem 1, we get 

= C k ( 2 ) C _ k ( 2 ) B ( , _ ) - I B ( ~ + ) - I  exp [(-1)k+l~ ~{A(7,'-~-)'~- A(~ - )}d~+O( ) t -1 ) ]  (9.5) 

and 
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C~ (it) C_~ (,1~ 

=e-i~-~'exp [(-1)~+12 f :~((A~(v,a)-  A(z + )) + (A,dv, a)-  A(v-  ))} dv] . (9.6) 

On the other hand, it is easily verified that,  for $=$~_~,  we have 

A($+ )=(-1y+IiVIP($)I' ) 

~ ( ~ -  ) ~ (~  + ) = V ~ .  J 

Therefore B(~ _ )-1 ~($ + )-1 (A($ + ) - A(~: - )) = ( - 1) ~+1 2i. 

Finally, since 

A(~  + ) = A ( ~ -  ) = A(~) = ( - 1)J V ~ I  for ~ I ~ j  

and A ( ~ + ) = - A ( z - )  for zeI2j-1, 

we find that  

' [A( ,+)+A(v-)]d,=2 ~ ( 1)' a~, g l - ~  dr. 
i=1 ,~ a2j+~ 

Hence 

f: f:. k-1 fa~i [A(z+)+A(z-)]d~:= [A(z+)+A(z- )]dz-2  Z ( - 1 )  ~ VlP(z)-[dv. 
j =1 # a 2 1 §  

(9.7) 

This completes the proof of Lemma 9. 

LSM~A 10. I/ we denote by Dk.l(,1) and Dk.~(,1) the Wronskians ol t~, ]~+1 and 
I-~, ]-k-1 respectively, i.e. 

=lI  I:+, �9 1;~ 1,,+~ ' 
the~ we l ind  that 

Dk.1 (,t) = 2 Qo ~- ~/4 o~% 

D ,1 I/-,~ /-,~-1 I 
~,2( )= l / '~k  /'-k-1 ' 

D~.~(2) = 2 ~co -k+~/4 o~-~% 

We shall compute Dk.l(,1). The Wronskian D~.~(,1) is computed in the same 

manner. To compute Dk.1, we use the asymptotic representations (1.15) and the identity 

Qok.,4,~(Ookx, ~o~a)  = ( -- 1y;tA~(z, a) +;L~k x +  _%)._~ x + 1 " 

We get 
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1 1 1)k+2ix~m ~Qo, )kx '~  - 1~ -)'k ~(ok+lx" [  - D''(4)=(e~'~)-t"(e~'+')-''4}(-1)'+'(-' k 'x--~i ] \ ~ i -  1) '~'1' 

= ( - 1)~ 2 ~o9-m(2 e+ 1)/4 (D,~.k = 2 909 k- m/40)2o~k, 

where x tends to infinity along the direction arg x = - 2  zck/m + 2. Here we used the 

identity ~+1 = - ~ .  

and 

L ] ~ A  11. Let 

A~ 1(4)= l_~(z, 4) 
' /:k(z, 4) 

= l ~ ( z ,  4 )  

A~.2(4) l~(x, 4) 

lk+l(Z, 4) 1 
/~+~(x,4)l 

/-k-l(X, 2). 
l:k-l(x,~) 

Then Ak.l(2) = Jk (2) D~.I (2) + Ek., (2), (9.8) 

and Ak.~ (2) = Dk. 2 (2)/Jk (2) + Ek.~ (2), (9.9) 

where Jk (2) = ( -- 1 }k (oj2~)t~ +a,~ exp {M~ (2)}, (9.10) 

fa2j-1 Mk(2)=( - -1 )k+ '2 i2  ~ ( - 1 ) '  ~ l d v  
1=i a2f 

+oo 

+ 0~.~(8, 4; &~) &(s; &~) f7 
and /or R e 2 ~ > M  0, I I m 2 ] < r  o, we have 

IE~,(2)I <Ko [Q exp { 2 2 f  a~' ' - -  d $~k 

C&.I(s, 2; ~2k) ~(s;~sk) ds, (9.11) 

ViP(~)ldtll  (n=  1, 2), (9.12) 

i/ Ko, M o and 1/r o are su]/iciently large Tositive numbers. 

We shall prove this lemma in a number of steps. First of all, we shall prove 

the following lemma. 

L~MMA 11. We have the identity 

/ - k  (~e2J,, ;t) = J k  (4)  ft~ (~:2~, 4 ) .  ( 9 . 1 3 )  

In fact, by using Theorem 1, we get 
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l-~(~,a)_ 
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exp [(- a .l(s, 

1~ (#, ~) Cg(]OB(~-)-~exp[(-1)~+l]~f~.,4(~:-)d~- j~+~ Q~.~ (s, 2; ~) Cg(s; ~) ds]' 

(9.14) 
where ~ = ~z.  Furthermore,  

[Am (v, a) - A(v + )] dv - [Am (~, a) -- A(v - )] d~r 

On the other hand, it  is easily seen t h a t  

and 

[A(~ + ) - A(v - )] d~. 

Notice also tha t  

arg B ( ~  + ) = 2 k ( ~ / 4 )  = �89 ~ ,  arg 8 { ~ 2 ~ -  ) = 2 2 (  - ~ / 4 )  = - �89 k~.  

Therefore B(~2, - ) / ]~(~,  + ) = ( - 1) k. 

This completes the proof of Lemma 12. 

L v . ~ A  13. We have the ineTuality 

I~ ~(o,~; ~)-Q,,(o,~;~)l-~ ~l~ o~v { -~  VIP(~)I:a~}, (9.15) 

where K 1 is a suitable positive constant. 

In  order to prove this lemma, we shall again compute the Wronskian A~(2) of 

]k and [-k by put t ing x=~2k in (4.2). Since ~ 4 ( ~ + ) = ~ 4 ( ~ - )  for ~r we have 

A~(;~) = {Q~.~ (0, ~t; ~) - Qk.2(0, ;~; ~)}/~(~, ;~) [-k(~, ;~), (9.16) 

where ~ = ~ .  Hence 

~ . a  (0, ~; ~ )  - ~ . ~  (0, ~.; ~i~) = A*($)// ,(~l~, ~t) [_~ (~ , ,  ~). (9.17) 

On the other hand,  from the formula (9.4) we derive 

Hence 

A O : + ) = A ( ~ - ) = A ( l r ) = ( - 1 ) J l / ~  for T E I ,  j 

A(r+)=-A(~-)=(-1)J- l iVIP(~r)[  for ~fiI2~-l.  

) - A ( ~ - ) ] d T = 2 i E  ( - 1 )  j-I ~2 ' - l~P(~ ) ldv .  
t=1 aa2j  
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I Q ~  (0.2; &,,) - Q,,.2 (0, 2; &~)l < g[2]  /~ (&"-  ~' 2)1-,, (&,,-~i 2) I 
' /k(~2k, ~') f-k(~2/C, 2) 

= [2] [ exp [ ( -1)l' +12 f ;:i-l(A(~: + ) + A('~- ) ) dlr + O(1)] [, 

where K is a suitable positive constant. Sinee 

A ( ~ + ) = - A ( r  - )  for zEI2k-1 

and A(r+)=A(~-)=(-lf 'Vl~[ for TEI~e, 

we have 

?'-' F" ( A ( z + ) + A ( z - ) ) d ~ =  ( A ( ~ + ) + A ( ~ - ) ) d r = ( - I )  ~ P(,)]  dr. 
~2 k ~2 ~ d ~2 

This completes the proof of Lemma 13. 

L~,M~A 14. We /ind that 

/ ' -k(~,  2) =Jk(2) g(~2~, 2) {1 +Fk(2)}, (9.18) 

where ,Fk(2)] <K~ I exp {-  22 f[f[ VIP(T)I dv}l 

and K~ is a suitable positive constant. 

In fact, we have 

/:k (~, 2) = [( -- 1) k+l 2A(~ 4- ) -- { R(~) 4- Ok.1 (0, 2; ~)] Jk (2) lk (~, 2) 

where ~ = ~2k. Here we used Theorem 1 and Lemma 12. Then using .4(~eek + ) =  A(~=k- ) 

and Lemma 13, we can prove (9.18) without a n y  diffieulty. 

Now we shall prove (9.8). The formula (9.9) can be proved in the same manner. 

Letting x =  ~k in (4.5) and using Lemmas 12 and 14, we get 

Ak,1 (2) = J~: (2) Dk,1 (2) -- Jk  (2) lk (~2k, 2) lk+l (~2k, 2)/~k (2). 

I t  is easily seen that  Jk(2) is bounded with respect to 2 for Re}t>~M o, IIm21~<re. 

On the other hand, Theorem 1 implies tha$ 

(r 2) fk+l (r 2) = {(  -- ]-)k+I 2A ( r  -- ) -- 2~ R(r 4- Ok.2 (0, 2; d~)} ./k (r 2 ) /k+ l  (r 2) 
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and /~(~, ~t)/k+l~, )0 = Ck0l) Ck+l (~t) B(~ -- )-2 exp [0()~-1)] ---- O(~-�89 

where ~=~2k. This completes the proof of Lemma 11. 

10. Proof of Theorem 2 

We shall use the notations which were introduced in Section 4. We have already 

shown that  large positive eigenvalues of Problem (P) are zeros of the function (4.16). 

Using Lemmas 10 and 11, and the formula (4.9), we find that  

U 1 (~) ~, 
HI(~'(DD:::I~I)=Jll(Do.2-J1Dol) ( . \-J1nl.1 ] D1'2 ~ + ~2 (VI(~) ] 

where I U i ( a ) l + l V ~ ( 2 ) l = O ( e ~ p [ - 2 X f i i ' ~ d v ] )  

for Re 2 ~> M o, [Im 2[ < r o. In  the same manner we have 

Do.2~ 
(J1 J~) -1 (Do.2- J1Do,1) (Dz.~- J1J2DI.1) ( H1 

\ - Do. 1! \ -J~D2.1! \V~(2)] 

2 

k J ~2~ 

for Re )~/> M o, ]Im 2[ ~< r 0. In general, we have 

H(~) (_ 
' }1, 1 

Do.1(2)] t h=l ~=1 \-J�89189 

(U�89 ~, (10.1) 
+Q~'~ \V~m-~(~)! 

where "''\=llu~m-l(a)l+lV~m-l(X)l=0/jZ exp - 2  I/[e(~)ld~ (10.2) 
d ~2i 

for Re ~t >/M o, Jim Z[~<r o. Thus we have proved that  almost all positive eigenvalues o! 

Problem (P) must satisfy the equation 

~ 1  , 
(D�89189 -J�89189 lD�89 (Dk-1 2-Jk - l JkDk-x  1)=~U(~), (10.3) 

k=l 

where Jo (~) ~ 1 and 
U(~) = 0 (exp ( - fl~)) (10.4) 
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as 4 tends to ~ in the strip Re 4 >/0, [Im 21 <~ ro, the quantity fl being a suitable posi- 

tive constant. 

Now by  using Lemma 10 and the formula (9.10), we shall rewrite the equation 

(10.3). In fact, we get 
Dk.1 (2) = co ua'k+2k- m/2Dlc.2 (2). 

Hence, if we use the identity ~k+l = - ~ ,  we get 

Do. 2 (2) - J1 (2) Do. 1 (2) = Do, 2 (4) {1 + exp [M 1 (2)]} (10.5) 

and Dg-a.2 (2) --  J k - 1  (2) Jk(2) Dk-I.I (2) 

--~Dk_1.2(4 ) {1 + e x p  [M~_~(2) + / k ( 2 ) ] }  (k =2,  3, ... , -  1 +m/2). (10.6) 

In the same manner, if we use the identities 

O~�89 = --  Og�89 (o,)m+2))'x�89 m = exp [2 ~i4a�89 IO'n+2) tm= ( -- 1) �89 

we h a v e  D�89 D�89189189 2(2) D�89 ) 

= D�89 1 (2) D�89 (4) {1 + exp [ - 2 3"Ei4Og�89 § M�89 (4)]}. (10.7) 

Thus we have proved that almost all positive eigenvalues must  satisfy the equation 

�89 
{1 + e x p  [-2~i41�89 +M�89 (1 +exp  [M1] ) 1-I (1 + e x p  [M~- I+Mk] )=  V(2), (10.8) 

k=2 

where V(2) = 0(exp ( - f12)) (10.9) 

as 2 tends to oo in the strip R e 2 > / 0 ,  I I ra2  I~<r 0. 

Finally, using the definitions (9.11) of the quantities Mz(2), 

Theorem 2. I t  is easily seen that 

f: f/ M1 (2) = - 2 i2 ~ P(v) [ dv + Qx. ~ (s, 2; ~2) r (s; ~2) d s -  
2 

and 

fa2k-i fo ko~ M~-I (2) + Mk(2) = --2i2 ]/I P(~) I d~+ Qk-l.g(s, 4; ~2(k-1))r ~2(k-1)) ds 
~a2 k 

;5 fY - -  Q k - l . l ( 8 ,  2; ~2(k-1)) Zk- l (S;  $2(k-1)) d s §  (~k.2(8, 4; $2k) ~k(S; $2k) d8 

;5 - -  Q~.I (s, 2; ~2k) ~k(s; ~2k) ds (k=2,  3 . . . ,  - 1 +m/2) .  

we shall derive 

Q~. ~ (s, 2; ~ )  ~:~ (s; ~2) d~, 
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On the other hand' notice tha t  

2 7dbl+m/2 (a) = fA( t )  dr, 

where the integration should be taken along a large circle in the counterclockwise 

sense. Hence we have 

Ya" �89 m ~au]- I 
2Zdbl+m/~(a) = [ A ( r - ) - A @ + ) J g r = 2 i  ~ ( -  1) j Y]P(r)] dr. 

m 1 =1 ~a21 

Therefore 

�89 fa2/_ 1 
-2~i~o:m/2=2~i(-1)1+m/2~b,+n~/2(a)=2i(-1) 1+m/2~ 5 (-- 1)' ViP(r)[ dr. 

1=1 ,]a21 

Thus we have 

- 2 zi2a~/2 + M-1+~/2 (~) 

-- 2 5 ~ f : : -  1V]p("I~)]dT+ ; 0 0  0~m-1,2 (8, ~; ~m-2) r189 ~m-2) d~ 

For each k =  1, 2 . . . . .  - 1  + m / 2 ,  let Fk be a circle which encircles the points 

al, a2 . . . . .  a2~, while the points a2k+l, . . . ,  am lie outside the curve Fk. Then by  using 

Lemmas 4 and 5 and the definitions (3.4) and (3.5) of Ok.1 and Ok.2, we find that  

MI(2 ) ~ - 2 i ~  VIP(r)[ dr+ ..4(x)-np,~(x)dx, 
1 1 

Mk-1 (~) + Mk (it) = -- 2 i~. aek r dr + nffil -- 1)k+l*~(X)]-n ~gn (X) dX 

+ ( - 1 ) n f r  [(-1)k+l.,g(x)]-np,,(x)dx} ( k = 2 , 3 , . . . , - l + m / 2 ) .  
k--1 

and 

~ I dr+  [ (  - 1)~'~A(x)] -~ w(x)  dx 
�9 l ara ~m--1 

as ,~ tends to ~ ,  where = indicates an asymptotic expansion in powers of ,~-1 in 

the usual sense, and every integral should be taken in the counterclockwise sense. 

Then if we use (4.20), Theorem 2 can easily be proved. In fact, 
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fr ~4(x)-~pn(x)dx=O for even n, 
k 

F i n a l l y  we shal l  p rove  (4.20). P u t  
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r(Z, 2) = 2A(X) -~ ~ (2A(X)) -2 a+l  p2n-1 (X) 
r~=l 

oo 
a n d  s(x, 2) = - 1 R(x) + n~l (2 A(x))  -2n p2n (x). 

Then the  formal  series r + s is a formal  so lu t ion  of the  R icea t i  equa t ion  (2.3). Since 

t conta ins  only  odd  powers  of 2, we ge t  

r '  + 2 rs = 0. (10.10) 

This  formal  i d e n t i t y  was ob ta ined  b y  N.  F r S m a n  [5]. I t  can  be w r i t t e n  as 

s = - { (log r) ' .  (10.11) 

(mod 7d), (10.12) 

Hence  we ge t  the  formal  i d e n t i t y  

f s(x, 2)dx=O 
:Yk 

which completes  the  proof  of {4.20). 
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