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Introduction 

In recent years there has been considerable activity in the study of hypoelliptic 

but non-elliptic partial differential equations. (We recall that a differential operator 

~e on a manifold M is said to be hypoelliptic if for any open set U c  M and distribu- 

tions f ,  g on U satisfying 5ef=g on U, fCcg'(U) implies gEOg-(U).) One of the 

major ideas in this field is that of obtaining control over the characteristic direc- 

tions of a differential operator by conditions involving commutators of vector fields 

or pseudodifferential operators. The prototype of such results is the following 
theorem of H6rmander [10]: 

(0.1) Proposition. Let Xo, X1 . . . .  , X, be real vector fields on an open set U c R  N, 

and let ~ be the linear span o f  the vector fields Xi~, [Xh, Xi2], ... , [[..,[Xi, , X j ,  ... 

.... Xi~_l], X j  (O<-ij<=n, l ~j<-k). Suppose there is an integer m such that ~ spans 

the tangent space at every point of  U. Then the operator .o~ = X  o + z ~  X~ is hypoelliptic 

on U. 

If the hypotheses of this theorem are satisfied, the more refined regularity 

properties of s (in terms of L ~ estimates, say) depend strongly on the integer m: 

roughly speaking, the larger m is, the "weaker" s is. We refer to H6rmander [10] 

for a precise interpretation of this statement. 

Similar ideas occur in the study of the 0 Neumann problem and Ob complex 

in several variables (cf. Folland Kohn [5]) and their analogues for more general 

differential complexes (Guillemin--Sternberg [8]), and in the work of the Russian 

school on hypoelliptic equations (see Ole in ikRadkevi~  [22] and the references 

given there). Operators of H6rmander's type are discussed from the point of view 
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of potential theory in Bony [1], and some applications to infinite-dimensional group 

representations have recently been given by Jorgensen [12]. 

In the theory of elliptic operators the constant-coefficient operators serve as a 

useful class of models for the general situation: constant-coefficient operators are 

amenable to treatment by the techniques of Euclidean harmonic analysis (Fourier 

transforms, convolution operators, etc.), and the results obtained thereby can usually 

be extended to the variable-coefficient case by perturbation arguments. Now, a 

constant-coefficient operator is nothing more than a translation-invariant operator 

on the Abelian Lie group R N. From this point of view, it is natural to attempt to 

construct a class of models for non-elliptic operators of the sort discussed above 

among the translation-invariant operators on certain non-Abelian Lie groups. The 

Lie algebras of the groups involved should have a structure which reflects the behavior 

of the commutators in the original problem and the groups themselves should 

admit a "harmonic analysis" which will produce results similar to those of the 

Euclidean case. A particular case of this program, has been carried out in consider- 

able detail in Folland--Stein [6], [7], in which sharp L p and Lipschitz (or H61der) 

estimates for the 0b complex on the boundary of a complex domain with nondegener- 

ate Levi form are obtained by using certain left-invariant operators on the Heisenberg 

group as models. 

The purpose of this paper is to construct a general theory of "subelliptic" 

regularity on a class of Lie groups which should be sufficiently broad to admit a 

wide variety of applications to more general problems, namely the class of "stratified 

groups". We call a Lie group G stratified if it is nilpotent and simply connected and 

its Lie algebra g admits a vector space decomposition g= VI| V,, such that 

[V1, Vk]= Vk+I for l<--k<m and [111, Vml={0}. On such groups there is a natural 

notion of homogeneity which enables one to duplicate many of the standard con- 

structions of Euclidean space (for example, a theory of singular integral operators 

parallel to the CaIderdn--Zygmund theory). Also, if we choose a basis X1,..., X, 
for Vx, the operator J = - z ~  X2 (which is hypoelliptic by H6rmander's theorem) J 
turns out to play much the same fundamental role on G as (minus) the ordinary 

LapIacian -Z~(O/Oxj) 2 does on R u. We call J a sub-Laplacian for G. 

The plan of the paper is as follows. In Section 1 we present the necessary back- 

ground material concerning homogeneous structures on nilpotent Lie groups. Much 

of this is not new, but we include most of the proofs in the interest of making the 

exposition reasonably self-contained. In Section 2 we prove that homogeneous 

hypoelliptic operators on nilpotent groups have homogeneous fundamental solu- 

tions, and we give some examples. The main theme of the paper begins its develop- 

ment in Section 3, where we consider the diffusion semigroup generated by the 

sub-Laplacian J on a stratified group and use it t o  define complex powers of J 

in accordance with the general theory of fractional powers of operators due to 
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Komatsu a n d  others. In section 4 we define analogues of the classical L p Sobolev 

or potential spaces in terms of fractional powers of J and extend several basic 

theorems from the Euclidean theory of differentiability to these spaces: interpolation 

properties, boundedness of singular integrals, representations in terms of deriva- 

tives, localizability, and imbedding theorems. We also relate our new Sobolev spaces 

to the classical ones. In Section 5 we define spaces of functions satisfying certain 

Lipschitz (or H61der) conditions which are compatible with the homogeneous struc- 

ture on the group. We prove boundedness theorems for homogeneous integral 

operators in terms of these spaces, relate L p conditions to Lipschitz conditions 

by an extension of the Sobolev imbedding theorem, and compare our new Lipschitz 

spaces to the classical ones, Finally, in Section 6 we apply the preceding material 

to derive sharp L p and Lipschitz estimates for homogeneous hypoelliptic operators 

on stratified groups. 

Some of  our results have been obtained independently by R. S. Strichartz 

(personal communication). 

This paper and its author both owe a great deal to Elias M. Stein. Most of 

the basic ideas herein were developed through conversations with him (indeed, the 

germ of these ideas was already present in his lecture at the Nice congress [26]), 

and many of the results and techniques are extensions of those in our joint work 

[7]. I also wish to thank Robert T. Moore for several helpful conversations. 

1. Homogeneous structures on nilpotent groups 

Let g be a real finite-dimensional Lie algebra. A family of dilations on g is a one- 

parameter family {7,: 0 < r <  o~} of automorphisms of g of the form 7,=exp (A log r) 

where A is a diagonalizable linear transformation of  g with positive eigenvalues. 

I f  {7,} is a family of dilations, then so is {~7,} where ~7,=7,.~-exp (cA log r) for any 

e>0 .  Hence, by adjusting e if necessary, we always assume that the smallest eigen- 

value of A is 1. 

It is easy to see that  if g has a family of dilations then g is nilpotent. Otherwise, 

one could find arbitrarily long sequences X 1 . . . .  , XmEg such that Xj is an eigenvector 

of A with eigenvalue ej and Y=[[...[X1, X2] .... ,Xm_l],Xm]r Since 7, is an 

automorphism, y,Y=r'r'~JY, so Y is also an eigenvector of A with eigenvalue 

z~'ej_->m. But this is possible only for finitely many m. On the other hand, it is 

known (J. Dyer [4]) that not every nilpotent Lie algebra admits dilations. 

Let g be a nilpotent Lie algebra with dilations {~r}, and let G be the correspond- 

ing simply connected Lie group. Since g is nilpotent, the exponential map exp: g-~G 

is a diffeomorphism (cf. Hochschild [9]), and the dilations ?, lift via exp to give 

a one-parameter group of automorphisms of G, which we still denote by ~,. We fix 
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once and for all a (bi-invariant) Haar  measure dx on G (which is just the lift of  

Lebesgue measure on g via exp). The number Q = trace (14) will be called the homo- 

geneous dimension of G (with respect to the dilations {~r}). The reason for this is that 

(1.1) d(7,x) = r e dx. 

We note that the homogeneous dimension is generally greater than (and never less 

than) the Euclidean dimension. 

Some matters of  notation: We shall denote the identity element of  G by 0, 

even though we write the group law multiplicatively, in order to emphasize the 

similarity to Euclidean space. We use the standard notations 9 ,  d ~ ~ ' ,  and g '  for 

the spaces of  cg= functions with compact support, cg= functions, distributions, and 

distributions with compact support on G, with the usual locally convex topologies 

(cf. Schwartz [23]). (However, we often write cg= instead of &) The pairing of z E 9"  

with u E ~  will be denoted (z, u); we shall use duality over R throughout, so that 

this pairing is bilinear rather than sesquilinear. 6 will denote the Dirac distribution: 

(6, u )=u(0 )  for uE~ .  Also, cg 0 will denote the space of  continuous functions on 

G vanishing at infinity, with the uniform topology, and L p (1 ~ p ~ o o )  will denote 

the standard L p space with respect to Haar  measure. Finally, we identify the Lie 

algebra 9 with the left-invariant vector fields on G. 

A measurable function f on G will be called homogeneous of degree 2 (2EC) 

i f f o  yr=-raf  for all r > 0 .  Likewise, a distribution zE~"  will be called homogeneous 

of degree 2 if (z, uo~,~=r-Q-~(z,  u) for all uE@ and r > 0 .  In view of (1.1), these 

definitions are consistent. A distribution which is if= away from 0 and homogeneous 

of  degree c~- Q will be called a kernel of type c~. 

A differential operator D will be called homogeneous of degree 2 if D (u o ?r) = 

=r~(Du) o ~ for all uE~ ,  r:>0. In particular, XEg is homogeneous of degree 2 if 

and only if X is an eigenvector of  A with eigenvalue 2. It  is then clear that if K is 

a kernel of  type e and D is homogeneous of  degree 2, then DK is a kernel of  type e -  2. 

Let I1" II denote a Euclidean norm on g with respect to which the eigenspaces 

of  A are mutually orthogonal; we may also regard ]1 �9 II as a function on G. In addi- 

tion, we shall need a "no rm "  on G which respects the homogeneous structure. 

Namely, we define a homogeneous norm to be a continuous function from G to 

[0, ~)  which is c~= away from 0 and homogeneous of  degree 1, and which satisfies 

(a) Ix[=0 if and only if x = 0 ,  (b) Ixl=lx -11 for all x. Homogeneous norms always 

exist. Indeed, any XEg can be written as X=X~+ ... +Xm where each Xj is an eigen- 

vector  of  A with eigenvalue e j ,  and since the Xj's are mutually orthogonal, [] ~,Xll = 

=(Zr~JllXjIIZ) 1/2 is a strictly increasing function of r. Since moreover 7 , o e x p =  

= e x p o  ~,, we may define Ixl for xr  to be the unique r > 0  such that II~;lxll = 1 

We assume henceforth that we have fixed a homogeneous norm on G. 
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(1.2) Lemma.  {xEa: Ixl<=l} is compact. 

Proof Since {x: []x][=l} is compact  and disjoint f rom 0, ]- '  assumes a posi- 

tive minimum M on it. Since {x: Ixl<:M} is connected (each such x is connected 

to 0 by the arc {?rX: 0 ~ r ~ l } ) ,  {X: [x]<:M}={x: Ix[]=<l}. But then {x: [x[<--1}c 

c { x :  ]t?~x[]=<l}, so {x: [x ]~ l}  is closed and bounded,  hence compact .  

(1.3) Lelnma. Let a be the largest eigenvalue of  A. There exist C1, C~>0 such 

that C1 []x]] ~ ix] =< C~ ][ x][ x/a whenever [x] =< 1. 

Proof As above, we can write x~G as x=exp(Xl+. . .+Xm) where X 2 is an 

eigenvector of  A with eigenvalue aj, l<:aj<:a, and [l?,x[]-(~r2a~[]X2[]2) 1/2. Hence 

for  r ~ l  we have rar]x[]~H?,x][<=r[]x][. By Lemma(1.2) ,  U "][ assumes a positive 

maximum C~ -1 and a positive minimum C~ -a on {x: x ] = l  ). Any  x with [x [< l  can 

be written as x=71xlY with {y l= l ,  so that  

]xil --< [xll[y[I <= ClX[X[, ]lx[I => [x[~l[y][ -> CJ[xl ~. 

(1.4) Proposition. There is a constant C > 0  such that [xy[<=C([x] + [y[) for all 

x, yCG. 

Pro@ By Lemma (1.2), the set {(x,y)~G• [ x [ + [ y [ = l }  is compact ,  so the 

function (x, y)~lxy~ assumes a finite maximum C on it. Then, given any x, y<G, 

set r =  Ixl + y]. It  follows that  

]xy l = r[?;l(xy)[ = rl(?;-lx)(?;-~y)l ~_ Cr = C([x] +[y]). 

We now prove a number  o f  facts about  homogeneous  functions and distri- 

butions. 

(1.5) Proposition (Knapp Stein [13]). Let f be a homogeneous function of 

degree - Q  which is locally integrable away from O. There exists a constant M ( f ) ,  

the "mean value" off,  such that 

f f(x)g(Jxl) dx = M ( f )  f o  r-lg(r) dr 

for all functions g on (0, oo) such that either side makes sense. 

Proof. Define L:(0 ,  c o ) ~  C by 

L(r) = fl<=txl~,f(x)dx if r ~ 1 

- f ~ l ~ l ~ l f ( x )  dx i f  r <  I. 

By using (1.1) one easily checks that  L(rs)=L(r)+L(s) for  all r, s>O. Since L is 

continuous,  it follows that  L(r)=L(e) log r. We take M(f )=L(e ) ;  the assertion is 
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then clear when g is the characteristic function of an interval, and it follows in 

general by taking linear combinations and limits. 

(1.6) Corollary. Let Co = M(}. l-Q). Then if ~ E C and 0 < a < b < 0% 

fo _,x  b Ixl'-Odx = Co -l(b'-a if O, 

C O log (b/a) if  a = O. 

Proof. Take g(r)=r a times the characteristic function of [a, b], 

(1.7) Corollary. Suppose f is a measurable function such that [f(x)l=O(Ix]=-a). 
I f  o~>O then f is locally integrable at O, and if  ~<O then f is locally integrable at in- 

finity. 

I f fE ~f= ( G -  {0}) is homogeneous of degree - Q, then f is not a distribution since 
it is not locally integrable at 0. However, if M(f)---0 there is canonically associated 

t o f a  kernel of type 0, denoted PV( f ) ,  which is defined by 

(PV(f) ,  u) = lim f ~..,f(x)u(x)dx (uc ~). 

To see that this is well defined, we note that 

(ev(y), u) = f f(x)[u(x)--u(O)] dx + f jxj~f(x)u(x) dx 

= f~x~.~f(x)[u(x)- u(0)] dx+f, xa~lf(x) u(x) dx. 

The last integrals are absolutely convergent by Corollary (1.7), since u(x)-u(O)= 

=O(llxll)=O(lx}) by Lemma (1.3). It is easy to check that P V ( f )  is homogeneous 
of degree - Q. 

(1.8) Proposition (Folland--Stein [7]). Let K be a kernel of type ~ which agrees 

with fECg=(G - {0}) away from O. Then 

(a) f is homogeneous of degree o~-Q. 

(b) I f  Re~>0,  then fELl(loc) and K=f. 

(c) I f  o~=O, then M ( f ) = 0  and K=PV( f )+Cf i  
for some constant C. 

Proof. (a) is obvious. For (b) we observe that f is  locally integrable by Corollary 
(1.7), so fE~ ' .  K - f  is thus a distribution supported at 0, that is, a linear combina- 
tion of fi and its derivatives (cf. [23]). Every derivative at 0 is a sum of homogeneous 

terms of positive degree, and hence for any uE~, 

( K - f ,  u o ~ , )  = o ( 1 )  as r -~ oo. 
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But K - f  is homogeneous of degree a -  Q, so 

( K - f ,  u o y,} = r ~ <K-f ,  u), 

which is a contradiction for  R e ~ > 0  unless K - f = O .  

As for (c), if M ( f ) = 0  then K - P V ( f )  is homogeneous of degree - Q  and 

supported at 0, hence is a multiple of  5. To show M ( f ) = 0 ,  consider another dis- 

tribution F which agrees with f away from 0, namely 

(F, u) = f ,,,l<l f ( x )  [u (x) -- u (0)1 dx + f ,xlgl f ( x )  u (x) dx (u E ~) ,  

which is well defined by the reasoning preceding this proposition. Hence, as above, 

K - - F  is a linear combination of (5 and its derivatives, so since K is homogeneous 

of degree - Q, 

(F, u o y , ) - ( F , u ) =  ( F - K ,  u o y , } - ( F - - K , u ) =  O(1) as r ~ o o .  

But in fact 

(F, u o y,)-- (F, u) = - u (0) f(i/,)<= I xl~-lf(x) dx = u (0) M(U) log r, 

which is a contradiction when u(0)r  unless M ( f ) = 0 .  

Kernels of type 0 are thus a natural generalization of the classical Calderdn-- 

Zygmund singular integral kernels (cf. Stein [25]), and we have the following L p 

boundedness theorem for the convolution operators defined by them. 

(1.9) Proposition. Let K = P V ( f ) + C f i  be a kernel of  type O. The mapping 

T: u ~ u .  K (uEN) extends to a bounded operator on L v, l < p <  oo. 1n fact, set T~u= 

= u . f ~ + C u  where f~(x)=f(x)  for xI>e and =O for Ixl---~. Then T~ is bounded on 

L v uniformly in ~, and T is the strong L p limit of T, as ~ ~0. Likewise for the mapping 

T: u - ~ K .  u. 

Proof. See Knapp--Stein [13] for the case p = 2 ,  and Coifman--Weiss [3] or 

Korhnyi--V~tgi [21] for the extension to other values ofp.  

There is a corresponding result for kernels of type a>0 .  We deduce it as a 

corollary of the following generalization of Young's inequality, which is implicitly 

stated in Stein [25] and F o l l a n d S t e i n  [7]. We recall that if f is a measurable function 

on G, its distribution function fls: (0, ~o)-~[0, ~] is defined by fl~(a)=l{x: [f(x)[>aJl, 

where [E{ is the measure of E . f  is said to be in weak L ~ (1--<-r< ~) if for some C>0 ,  

flf(a)<=(C/a)" for all a>0 .  The smallest such C will be denoted by [f] , .  [ ]~ does not 

satisfy the triangle inequality; however, it defines a topology on weak L" which co- 

incides with a Banach space topology in case r > l .  Moreover, i f f E U  thenfEweak I f  

and [fJ,<--l[f[[,, and we have 

l lf l i ,  = {r f ;  a'-lfly(a)da) 1". 
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For proofs of these facts, see Stein Weiss [28]. 

(1.10) Proposition. Suppose l <-p <- o% l < r < ~ ,  and q - l  = p - l  + r-a - l > O. I f  

f E L  p and gEweak L" then f * g  exists a.e. and is in weak L ~, and there exists 

Ca = C1 (p, r) > 0 such that I f .  g]q <: C 111 f][ p [g]r. Moreover, i f  p > 1 then f *  g E L q, and 

there exists Ca = Ca (p, r) > 0  such that II f *  gll~ -< Ca [I f l lp[g]r .  The same results hold 

with f .  g replaced by g * f 

Proof  We first observe that the strong result for p > I follows from the weak 

result by the Marcinkiewicz interpolation theorem with explicit bounds (cf. Zygmund 

[31]). Suppose then that fC L p and g E weak L' ;  we may assume 1[ fll p = 1 and [ g ] , -  1. 

Given a >0,  set M =  (a/2) q/r (r/q) q/rf where p" = p / ( p -  1) is the conjugate exponent 

to p. Define gx(x) to be g(x) if g(x)l  > M  and 0 otherwise, and set g2=g-ga .  Since 

flf.g (a) -<_ flf*g~ (a/2) + fly.g~ (a/2), 

it suffices to estimate each term on the right. By H61der's inequality, If.gz(x)[<= 

---11 fl[p [I g~ll p ,= II g2 lip,. However, since r -a  _ (p,)-a  = q-a >0,  we have p ' - r  >0,  hence 

[Ig2][~: = p" f~o ~p'-af. (~)d~ =< p" f y  ~P'-l-" d~ 

P" = _ _ _ _  M p'-,  q M,p,/q = (a/2) f .  
p ' - - r  r 

T h u s f * g 2 ( x )  exists for every x and [f.g2(x)l<=a/2, so ff.g~(a/2)=O. On the other 

hand, since r > 1, 

llglllx = f ~  fo (e)de  <= f~ t  a-" da = ( 1 - r ) - l M  a-'. 

Thus by Young's inequality, f .  gl exists a.e. and is in L p, and II f * g x  lip <-- 11 f l ip 11 gal[1 <- 
<=(1- r ) -~M ~-'. But then 

fz.o~(a/2) < 21If gtl[p v <  _< G ( P , r )  a-~ 
= -- = ~ t q )  

and the proof  is complete. (The proof  is the same for g . f )  

(1.11) Proposition. Suppose 0 < ~ < Q ,  l < p < Q / ~ ,  and q - l = p - X  (~/Q), and 

let K be a kernel o f  type ct. l f  f E L  p then f .  K and K , f  exist a.e. and are in L q, and 

there is a constant Cp>O such that I l f .  K[lq<=Cpllfllp and IIK,fllq<-CpllfJlv. 

Proof  By Proposition (1.8), K is a function, so by Proposition (1.10) it suffices 

to show that K~weakL" where r=Q/(Q-c~).  But [K(x)l is dominated by xl " - e ,  
so fir(a) is dominated by the measure of {x: [x[<a~/~'-~ By Corollary (1.6), this 

number is Coa ~ = Coa-'.  

We recall some facts about convolution of  distributions (see Schwartz [23] for 

the case G=R" ;  the general case is argued similarly). The convolution z~.'r~ of  
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two distributions zl, z2 is well defined as a distribution provided at most one of  

them has noncompact support; moreover, the associative law (h  * z~) �9 z3 = 'q  * ('c2 * z3) 

holds when at most one of the zj's has noncompact support. To define convolutions 

of distributions with noncompact support one must impose additional regularity 

assumptions, and the associative law need not hold even when all convolutions in 

question are well defined. We shall therefore need to establish the absence of pathology 

in certain situations concerning homogeneous kernels. 

(1.12) Lemma. Suppose 0=<~<Q,p=>l,  q > l ,  andr - l=p- l+q- l - ( c~ /Q) - l>O.  

I f  K is a kernel of  type a, fE L p, and g E L q , then f .  (g �9 K) and ( f .  g) �9 K are well 
defined as elements of L r, and they are equal. 

Proof. By Propositions (1.9) and (1.11) and Young's inequality, the mappings 

( f , g ) ~ f . ( g . K )  and ( f , g ) ~ ( f , g ) . K  are continuous from LP• q to L'. They 

coincide when f and g have compact support, and hence in general. 

(1.13) Proposition. Suppose K~ is a kernel of  type ~t and K a is a kernel of  type 

fl where ~>0,  fl~O, and c~+fl<Q. Then K~. Ka is well defined as a kernel of  type 

ct+fl. Moreover, i f  f E L  v where l<p<Q/(c~+fl), then ( f * K ~ ) . K  a and f . (K~ .Ka)  
belong to L q, q - l = p - l _ ( ~  + fl)/Q, and they are equal. 

Proof. By Proposition (1.4), given x # 0  we may choose e > 0  so small that 

{Y: l Yl < ~ and Ixy-11 < 5} is empty. Then if fl >0,  

K,*Ka(x)= [f,,t<o+ f,~,-1,<~+ f,,>~,,~,-~,>,]K,(xy-1)K,(y)dy �9 
By Corollary (1.7), these integrals are absolutely convergent since the integrand is 

O([y[ a-~) near 0, O(Ixy-~l =-e) near x, and O([y ,+a-2e) near infinity. Likewise, 

i f / 3 = 0 ,  by Proposition (1.8) we may assume K a contains no delta function and 

we have 

K=. Ka(x ) = f ,,, <o [K=(xy -1) -K,(x)]Ka(y ) dy 

where the first integrand is O(lyll-Q), and again the integrals are absolutely con- 

vergent. Thus K=.  K a (x) is well defined for x #  0, and a simple change of variables 

shows that K ~ . K  a is homogeneous of  degree oc+fl-Q. Moreover, let us choose 

g0.E~ with ~pl(y)=l for yl<~/2 and g0~(y)=0 for ly]>g, and set (p2(y)=~pl(xy-1). 
Then q91 and go 2 have disjoint support, and for f l>0  we can write K~.K~(z)= 
=/1 +I~ +Ia,  where 

11 = f cpl(y)K.(zy-1)Ka(y) dy, 

Is = f ~p~(y)K~(zy-1)Kp(y) dy = f ~p2(y-~z)K~(y)Ks(y-lz) dy, 

Ia = f [1 -- go1 (y) -- goz(y)]K:,(zy-1)Ka (y) dy, 
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with a similar formula for fl =0.  If  Ixz-l[ <e/2, the factor of the integrand containing 

z in each of these integrals is cg~. Also, every derivative is the sum of homogeneous 

terms of positive degree, so the derived integrand in 18 remains O(]y]S+P-*~ It 

follows that K s . K  ~ is cg~ away from 0, and hence is a kernel of type a+fl .  

Next, if f E L  p where p > l  and q-Z=p-l-(cc+fl)/Q>O, we observe that 

( f *  Ks) * Kp and f .  (K s �9 Kp) are in L q by Propositions (1.9) and (1.11) and Young's 

inequality. To complete the proof, it suffices to show that ( f .  Ks) �9 Kp and f .  (K s .  Kp) 
are equal as distributions. Define K~ if Ix[~_l and --0 otherwise, and 

set K~~ ~ By Corollary(1.7), if r=O/(O-~) ,  K~ "-~ and K~'EL ~+~ for 

any 8>0. Taking e so small that r - e > l  and p - l + ( r + e ) - l - ( f l / Q ) - l > O ,  by 

Lemma (1.12) we see that ( f . K  ~ .Kp and f .  (K~ coincide as elements of L ~ 

where s - l = p - l  + ( r - e ) - l  +([3/Q) - 1, and ( f  . K~~ Kp and f *(K~ . K~) coincide 

as elements of L t where t - X : p - l + ( r + O - l + ( ~ / Q ) - l .  Thus ( f . K ~ ) . K p  and 

f .  (K~* Kp) coincide as elements of L~+L t, and we are done. 

We shall occasionally wish to use the additive structure on G defined by x + y =  
=exp (exp -1 x+exp  -1 y). We note that dilaticm,q distribute over addition: 7,(x+Y)= 

= 7~ x + 7.Y. 

(1.14) Lemma. Given a fixed x~G, define cp: G~G by cp(y)=xy-x .  Then 

II~o(Y)ll =O(IlYlI) and IIq~(y-1)-~o(y)-Xll =O(llYI?) as y-+0. 

Proof. Let x = e x p X ,  y = e x p  Y. By the Campbell--Hausdorff formula (cf. 

Hochschild [9]), 

~p(y) = exp ( y + l  [.I, Y] + ...) 

where the dots indicate higher order commutators of X and Y, which are finite in 

number by nilpotency. The assertions are then clear, taking account of the fact 

that ( e x p Z ) - l = e x p ( - Z )  for all Z~g.  

We now prove a mean-value theorem for homogeneous functions. 

(1.15) Proposition. Let f be a homogeneous function of  degree 2 (2ER) which 
is (#~ away from O. There are constants C, 8>0 such that 

1 
[f(xy)--f(x)[ <= ClYllx[ z-1 whenever [Y[ <= ~ Ixl, 

I f (xy)+f(xy-1)-2f (x)[  <= Clyl~lx] ~-~ whenever [y[-<_ ~[x[. 

Proof.. If  x and y are replaced by y,x and y,y, both sides of both inequalities 

are multiplied by r x, so it suffices to assume [x[=l and [y[_<-�89 or lyl<_-e. I f  [x l=l  

and [y[~�89 then xy is bounded away from O, so since the mapping y ~ x y  is smooth, 

] f (xy)- f (x) l  ~ Cllyl[ = Cllyll]x] a-~ 
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with C independent of x, y in the given regions. The first assertion then follows 

from Lemma (1.3). Moreover, if we set z----~0(y) as in Lemma (1.14), we can choose 

e > 0  small enough so that Izl-<�89 whenever y]_-<e and Ixl=l.  As above we have 

[ f ( x  + z) + f ( x  - z) - 2f(x)l <= C [Izll m. 

But then by Lemma (1.14), 

[ f (xy )  + f ( x y  -1) - 2f(x)l = lf(~0 (y)) +f(q~ ( y - l ) ) _  2f(x)[ 

[ f ( x  + z) + f ( x  - z) - 2f(x)[ + ]f(~o (y) - l )  _f(q~ (Y-1))I 
-<_ C Ilzl[ ~ + C I1~o (y ) - I  -- ~0 (y-1)II 

<= C zll~+Cllyll~<-_ C'lly[l~ <= C"[yl z 

~_ c"ryl~'xl ~-~. 

We shall occasionally need to consider right-invariant derivatives as well as 

left-invariant ones. If  X is a left-invariant vector field, we shall denote by a v the 

right-invariant vector field which agrees with X a t  0: if J(x)  = x  -~, we have a v = - J .  X. 

Since J commutes with dilations, it is clear that ~ is homogeneous of degree 2 if 

and only if X is. 

In the later parts of this paper we will be concerned with an important class of 

groups with dilations, the "stratified" groups. If  g is a nilpotent Lie algebra, a stratifi- 

cation of g is a decomposition of g as a vector space sum, g =  VI@.. .  �9 I'm, such 

that [111, Vj]= Vj+I for 1 <--_j<m and [/,'1, V~]= {0}. We note that the stratification 

is completely determined by V~, and that G "  k Vj is the ideal of  the k-th order com- 

mutators. If  g is stratified, it admits a canonical family of dilations, namely 

(1.16) 7 , ( X I + X ~ + . . . + X m )  = r X x + r ~ X ~ + . . . + r " X m  (XjEVj). 

We note that the homogeneous dimension of g is ~ ' j ( d i m  Vi). Having chosen a 

Euclidean norm II-II on g with respect to which the Vj's are mutually orthogonal, 

we define a homogeneous norm on the corresponding group G by 

(1.17) [exp ( Z 7  xj)[ = ( Z 7  IIX~ll~mt/J) x/re'' (xj  c v~). 

Henceforth, by a stratified group we shall mean a simply connected nilpotent group 

G together with a stratification g =  O~' Vj of its Lie algebra and the dilations and 

homogeneous norm defined by (1.16) and (1.17). 

Here are some examples of  Lie algebras with stratifications: 

(a) g Abelian, m = 1, 111 = g. 

(b) g any algebra of step two (i.e., [g, g] ~ {0} but [[g, g], g] = {0}), m = 2, 111 = any 

subspace complementary to [g, g]. 

(c) g = t h e  quotient of  the free Lie algebra g, on n generators )(1 . . . .  , X, by 

the ideal [[...[g., g.] . . . .  g.], g.] (m + 1 factors), V 1 = the  linear span of  X1 . . . .  , X.. 
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(d) g= the  algebra of ( m + l ) •  real or complex matrices (aij) such that 

aij=O for i>-j (with Lie product [A, B ] = A B - - B A ) ,  VI= {(aii): aij=O for i r  

(e) g= the  nilpotent part of  the Iwasawa decomposition of a semisimple Lie 

algebra,  Vl=the  linear span of the root spaces of the simple roots. 

Let G be stratified. It is clear that XE g is homogeneous of degree j if and only 
. -- _ 5 ' ~ X  2 if XE Vj. We choose once and for all a basis X1, . . ,  X n for/11 and set J - .g.al j .  

J is a left-invariant second-order differential operator which is homogeneous of 

degree 2; we call it the sub-Laplacian of G (relative to the stratification and the basis 

X1 . . . . .  X,), As we shall see, J plays much the same role on G as (minus) the ordinary 

Laplacian does on R". 

Henceforth, if G is a nilpotent group with dilations {y,}, we shall generally denote 

~r x simply by rx. 

2. Fundamental solutions for homogeneous operators 

In this section we assume G is a nilpotent group with dilations, of homogeneous 

dimension Q. We recall that if D is a differential operator, its transpose D t is defined 

by f ( D ' u ) v = f u ( D v )  for all u, vE~.  Our main result is the following: 

(2.1) Theorem. Let 5e be a homogeneous differential operator on G o f  degree ~, 

0 < a < Q ,  such that s and s are both hypoelliptic. Then there is a unique kernel 

K o o f  type ~ which is a fundamental solution for  0~ at O, i.e., which satisfies ~ K o = &  

The main tool in the proof  is the following theorem from functional analysis, 

which combines Theorems 52.1 and 52.2 of Tr6ves [29]: 

(2.2) Lemma. Let  D be a differential operator on a Euclidean space R N such 

that D and D t are both hypoelliptic. Then for  each xER N there is an open neighborhood 

U o f  x and a distribution K E ~ ' ( U )  which is ~q~ away f rom x such that D K ( y ) =  

= 6 ( y - x )  on U. Moreover, the topologies o f  8 ( U )  and ~ ' ( U )  coincide on 

. A r = { f E ~ ' ( U ) :  Df=0}  and make vV into a Frkchet space. 

Proof  o f  Theorem (2.1). We apply Lemma (2.2) with x = 0  and D=LP to obtain 

a neighborhood U of  0 and a distribution K E ~ ' ( U )  which is ~g.o away from 0 such 

that ~ K = 6  on U. By shrinking U if necessary, we may assume that U =  {x: Ixl<C}, 
so that xE U implies r x ( = y , x )  E U for r<= 1. Then for O<r  <- 1 we define the distribu- 

tion h ,E~ ' (U)  by 
hr = K- -rQ-~(Ko ~,). 

By the homogeneity of.o~e we have 

~ h ,  = 6 - r Q ( 6 o ~ , )  = 6 - 6  = O, 
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so that h , E ~ ' c g ( U ) .  Next, observe that if s<-_r, 

(2.3) hs (x) - h, (x) = r Q-~K(rx) - s Q-~K(sx) 

= rQ- '[K(rx)  -- (s]r)Q-~K((s]r)rx)] 

= rQ-~hs/,(rx). 
I f  we set s = r  2 in (2.3), we obtain 

(2.4) h,~ (x) = re - ,h ,  (rx) + h, (x). 

Replacing r by r ~ in (2.4) and substituting (2.4) in the result, 

h,4 (x) : r ~(Q - ' )  h,~ (r2x) + h,, (x) 

-- r3(Q-') h, (r3 x) + r~e - ' )  h, (r2 x) q~ ra-" h, (rx) + hr (x). 

Continuing inductively, we obtain 

"~2n--1 _k(Q-r C r r k  x x  
(2 .5)  hr , .  (x)  -= ~-.~k=0 t a rk  ). 

I f  we set V , = { x : [ x [ ~ _ C - e } c U ,  (2.5) yields 

(2.6) sup [h,,,(x)] -<_ ( l - r a - ~ )  -1 sup [hr(x)[ 
x E V ~  x E V ~  

for all n. Now r ~ h ,  is clearly continuous from (0, 1] to N'(U) ,  so {hr: i<_.<_xX4 - - - 2 J  

is compact in N'(U) ,  hence in r  But any s<_-�89 can be expressed as s = r  ~" for 

some n and some rE[k, �89 so that by (2.6), 

sup lhs(x)l <= (I  --2~-Q) -1 sup Ih , ( x ) l+  sup ]h~(x)l = G < ~o. 
x E V  n x E V  c x E V ~  
s~--i 1 1 l 

Thus the hr's are uniformly bounded on V,. But if s < r  and xE V,, (2.3) implies 

[hs(x)-hr(x)[ -<- r~ ~_ C,r Q-~ ~ 0 as r, s ~ 0. 

Thus the h / s  are uniformly Cauchy on compact subsets of  U as r ~ 0 ,  so they are 

Cauchy in N'(U) ,  hence in g(U) ,  and the limit ho satisfies ~ h 0 = 0 .  Now set 

Ko = K - h o  = l i m r e - ' ( K o T r ) .  
r~O 

On the one hand, s and on the other, if  0 < s < l ,  

(2.7) Ko(sX) = limrQ-~K(srx)r-o = 1} m(r/s)Q-~K(rx)- = s ' -~176  

But now we can extend K 0 to the whole space by requiring (2.7) to hold for all s>O, 

so that K 0 is a kernel of  type e, and the homogeneity of  s guarantees that the equa- 

tion s176 o = 6 holds globally. 
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Finally, if K1 were another kernel of type e satisfying 5fKI=6, then Ko-K1 
would be cg= even at 0 since ~ ( K 0 - K 0 = 0 .  Since Ko--K~ is homogeneous of degree 

c t - Q < 0 ,  we must have K o - K I = 0 .  The proof is complete, 

Remark. This theorem applies equally well to Lat, and the corresponding kernel 

Kg is given by K~(x)=Ko(x-1). 

(2.8) Corollary. Let Le, ~ t  be as in Theorem (2.1), and Ko, Kg their fundamental 
solutions. I f  in addition ~ is left-invariant, then for any z~g', 

~oq~(z.Ko) = ~t(z.K~) = (s = (LPz)*Ko = z. 

Proof. Since s and ~ot are left-invariant, s (v �9 K0) = z * s = z * 6 = �9 and like- 

wise s (z �9 Kg) = z. On the other hand, the mappings u - ~  ( u .  K0) and u-~s ( u .  K~o ) 

are a priori continuous from ~ to #, and their dual mappings from g '  to ~ '  are 

r ~(.o.qat ~ ) .  K~ and z ~(.LPz) * Ko, respectively. 

(2.9) Corollary. Under the hypotheses of Corollary (2.8), for any zES" there 
exists aE ~" satisfying .owa=z, and there are no nontrivial solutions in g" of .~v=O. 

We now give some examples of Theorem (2.1). The first three are applications 

of H6rmander's theorem (0.1); we also use the fact that if X~.q then Xt= - X ,  since 

the translations generated by X are isometries. 

(2.10) Let G be stratified. Then the sub-Laplacian J is homogeneous of  degree 

2 and hypoelliptic, and j t  = j ,  so Theorem (2.1) applies provided Q >2.  In particular, 

if G=R",  J = - ~  (O/Oxj) 2, and Ixl=(Z~ x~) "~, then the fundamental solution for 

J is of course 

r(n/2) Ixl ~-" (n # 2). 
K0(x ) = 2zc,/2(n_2) 

However, in case n=2 ,  the fundamental solution for J is (21r) -~ log ([x[-t), which 

illustrates how Theorem (2.1) can break down when ~->Q. 

(2.11) Let G be stratified, and let G = G •  We define dilations on Gby  y,(x, t) = 

=(rx, rat). Then the "heat operator" J+(O/Ot) and its transpose J-(O/Ot) are 

hypoelliptic and homogeneous of degree 2(<Q).  Again, in the case G=R",  the 

fundamental solution is well known to be 

{ (40 z~t)-"/2e-lxl~/4t ( t > 0 )  
K0 (x, t) = (t ~_ 0). 

(2.12) Let G be stratified and non-Abelian. I f  Y i s a n y  element of V~cg, then 

J +  Y and its transpose j -  Y are hypoeUiptic and homogeneous of degree 2 (<  Q). 
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(2.13) Let G be stratified and non-Abelian. Suppose TC 112 is such that there 

exists a basis )(1 . . . .  , X,,  Y1 . . . .  ,Y,, W1 . . . .  , W, of  V1 with T = ~  [Yj, Xj]. For 
~ C, set 

Le~ . = 

Then Le, and its transpose Le_~ are homogeneous of degree 2(<Q), and we claim Le~ 

is hypoelliptic provided ]Im~l<l. Hbrmauder's theorem does not apply unless 

Ira c t=0, so we use the method of L 2 estimates. 

First we note that for any u E ~, 

(Leon, u) = X7 ([IXjult2,+ llYjull~) + , ~  IIWjull~, 

so by a well-known estimate (cf. Theorem 5.4.7 of  Fol land--Kohn [5], or Oleinik-- 

RadkeviE [22]), of  which we shall prove a sharper version later (Theorem (4.16)), 
there exist C, 5>0  such that 

(2.14) Ilull~2,~) <-- c[(Leou, u ) +  lullS] ( u ~ ) ,  

where II II(m,~) is the L 2 Sobolev norm of order e. We next show that 

(2.15) [(iZu, u)l <= (LeoU, u). 

Indeed, set Zj=2-1/2(Xj--iYj) and Zj=2-x/2(Xj+iYj). Then [Zj, Zj]=i[Yj, Xj], 
so that 

I( Zu, u)l = 127 ([Z,, Zjlu, u) I <_- Z ;  (I(Z Z  u, + l(Z Z,u, u)l) 

= Z"~ (llZjull~ + 112julia) = ~ 7  (li.Vj u[l~ + IIYjuI[~) -< (LeoU, u). 

Thirdly, we note that 

Re (Le~u, u) = (Le0u, u) + (Re ~) Re (Tu, u) - (Ira ~) Re (iTu, u). 

But Re(Tu, u)=O since T is skew-symmetric, so by (2.15), 

(2.16) Re (Le, u, u) _-> (1 - IIm el)(LeoU, u). 

(2.14, 15, 16) combined then yield (for I I m e l < l  ) 

(2.17) Ilull~m, ~) ~- C(1 - [ I m  ~1)-1( Re (Le~ u, u) + Ilull~) 

and 

(2.18) lIm (Le~u, u)l = IReo:ll(iTu, u)l ~_ (1--1Im~l)- l lRe~lRe(Le~u,  u). 

But by the Kohn--Nirenberg regularity theorem [14], (2.17) and (2.18) imply that 

Le, is hypoelliptic for IIm0~l<l. 

A particular case of  this construction is of interest in the theory of  several 

complex variables. Let G=H,,XR k, where H~ is the Heisenberg group of dimension 
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2n + 1. Let ~ . . . . .  ~ , ,  Yx, ..., I?,, 1 r be a basis for the Lie algebra of H,  satisfying the 

canonical commutation relations 

[ f ~ , ~ j ] = ~  for i = 1  . . . . .  n; all other bracke ts=O,  

and let ~1, .-., 1~, be a basis for the Lie algebra of ll  k. Given positive numbers 

a~, ..., a, ,  b~ . . . .  , b, and a complex number fl, set 

,~1 (ajX~ +baY)) - Za lYV~ + fl~'. & ~ _ _  n 2 2 ~ 2 k 

Applying the above result with Xj=aiJ~j, Y j=bj~ ,  W j = ~ ,  and r = ( z ~  ajbj)~, 
we see that s is hypoelliptic provided [Imfl]<~ a~bj. 

In case k=2m is even, G can be imbedded in a natural way in C "+m+l as a real 

hypersurface whose Levi form has n non-zero eigenvalues at each point, and the 

operators .gap, for various imaginary values of t ,  are closely related to the "Laplacian" 

Db of the tangential 0 complex on GcC"+m+l;  cf. Folland--Stein [7]. In particular 

if aj=bj= 1 for all j and k=0 ,  it is shown in [7] that s is hypoelliptic unless + i[3= 
=n,  n+2 ,  n + 4  . . . . .  and the fundamental solution for s is computed explicitly. 

We conclude this section with a technical result that will be useful later. 

(2.19) Proposition. Let G be stratified and of homogeneous dimension Q:~2, 

and let ,,r = - ~  X~ be a sub-Laplaeian on G. Then J ( N )  is dense in L p, l < p <  r 

Proof. Since p <  0% it suffices to show that N is in the closure of of(N) in the 

L p norm. Let K0 be the fundamental solution for J given by Theorem (2.1), and 

choose r  such that q~(x)=l when ]x]~_l and q~(x)=0 when Ix[_->2. G i v e n . f ~ ,  

set u=f*Ko and Uk(x)=q~(2-kx)u(x) ( k = l ,  2, 3, ...). Then u~,EN, and we claim 

that Juk-+fin the L p norm prov idedp>l .  Indeed, by Corollary (2.8) and the homo- 

geneity of J ,  

Juk (x) = q~ (2- k x)f(x) + 2-  2k (,$'~0) (2- k X) U (X) -- 2 Z~' 2-  k [(Xj cp) (2- k X)] [(Xj u) (x)]. 

Since q~(2-kx)f(x)=f(x) for sufficiently large k, we must show that the other terms 
tend to zero. 

Since Ko(x)=O(Ix[ 2-e) as x~oo,  the same is true of u(x)=(f.Ko)(x).  Like- 

wise, Xjgo(x)=O(Ixl l-Q) and so Xju(x)=(f.XjKo)(x)=O(Ix[l-~ Thus by Cor- 
ollary (1,6), 

f 12-=k (jq~) (2-kx) u (x)f  dx ~ C2 -=kp [[Jq~ ]1 g f=~_ ixl~_=~+ ~ Ix[ ~'(2.Q) dx 

-<= C' ][Jcpl[~2 -ka(~-l) 
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which tends to zero as k ~ oo since p > 1. Likewise, 

f l2-~[(xjq~)(2-%)][(Xju)(x)ll" dx =< cIIXj~ll~ 2-~, f ~= i~j~=~+l [xi'O-e) dx 

<= C'  Yj~oll~2 -k~( ' -~,  
and the proof is complete. 

Remark. The same reasoning shows that J ( ~ )  is dense in % in the uniform 

norm. J ( ~ )  is not dense in L 1, however, for e v e r y f ~ J ( ~ )  satisfies f f (x )dx=O.  

3. Analysis of the sub-Laplacian 

Henceforth we assume that G is a stratified group of  homogeneous dimension 

Q >2.  (The latter requirement excludes only R t and R 2, for which our major results 

are already well known.) The purpose of this section is to develop the theory of  

complex powers of  the sub-Laplacian J = _ ~ 1  X~ on G. The principal tool for 

this purpose is the diffusion semigroup Ht generated by - J ,  whose principal proper- 

ties are summarized in the following theorem. 

(3.1) Theorem. There is a unique semigroup {Ht: 0<t<~o}  of  linear operators 

on LI + L ~ satisfying the following conditions: 

O) H t f = f * h t  where h t ( x ) - h ( x  , t) is cg= on G• o~), f h t ( x ) d x = l  for all t, 

and for all x and t, h(x,t)>-O and 

(3.2) h(rx, r~t) = r -%(x ,  t). 

(ii) I f  uC~,  limt_~0 ]lt-l(Ht u - u )  +Ju l [=  - 0. 

Moreover, {Ht} has the following properties: 

(iii) {Ht} is a contraction semigroup on L p, 1 <=p<= ~, which is strongly con- 

tinuous for p < ~ .  Also, i f  l < p < ~ ,  {Ht} can be extended to a holomorphic contrac- 

tion semigroup {Hz: a r g z l < l ~ ( 1 - ] l - ( Z / p ) [ ) }  on L p. 

(iv) H, is self-adjoint, i.e., H t L p is the dual of  lit L p" where p - l + ( p , ) - l =  1, p > l .  

(v) f>-O implies Htf~=O, and H t 1 = 1. 

Proof. Let ~ be the space of cg= functions which are constant outside a compact 

set, and let Y1 . . . .  , YN be a basis for the Lie algebra of G. Let ~a (resp. c~) be the 

completion of  ~ with respect to the norm 

_~ N k = l  [llf[[[ = Ilfll~ Z j = ,  YJ f  =+ Z ~  ][YjYkf[l~ 

(resp. the uniform norm). According to a theorem of G. Hunt [11] there is a unique 

strongly continuous semigroup {H,} on ~ such that 
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(a) for each t > 0  there is a probability measure Pt on G such that Htf (x )= 
= ff(xy-')dlt,(y); 

(b) the infinitesimal generator of  {Hi} is defined on @ and coincides with 

- J  there. 

Moreover, l imt~0/ t , (E)=l  whenever OEEcG, and (since J is symmetric) 

d#t (y)=d/~, (y-l) .  We also note that since J annihilates constants and ~ is dense in 

~z, the action of J on ~ determines {Ht}. 

Let h be the distribution on G• oo) defined by 

(h, u| = f~  f~u(x)v(t)&,(x)dt (uE~(G), vC~((0, oo))). 

Then because of (b) it is easily verified that 

(h, (Ju) | v) = (h, u | (dvldt)) 

so that h is a distribution solution (J+(O/Ot))h=O. But by H6rmander's theorem 

(0.1), j+(~/Ot) is hypoelliptic, so hECg~(G• co)), and we have d#(x)=h(x, t)dx. 
Thus h(x, t)>_-0, fh(x,  t )dx=l,  and H t is self-adjoint since h(x, t)=h(x -~, t). 

Also, since J is homogeneous of degree 2 we have ( J  (u o V,)) o Vx/r = r2 J u .  There- 

fore the semigroup {H,~t} generated by - - r 2 J  is given by Hr~t(u)=(Ht(u o 7,))o Va/r; 
that is, 

f u(xy-X)h(y, rat)dy = f u(x(ry-~))h(y, t)dy = f u(xy-~) h(r-~ y, t)r-a dy. 

Hence h(y, r2t)--r-Qh(r-~y, t), so (3.2) holds. 

(i), (ii), and (iv) are therefore established, and (v) follows from (i). By (i) and 

Young's inequality, then, {Hi} is a contraction semigroup on L p, l<-p -<oo, which 

is strongly continuous for p <  oo since ht~6 as t~0 .  Finally, since H t is self-adjoint 

on L 2, we can write Ht=fo  e -'~t dE(2) by the spectral theorem. We then define 

H~=fo e-a'dE(2) for ]arg z[ <re/2, which proves the second half of (iii) for p = 2 .  

The cases p =  1 and p =  ~ are trivial, and the general case now follows from the 

Riesz--Thorin Stein interpolation theorem. (For the details of this argument, see 

Stein [24].) 

(3.3) Proposition. Extend h to GXR by setting h(x, t ) = 0  for t<=O. Then 
hE~ ' (GXR) and h is a fundamental solution for ,,r +(O/Ot) 

Proof. Since fh(x, t )dx=l  for t>0 ,  it follows from Fubini's theorem that h 

is integrable over any region which is bounded in t, so h defines a distribution. 

Given any uC~(GXR),  then, we must show that (J+(O/Ot))(u,h)=u. 
For e>0,  set h~(x, t)=h(x, t) if t > e  and =0  otherwise. Then 

u.h"(x, t) = f'_~ f ~u(y,s)h(y-~x, t-s)dyds. 
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Therefore, if 0 < 6 < 8, 

[[u * h= - u * hOl[oo <- Ilull~ f ~ f ~ h (y, s) dy ds = (8-6)11u11~, 

so that { u . h  ~} is uniformly Cauchy as e~O, and its limit is dearly u . h .  On the 

other hand, since (J+(O/Ot))h=O for t>O, 

( t +  (o/at)) ( u .  h') (x, t) = u (y, t - e) h (y-Zx, 8) dy 

= flu(y, t-8)-u(y, t)]h(y-Zx, 8) dy +fG u(y, t)h(y-Zx, 8) dy =I~+I~.~ 8 

Now l[l~]l~supy, t lu(y, t - 8 ) - u ( y ,  t) ~ 0  as e-~0, and 17 converges uniformly in 

x for each t to u(x, t). Since uC~,  the convergence is also uniform in t, so that 

][I~ -ul[= ~0.  This completes the proof. 

Remark. In view of (3.2), h is the fundamental solution for J+(O/Ot) given 

by Theorem (2.1); of. (2.11). 

(3.4) Corollary. h is cgoo on ( G •  {(0, 0)}. In particular, for each xr h(x, t) 
vanishes to infinite order as t decreases to O. 

(3.5) Corollary. For each t0>0 and positive integer N there is a constant C>O 
such that [h(x,t)]~_C[x[-N for [x]~l  and t~-to. 

Proof Set y=[x]-Zx. Then by (3.2), h(x, t )=[x[-Qh(y,  [x[-2t), and 

suplyl=a.~_t ~ [h(y, ]x[-~t)[=O(]x] -N) for all N by Corollary (3.4). 

(3.6) Corollary. Let D be any left-invariant differential operator on G and k 
any non-negative integer. Then Corollary (3.5) remains valid i f  h is replaced by 
(O]Ot )k ah. 

Proof D is a sum of homogeneous terms Dj of degree 2j->0. Since 

(Djh)(rx, r~t) =r-Q-as (Djh)(x, t) and (O/Ot)kh(rx, r~t) =r-Q-~k(O/Ot)kh(x, t) the ar- 

gument of Corollary (3.5) still applies. 

Let Jp be minus the infinitesimal generator of {Ht} on L p. Jp is a dosed operator 

on L p whose domain is dense for p< 0% we now wish to identify ~ more precisely. 

(3.7) Lemma. ~ c - D o m ( ~ ) ,  l=<p<-oo, and ~ u = J u f o r  uC~. 

Proof The case p =  oo is just Theorem (3.1 (ii)). Suppose p< co and uC~. Since 

Htu-.u and H t J u - ~ J u  in L p as t-*0, and Jp is closed, it suffices to show that 

s-l(Ht+~u-H~u) converges in L p to - - / / , J u  as s-~0. But s-Z(ht+~-ht) converges 

pointwise to (O/Ot)h, so by Corollary (3.6) and the Lebesgue convergence theorem, 

s-Z(ht+,-ht) converges in L z to (O/Ot)h t. Hence by Young's inequality, 

lims-X(Ht+~u--Htu) exists in the L p norm, l<-p~oo. But the limit in the L ~ norm 
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is - t ~ H , u ,  and since uEDom (1=), general semigroup theory guarantees that 

t = H t u = H t t = u = H t t u .  

(3.8) Theorem. lp  is the maximal restriction of I to L p ( l~p~o~) ;  that is, 

Dom (lp) is the set of all f E L  p such that the distribution derivative t f  is in L p, and 

l v f = J f  Also, i f  p <  0% tp  is the smallest closed extension of 1 [ ~  on L p. 

Proof Let p '  be the conjugate exponent to p. By Theorem (3.1. (iv)) and Phil- 

lips' theorem (cf. Yosida [30]), /p,  is the dual operator o f / p  for p < 0% and t l  is 

a restriction of the dual of t = ,  Hence if fE Dom (tp) and u E 9 ,  f ( I p f )  u = f f (1p ,  u) = 

= f f ( l u )  by Lemma (3.7), so t p f = t f i n  the distribution sense. Thus Dora ( / p ) c  

c { f E L P :  t fCLP}.  On the other hand, supposefEL p and t f E L  p, and uE~.  Since 

H~u is smooth and rapidly decreasing at infinity for s > 0  (Corollary (3.6)), by ap- 

proximating Hsu by elements of @ it is easy to see that f(If)(H~u)=ff(IH~u). 
An application of Fubini's theorem then shows that 

t H t fG(fo stf(x)d,)u(x)dx = fGyf (x ) ( f :  Hsu(x)ds)dx 

= f f(x)(f  IHsU(X)ds)d  - -IG f (x)(H, . (x)- . (x))dx 

= - f ~  (Htf(x)  - f ( x ) )  u (x) dx. 

Therefore H , f - - f  = - fro H, t f d s ,  so l i m t _ o t - l ( H t f - f )  exists in L p and equals 
- t f ,  i.e., fEDora (lp)- This proves the first assertion. For the second, we note 

that if p <  0% the maximal restriction of 1 to L p" (namely tp,) is clearly the dual 

of the closure o f / ~  on L p, and it is also the dual o f / p ;  hence the latter two operators 

are equal. 

(3.9) Proposition. I f  l<p<oo, the range of lp  is dense in L p and the nullspace 

of ~p is' {0}. 

Proof The first assertion follows from Proposition (2.19) and Lemma (3.7), 

and the second is then true by duality. 

We now pass to the study of complex powers of 1 .  Our definitions are motivated 

by the following formula, valid for s > 0  and Re ~>0:  

l 
(3.10) s -~ = l t ~ - l e - S t d t .  /'(~) do 

Also, if s>0 ,  Re c~>0, and k is an integer greater than Re ~, 

1 tk_~_lske_Stdt. (3.11) s ~ =- F(k_a~----~o 



Subelliptic estimates and function spaces on nilpotent Lie groups 181 

If  we formally set s = J ,  then e - t y ' ' = ' '  Ht, and 

J . . . . . . .  _ _ l f ~ t ~ - l H t d t ,  j . . . . . .  _ _ l f o ~ t k - ~ - l a C ; k H ,  dt" 
F(~) 0 F(k  ~)a  

We proceed to make these notions precise by defining J ~  and J p ~  as operators 

on L p for each p, 1 < p  < co. We exclude p = 1 and p = oo because of various technical 

difficulties, and because most of the results we ultimately wish to prove are false in 

these cases anyhow. We first note that by Corollary (3.6), aCrkht~L 1 and (Jkh)(X, t)z  
=t--k--(Ol~)(jkh)(t--1/2X, 1), whence ]Jkh,[]x=t-k[[~khl[]l. Thus if f E L  p, ~ k H t f =  

-=f  -~ (o~k ht) ~ L p and Iljk Htfll  p<= C ll f]lpt -k 

Definition. Suppose that l < p <  0% Re ~>0,  and k is the smallest integer greater 

than Re a (i.e., k = [ R e a ] + l ) .  The operator j f l  is defined by 

iT, f =  lira F ( k - ~ )  . t k - ~ - l J k H t f d l  

on the domain of  all fC L p such that the indicated limit exists in the L v norm. (By 

the preceding remarks, the integral is absolutely convergent at infinity.) jp--" is 

defined by 

I ; ' f  = 2im fd ,  

on the domain of  a l l f ~ L  p such that the indicated limit exists in the L P norm. 

We shall also have occasion to consider complex powers of  I +  J ,  where I is 

the identity operator. To do this we simply replace j by I + J  and H, by the semi- 

group generated by ( I+  J ) ,  namely e-*Ht. Thus if Re ~ >0  and k =  [Re a] + 1, 

we define ( I+  ~)~ by (~ 
1 t k-~-I ( I+  j ) k  (e-t i l t  f )  dt (I + Jp)~f = lim ~ F (k -- a) .) 

on the domain of all fE L p such that the indicated limit exists in the L p norm. Also, 

we define ( I+Jp ) -~  for Re e > 0  by 

(I+ j.)_ ~ 1 f ?  F(ct) t~-le-tH~dt" 

Here the integral is obviously absolutely convergent, and ( I+Jp)  -"  is a bounded 

operator on L p. 

It remains to consider the case Re c~ =0.  To handle this, we first give an alterna- 

tive characterization of  J ;  and ( I + j y  for p=2. Namely, let J~=fo 2dE(2) 

be the spectral resolution of the self-adjoint operator J2- Then for Re ~ 0 ,  

(3.12) o~ - - f o  2~dE(2) , ( I + J 2 )  ~ = f o  (1 +2)~dE(2). 
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(The first integral is well defined at 2=0  since 0 is not an eigenvalue ofJ~,  cf. Proposi- 

tion (3.9).) Indeed, the functional calculus provided by the spectral theorem quickly 

reduces these equations to the formulas (3.10) and (3.11), and equality of domains 

is easily checked. But (3.12) makes sense even for Re ~=0, and so we use it as a 

definition of J ~  and (I+dr~) ~ for all ~ C .  To extend this definition to other values 

of p, we invoke the following multiplier theorem, which is a consequence of Stein's 

generalized Littlewood--Paley theory. 

(3.13) Lemma. Let {Tt}t>0 be a semigroup on LI + L ~176 satisfying conditions (iii), 

(iv), and (v) of Theorem (3.1). Let - A  be the infinitesimal generator of  {Tt} on L 2, 
and let A = f o  2dE(2) be its spectral resolution. Moreover, let q~(s) be a bounded 

function on (0, oo) and let m(2)=2 f o e - ~ o ( s ) d s .  Then for l < p < ~ o  there is a 

constant Cp, independent of  q~, such that IIm(A)fllp~_fp(sup,>o lq~(s)[)llfllp for all 
fE L~fqL p, where m(A)= f~  m(,~)dE(;O. 

This lemma is just Corollary 3 on p. 121 of Stein [24]. The dependence of the 

bound of re(A) on tp is not stated explicitly there, but it follows from the proof. 

The definition of Jff and ( I + ~ ) "  for Re ct=0 is contained in the following 

proposition. 

(3.14) Proposition. I f  Re ~=0, J ~  and (I+J2) ~ extend to bounded operators 

J~  and (I+ J~) ~ on L p, l<p<oo .  Moreover, there is a constant Cp>0 such that for 

all f E L  p, 

IlJfffllp <= Cplr(1-~)l-lllfl[~, I[(I+Jp)~fllp-<- C~lr(1-~)l-lllfllp. 

Proof. In the terminology of Lemma (3.13), J~=m~(J,,~) and (I+J~)~=m2(J~) 

where m~(2)=2 ~ and m2(2)=(1 +2) ~. Thus we have merely to observe that 

2~ = 2 / /  F(1 - ~--------~ e-~s-~ds'  

2 
(1 +,t) ~ = F(1 --e--------) f o  e-aS[e-~s-~+foe-~'a-~da] ds, 

and that the absolute values of the integrals are bounded uniformly in e for Re e=0.  

In the next theorem we summarize the fundamental properties of the operators 

dr~ which are derived from the general theory of fractional powers of operators. 

We shall refer to the comprehensive treatment of this subject in the papers of 

H. Komatsu ([15], [16], [17], [18], [19], [20]); the reader may consult these papers for 

references to the related works of other authors. 

(3.15) Theorem. Let dip denote either ~ or I+Jp,  l<p<o~.  

(i) di~ is a closed operator on L p for all e E C. 
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(ii) I f  k is a positive integer, d[~ is the k-th iterate of  dlp; that is, Dom (~r 

is defined inductively to be the set of all f E Dom ( jr such that , / / /~- l fEDom (dgp), 

and Je~f  = ~gp JC~-~ f 

(iii) l f fE  Dom (d/fl) N Dom (Jeff+#) then ~ f l fE  Dom (s//;) and d/l~C~f= ~[~+#f 
~Z~ +# is the smallest closed extension of  ~#~r In particular, ~'~-~---(~/;)-1. 

(iv) I f  Re a < Re/~ and fE Dom (M//;) fq Dom (Jr then fE Dom (d/~ r) whenever 
Re a_<Re ~<-Re]3, ~ < ~ 0 # 1-0 and II~r l l ~ f l l ,  where 0 = R e  ( y - a ) / R e  (/~-a) 
and C depends only on a, #, arg ( y - a ) ,  and arg (/~- ?). Moreover, ~ f  is an analytic 
L~-valued function of  y on the strip Re a < R e  ? < R e / 3  and is continous on the closure. 

(v) ~'~ is the (real) dual operator of  Jt~,, p '=p/ (p-1) .  

(vi) I f  f 6 D o m  (JZ~)fqL ~ then f 6 D o m  (~'ff) i f  and only i f  dg~f6L ~, in which 

case ~.l~f=~l~f 

Proof In [15] Komatsu considers a closed operator A on a Banaeh space for 

which ( -~o,  0) is in the resolvent set and 112(2I+A)-a[] is bounded independently 

of  2 for 2>0 .  He defines closed fractional powers A~_(Re a>0) ,  A%(Re ~<0),  and 

Ag(a~C); however, in case A has dense domain and range, A + - A  o for Re a > 0  

and A~ =A~ for Re a < 0  ([15], Proposition 4.12), and the subscripts may be dropped. 

We take A=~Cgp, which has dense domain and satisfies ][2(2I+dgp)-x[[ ~const.  for 

~ > 0  by the Hille -Yosida theorem [30], and which has dense range (by Proposi- 

tion (2.19) and Theorem (3.8) for d/p=,,gp, and because - 1  is in the resolvent set 

of Jp  for dgp=I+Jp ) .  For the moment, we 

in [15] by . , ~ .  

Since {Ht} is an analytic semigroup on 

[15], Theorem 5.4 of [16], and Theorem 6.3 

denote the a-th power of dgp as defined 

L p, it follows from Proposition 4.12 of  

of  [17] that ~ r162  for Re ~ 0 ,  and 

that (ii) is true. (i) is therefore also true (even for Re a=0 ,  since then ~'ff is bounded). 

(v) is clear when Re a=0 ,  and it is true for a =  1 by Phillips' theorem [30] since H t 
is self-adjoint; the general case then follows from Theorem 2.10 of [19]. (vi) is true 

for a = l  by Theorem (3.8); moreover, the semigroups generated by J/p and J/q 

coincide on LVTIL q, and therefore the resolvents (2I+dCp) -1 and (2I+J/q)  -1 are 

equal on L P q L  q for 0 < 2 < ~ .  (vi) then follows for Re a r  from Theorems 3.2 

and 3.3 of  [20], and it is obvious for Re a=0 .  

(iii) is true with ~/r replaced by ~ ;  by Theorems 7.2 and 7.3 of  [15]. Also, 

it follows from Theorems 8.1 and 8.2 of [15] that if Re a-<Re fl and fEDora  (dg~)fq 

NDom (~f l )  then f E D o m  ( ~ ] )  for Re a-<Re y<Re /~  and I I~ /gJ l lp -  < _ 

Clldg~fll~ -~ with C, 0 as in (iv); moreover, J/Z]f is analytic in ~, in this 

strip and s/Z]f-~J/Z;f (or ~ / ~ ] f ~ f )  as V~a (V~/~) in a region larg ( V - e ) I -  ~ 

<-C<~/2 ( l a r g ( r - / / ) l < _ - C < ~ / 2 ) .  If we show that ~ = ~ ;  for all a, then, (iv) 
will follow, since ~ / ; f  is clearly continuous in a along the line Re a=0 .  
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It therefore remains to prove that ~ ' ;  = J/Z] for Re e = 0, and for this it suffices 

to show that ~ r  for all f i n  a dense subspace V c L  v. For JC/p=Jp we take 

V = J ( @ ) ,  which is dense by Proposition (2.19), and for JClp=I+Jp we take V=N.  

In either case, V c D o m  (J/ /p)~Dom (dfp --1) for all p; hence (since J / 7 1 = J f f 7  ~) 

V c D o m  ( ~ )  for R e e  <1 and l < p < ~ .  It is clear that J//~f=J/?~'f for Reck=0 

and fE V, since both sides are analytic functions of ~ which agree for Re a r  But 

then by the assertions proved above, i f f E  V, Re ~=0,  and 0 < e < l ,  

. / f f ; f  = M'[~+~,//f~f-- - J/{~+~d/~-~J'= d~./" = ,//r = J4~f. 

This completes the proof. 

(3.16) Proposition. I f  Re e > 0  and l < p <  ~,  Dom ( J 2 ) - D o m  ((I+jp)~).  

Proof. This is an instance of Theorem 6.4 of Komatsu [15]. 

By Theorem (3.15. (vi)), J 2  agrees with J q ,  and ( I + J y  with ( I+Jq) ' ,  on 

their common domains for c~C and l < p ,  q<oo. We shall therefore omit the sub- 

scripts on these operators except when we wish to specify domains. 

In certain cases we can express J "  as an integral operator with homogeneous 

kernel, as is shown by the next two propositions. 

(3.17) Propos i t i on .  Suppose 0 < R e ~ < Q .  The integral 

1 t(~/2)-~h(x, t) dt 
R~(x) = r(c~/2-------~ 0 

converges absolutely for all x r O, and R~ is a kernel of  type c~. 

Proof. It follows from (3.2) that h(x, t )=O(t  -Q/~) as t ~ ,  for each x, and 

by Co rollary (3.4), h (x, t) = O (t u) for all N as t -0- 0, for each x r 0. Hence t (,/2) - ~ h (x, t ) 

is in L x as a function of t for each x r  provided Re ~<Q,  so R~(x) exists for x r  

Likewise, if D is a homogeneous differential operator of degree k on G, Dh(x, t ) =  

=O(t -(Q+k)/~) as t ~  and Dh(x, t )=O(t  N) as t ~ 0  for x ~ 0 .  The integral 

f7 t('/2)-~ Dh (x, t) dt 

thus converges locally uniformly in x away from x = 0 ,  so we may differentiate 

under the integral sign and conclude that R, is cg= on G-{0}.  Finally, by (3.2), 

R,(rx )= /" ( ~ / 2 ) l f o t ~ / 2 ) - l h ( r x ' t ) d t - ~  /" (~/2) l - f?  t~m-lr-~h(x'r-~t)dt 

1 ff S(Ct /$ )  - -  1 - F (~/2-----ff r~- Q h (x, s) ds  = r ~- a R ,  (x). 

Thus by Proposition (1.8), R~ is a kernel of  type ~, 0 < R e ~ < Q .  
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(3.18) Proposition. Suppose fE L p (1 < p  < ~ )  and the integral 

g(x) - - f . R , ( x )  = f f ( x y - 1 ) R ~ ( y ) d y  (0 < R e ~  < Q) 

converges absolutely for almost every x. l f  fE  Dora  ( j ; , / 2 )  then g E L p and J - ' / 2  f = g .  

Proof Set Rg (x) - [F (e/2)]-1 f"o t('/2) - lh (x, t) dt. By Theorem (3.1. (i)), IR~II1-- 
-~ IF (~/2)]-1 f"o tc~/2~-1 dt < co, so tha t  if  f E  L p, gn = f *  R~ is defined a lmost  every- 

where and is in L p. Also by  Fubini ' s  theorem we have 

g ,  = [F(~/2)] -1 f ~  t(~/~)-lHtfdt. 

Suppose f E D o m  (jp~/2).  Then g,--.flr-~/2fin the L p n o r m  as r/-~oo, so it will 

suffice to show that  for every sequence ~/j~ ~ ,  g~j~g almost  everywhere. Given 

such a sequence, we can find a set E of  measure  zero such tha t  for  all x ~ E, the in- 

tegrals defining g(x) and g,j(x) ( j =  1, 2, 3, ...) are all absolutely convergent.  Tha t  is, 

the funct ions 

1 
O(Y, t) -- F(~/2------~ t('/2)-l f ( xy -1 )h(Y '  t), Oj(Y, t) -~ ~O(y, t)Zj(t) 

are in L 1 (G • (0, ~)) ,  where Zj is the characteristic funct ion of  [0, qi]" But ]~kj (y, t)l -< 

-<[~(y,  t)l, so by Lebesgue 's  theorem,  

g,j (x) = f f  ~j (y, t) dy dt ~ f f  ~9 (y, t) dy dt = g (x), 

and  we are done. 

The kernels R~ are a generalization of  the classical Riesz potentials  (cf. Stein 

[25]), which are obta ined by  taking G = R "  and h to be the usual heat  kernel as in 

(2.11). The  kernel R~ is o f  course the fundamenta l  solution for  j given by  Theo-  

rem (2.1). 

We can also define generalized Bessel potentials  J~(x) for  Re ~ > 0  by 

lfo J~(x) -- F(~/2-----~ t(~/2)-le-th(x, t)dt. 

Arguments  similar to the ones above  then yield the following propert ies  of  J~, 
al though we shall not  insist on the details: 

(1) J~(x) is defined for  all x # 0 ,  and  even for  x - - 0  in case Re  e > Q .  Moreover  

J ,  is cg= away  f rom 0, 

(2) As x ~ 0 ,  IJAx)l = O ( ] x  Ro~-Q)if Re e < Q ,  [J~(x)l=O(log (1/Ixl)) if  Re c~-Q,  

and J~ is cont inuous at  0 if Re e > Q .  As x ~ ,  J~(x)[ - -O(Ixl  -u) for  all N. (Hence 

J, EL 1 for  all cr Recr  

(3) I f  fE  L ' ,  1 < p  < ~ ,  then ( I +  J ) - ' / 2 f = f .  j~. 
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4. Sobolev spaces 

In this section we develop a theory of  potential spaces of Sobolev type in terms 

of  the sub-Laplacian on the stratified group G. 

Definition. For l < p < ~ o  and a->0, S~ p is the space Dom (j~/2) equipped with 

the graph norm II fl le,~= [I flip + IIJ=/2fllp. 
By Theorem (3.15. (i)), S~ is a Banach space. An alternative characterization of 

S~ which will often be convenient is the following. 

(4.1) Proposition. S ~ = D o m  ((I+ Jp)~/2), and the norms II fllp,~ and II(I+J)=/~fllp 
are equivalent. 

Proof. The first assertion is just Proposition (3.16), and it then follows from 

the dosed graph theorem that the norms 11 flip,, and [I f l ip+ II(I+J)~/2fllp are equiv- 

alent. But II flip <-- C II (I+ j),/2fll p since ( I+  J )  -,12 is bounded. 

Remark. This proposition, together with (iii) and (iv) of Theorem (3.15), shows 

that for all ~, fl>=O, ( I + J )  p/~ is an isomorphism of S~+p with S~. We can therefore 

define S~ for ~ < 0  to be the completion of L p with respect to the norm II(I+g)~/2fll~. 
By Theorem (3.15. (v)), then, S~ is the dual space of S / ,  where p'=p/(p-1) .  Theo- 

rems about S~ for ~ < 0  can thus be derived from those about S~ for ~ 0  by duality 

arguments. In what follows we shall always assume ~->0 and leave the extensions to 

< 0 to the reader. 

We now derive some basic properties of  S~. 

(4.2) Proposition. I f  O<= ~<fl then S~c S~ and Il fllp, r~_cp, p, rllll fllp, p. 

Proof. Obvious from Theorem (3.15. (iv)), taking ~=0.  

(4.3) Proposition. I f  a<_-Re fl<-b<-O then ( I + J )  p is bounded on S~ for all p, 
with bound <=C]F(1--i lm t)  -~ where C depends only on p, o~, a, and b. 

Proof. By Proposition (4.1), boundedness of  ( I + J )  ~ on S~ is equivalent with 

boundedness of (I+J)~/2 ( I+  J )~  ( I+  J ) -  ~/~ = ( I+  J )P  on L p. Moreover, ](I+ J )~  [] -< 

<~ II(I+g)R~Pll [l(I+g)*OmP)ll, so the assertion follows from Proposition (3.14) and 

the smooth dependence of  ( i+ j )RCa  on Re ft. 

(4.4) Proposition. I f  f E L  n then HtfES~ for all fl>-O, t>0 .  I f  also fES~ then 

H t f  ~ f  in the S~ norm as t~O. 

Proof. Suppose fEL p. Since J k H t f = f * J k h  t and aCkh, EL 1 by Corollary (3.6), 

we have JkHtfELn for k = l , 2 ,  3, . . . ,  hence (by Theorems (3.8) and (3.15. (ii)) 
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HtfE S~k for all k. But then by Proposition (4.2), HtfCS ~ for all fl>=O. I f fES~ and 

k=[~/2] + l ,  

i f ]  = lim sk-(~12)-lflkHs+~fds = J ' / 2 H t f  
,-o r (k- - (~12)  

since H, commutes with j k  on Dom (J~).  Thus as t.+O, Htf-~ f and J~l~Htf= 
=HtJ~l~f.+j~12fin the L p norm, that is, H J ~ f i n  S~. 

(4.5) Theorem. 2 is a dense subspace of S~ for all p, a. 

Proof As in the preceding proof  we have 2 c D o m  (J~)  for k = l ,  2, 3 . . . .  and 

hence @ c S~ for all p, a. By Propositions (4.2) and (4.4), in order to show that 

is dense in S~ it will suffice to show that 2 is dense in {Htf:fCSP=, t>0}  in the S~k 

norm, where k is an integer larger than a/2. 
If  fCS~ and t > 0  then H t f i s  a solution of the hypoelliptic equation 

(J+(O/Ot))H~f=O and hence is cg=. Also, all left-invariant derivatives of  H t f  are 

in L p, being convolutions o f f  with L 1 functions by Corollary (3.6). Choose goE~ 

with go = 1 on a neighborhood of 0, and set g~ (x)=  go (ex)Htf(x) for s >0.  Then g~ C2 

and g ~ H t f i n  L p as 8-+0. Also, 

jkg~ (x) = go (sx) ( JkHt f )  (x) + Z~k=2 eY (D s go) (~x) (D 2k-J Hi f )  (x) 

where D ~ is a homogeneous operator of degree i, O~_i~_2k. The first term tends to 

, f l i t  f i n  L p as ~.+0, and the other terms tend to zero because of  the factors of  eJ. 

Thus g,.+Htfin S~k, and we are done. 

(4.6) Corollary. I f  f E L  p and gE~  then f*gES~ for all ct. 

Proof Choose a sequence { f j } c ~  with f j  .+f in L p. T h e n f j . g ~ , f j . g . + f . g  
in L p, and j k ( f j . g ) = f j ,  j k g ~ f ,  j k g  in L p. Hence f .gCS~k for all k, so f*gCS~ 
for all ~. 

We now prove the fundamental interpolation theorem for operators on the S~ 

spaces. This result is due to Calder6n [2] in the Euclidean case, and our proof is an 

adaptation of  his. 

(4.7) Theorem. Let GI and G2 be stratified groups with sub-Laplacians ~ )  and 
J~(2). Let T be a linear mapping from S~o ~ (GO + S~ (G1) to locally integrable functions 
on G~, and suppose T maps S~(G~) and S~(GO boundedly into S~(G=) and S~I(G~), 

respectively, Then T extends uniquely to a bounded mapping from S~;(G1) to S~ (G2) 
for 0 <= t <- 1, where 

(as, fie, Pi -~, qt -x) = t(al ,  ill, Pi -1, qi-X) + ( 1 -- t) (ao, rio, Pg~, qo~) ~ R4. 
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Proof. Let B=LI(GOAL ~ (G1) , which is a dense subspace of LP(GO for p <  oo 

and includes all step functions. Choose ~0E~ with f~o(x)dx==l, and set ~o,(x)= 

=e -~  for e>0 ;  by a standard argument, {cp,} is an approximation to the 

identity as e~0 .  For  each e > 0  we define the family {T~: 0<-Re z <- 1} of operators 

on B by 

T~f = (I+ ~(2))~ T(I + ~(1))--% ( f .  cp,) 

where 20~ = z~ 1 + (t z) 0e o and 2/3~ = zfll + (1 --z)/30 . T~ is well defined on B by Proposi- 

tion (4.3) and Corollary (4.6). For  0<-Re z <- 1 let us set 

A (z) = .F ( 1 + i (Im 0ez) ) F ( 1 -- i (Im flz)), -1 

--Iv(1 + 1  i(Imz)(~l--~o))F(1 _ 1 / ( i m  z) ( ~ _  ~0))1_ 1 

Then, supposing for the sake of definiteness that fl~>-flo, Proposition (4.3) implies 

that TffELq~(G2) for fEB  and 

[[T~fl q~ <= CA(z)Ilf~ cp~llp~,~ ~ (C independent of  f and z). 

Thus by Theorem(3.15. (iv)), for any fEB  and gEL'~(G~) (where ql=q~/(q~-l)) 
the mapping z ~fo~ (T~f)g is analytic for 0 <  Re z <  1 and continuous for 0_<- Re z<= 1 

and satisfies 

fG2 ( ~f)g C][f* cp~T a,=x Ilg]lq'~A(z). 

Moreover, by the hypotheses of the theorem and Proposition (4.3), for any sER, 

TiJELqo(G2) and T~_~JELq~(G2) for all fEB,  and we have the estimates 

[IT~]f]lq0 ~ CoA(is) f*qh  ,o ~ CoA(is)llflI.., 

Z~+,~fllq, ~ C~A(1 + is)IIf* ~P~[ ~, <= CxA(1 + is)[l flip,, 

where Co and C~ are independent o f f ,  s, and e. Therefore, since A (z)=O(e ~lxm~l) 
by Stirling's formula, the Riesz--Thorin Stein interpolation theorem (cf. [28] or 

[31]) implies that for O<-t <- 1, T[fELq,(Gz) for all fEB and 

(4.8) ][T?fllqt <_ C, Ilfll~ 

where C t depends only on t, Co, C1, and the function A. 

Now, for 1 < p <  co, let 

= {g = f * q ~ : f E B ,  e > 0, and lflp <= 211f*~o.llp}. 

We note that for any f E B  and l < p < ~ o ,  f * q h E ~  for e sufficiently small, since 

f . ~ o . ~ f  in L v. In particular, ~ is dense in L ~ for all p. (4.8) then says that if 

g=f.qg.E~pp~, O<t<=l, 
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Hence ( /+~2))  pt T ( / +  J(1)) - ' t  extends uniquely to a bounded mapping from LPt(G1) 
to L qt (G2). But by Proposition (4.1), this means that T extends uniquely to a bounded 

mapping from S~( (GO to S~ (G2), and the proof  is complete. 

We return to the case of a single stratified group G. Let K be a kernel of type 0; 

we recall ( Proposition (1.9)) that the mapping TK : f ~ f *  Kis bounded on L p, 1 < p  < ~o. 

Our next objective is to extend this result to S~ for all e =>0. This is easy in the Abelian 

case, since then T K commutes with constant-coefficient differential operators, but 

the general situation requires a more substantial argument. 

(4.9) Theorem. Let K be any kernel of  type O, and let T~: : f -+f  * K be the associated 

operator on L p, l < p < ~ .  I f  fCS~ (~>=0) then TKfES~ and [ITKfllp,~<--Cp,~llfllp,~. 

Proof. It suffices to prove that for any kernel K of type 0, T~: is a bounded 

operator on S~ for e = 0 ,  2,4,  6 . . . .  and l < p < o %  as Theorem (4.7) then implies 

the general result. Moreover, by Theorem (4.5) it is enough to show that if uEN 

then Tr~uES~ for c~=0,2,4, 6 . . . .  and l < p < o o ,  and that IIZKUlTp,~<-Cp,~Ilullp,~. 
We proceed by induction, the initial step ct=0 being Proposition (1.9). Assume 

then that the theorem is proved for c~=0, 2, 4 . . . . .  2j, and suppose K is a kernel 

of type 0 and uE@. Then j u ~ S ~ j A D o m  (jp-1), and by Proposition (1.11), ofu*R2 
exists a.e. Thus by Proposition (3.18), u = J - l J u = J u . R 2 ,  and then by Proposi- 

tion (1.13), T K U = ( J u . R 2 ) . K = J u . ( R 2 . K ) .  Now R2*K is a kernel of type 2, so 

K o = J ( R 2 . K )  is a kernel of type 0, and we have 

f r ~ u  = r,~u. J 6  = y u . ( ( R ~ .  K ) ,  J~) = J u .  Ko = T~0(Ju), 

since J u  and J 8  have compact support. By inductive hypothesis, then, TxuESPj, 

and we already know TKuELL Therefore TKuE S~j+2 and 

][ZKullp,2~+m <= C(llZKu p+ JZKUl ~,mj) <= C( TKullp + IlZg0Jullp, m) 

<= C" (llull~ + l l jul l . ,2j)  <- C" llullp, mj+ 2. 

The proof is complete. 

The next theorem provides a characterization of S~ in terms of left-invariant 

derivatives. We recall that J = ~ 1  X~ where Xx, . . . ,  X, is a basis for 171, and 

that J7 denotes the right-invariant vector field agreeing with the left-invariant vector 

field X at 0. 

(4.10) Theorem. I f  l < p < o o  and ~>-0, then fES~+ 1 i f  and only i f  f and the 
distribution derivatives X f  are in S~ for all X~ V~. The norms Ilfllp,=+l and Ilfllp,~+ 
+Z1 I[XJllp,= are equivalent. 

Before proceeding to the proof, we need two technical lemmas. 

(4.11) Lemma. l f  u~ ~ and 0<e<_-2 then J ' /2u= J (u . R2_~). 
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Proof. The proof of Proposition (2.19) shows that if uC~ there is a sequence 

{Uk}C9 such that Uk~U*R~ pointwise, lu~(x)l=O(lx[ ~-o) uniformly in k, and 

JUkOU in L ~, l < p < ~ .  The first two conditions imply that Uk~U*R~ in L p for 
p>Q/ (Q-2 ) ;  hence u~Range ( J~ )=Dom(J~  -1) for p>Q/(Q-2) .  B y  Theorem 

(3.15. (iv)), then, u~Dom (j~,/Z)-l) for p > Q / ( Q - 2 )  and 0<_-~-<_2, and by Propositi- 

on (3.18), ,,r But then ~ l ~ u = ~ ( ~ l ~ - l u = J ( u * R ~ _ ~ ) .  

(4.12) Lemma. There exist kernels KI . . . .  ,1(., of  type 1 such that for all z~g',  

Proof. Since R~ is a fundamental solution for J ,  by Corollary (2.8) we have 

Thus we take K~=--~iRa.  

Proof of  Theorem (4.10). By Theorem (4.5), it suffices to show that the norms 

Ilullp,~+~ and [lullp.~+z~ I[Xju[lp,~ are equivalent for u6~.  First, if u 6 ~  then Jl/~uE 
E Dom (j;~/2) for all p, in particular for p <  Q/(Q-1),  so by Propositions (1.11) and 
(3.18), u = J - l l 2 j l l 2 u = J l l 2 u . R 1 .  Then for XEV1, 

Xu = (Jx/~ u .  RI) �9 X6 = J~/~ u .  (R~. X6) = J~/~u* XR~, 

the associativity being justified by approximating J~l~u in L p (p<Q/(Q-1))  by 
elements of 9 .  But XRI is a kernel of type 0, so by Theorem (4.9) and Proposi- 

tion (4.2), 

On the other hand, by Proposition (1.13) and Lemmas (4.11) and (4.12), 

11 ?1 

j l / ,  u = J ( u .  R~) = - J 2 ~  (Xi u) �9 (gj �9 R0 = -- Z~  (Xj u) �9 J ( g j  �9 ~1). 

Now Kj * Rx is a kernel of type 2, so J (Kj .  R1) is a kernel of type 0. Thus by Theo- 

rem (4.9), 

llullp,=+~ ~- Ilultp,~+ Iljl/~ull~,= -~ Ilullp,~+ c~.= Z~ IlXjull~,~, 

and we are done. 
This theorem has several important corollaries. Before stating them we need to in- 

troduce a multi-index notation for non-commuting derivatives. Namely, I =  (il, ..., ik) 

will denote a k-tuple with k arbitrary and 1 <-i: <= n for j =  1 . . . .  , k, and we set ]I[ = k. 

We then define X1 to be Xi Xt,...X~ (where 2"1 . . . . .  X, is the chosen basis for Va), 



Subelliptic estimates and function spaces on nilpotent Lie groups 191 

which is a homogeneous differential operator of degree I11. We note that every left- 

invariant differential operator is a linear combination of X~'s and in particular that 

Vk is in the span of  the X~'s with II] =k .  

(4.13). Corollary. I l k  is a positive integer, 

Sp, = {fE L p :X~fE L v for [I I ~ k}, 

and the norms IlfHp, kq-Ziij~_~ llXlfllp are equivalent. 

(4.14) Corollary. S~ is independent of  the choice of  sub-Laplacian, for 1 < p <  ~o 

and ~ >=0. 

Proof. Let )(1 . . . . .  Xn and Y1, .--, Yn be two bases for V 1, and let 4 1 )=  - ~  X~, 

42) = -Z~ l  Y~. It is evident from Corollary (4.13) that if ~ is an integer, the identity 

mapping S~ (41))~  S~ (9~(2)) is an isomorphism. The general case now follows from 

Theorem (4.7). 

(4.15) Corollary. I f  qgE~, multiplication by ~p is a bounded operator on S~ for 
all p, o~. 

Proof. This is clear by Corollary (4.13) if ~ is an integer and Theorem (4.7) 

then yields the general case. 

I f  U=G is an open set, l < : p <  oo, and ~_~0, we define 

S~ (U, loc) = {fE ~"  (U): r S~ for all q~ E ~(U)}. 

We abbreviate S~(G, loc) as S~(loc). Corollary (4.15) says that S~ is localizable, 

i.e. that S~cS~(U,  loc) for all UcG.  

We now compare the spaces S~ with the classical Sobolev spaces. We consider 

the Lie algebra g as an Abelian Lie group under addition, fix a linear coordinate 

system {x j} on g, and set A =--Z~l (O/Oxj) 2. The spaces L~=  S~(A) are then the 

standard L p Sobolev spaces on g, cf. Stein [25]. Since exp: g ~ G  is a diffeomorphism, 

we can also regard L~ as a space of functions on G. 

(4.16) Theorem. Z~(loc)cS~(loc)cZ~lm(lOc ) for l < p < r  and g=>0, where m 

is the number of  steps in the stratification of  G. 

Proof. It suffices to show that for any cpE~, T ~ : f ~ p f i s  bounded from L~ to 

S~ v and from S~ to L~I m. Any constant-coefficient differential operator of  order k 

can be expressed as a linear combination of  Xz's with [1 <=mk and smooth coefficients, 

and conversely any XI with [II<=k is a linear combination of  constant-coefficient 
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operators of order -<k with smooth coefficients. In particular, the coefficients are 

bounded on supp ~o, so it follows easily from Corollary (4.13) that To: _,L p ~-S~, when 

c~ is an integer, and To: v p ~ v p  when ~/m is an integer. The proof  is concluded 

by applying Theorem (4.7) with GI=g  and G2-G or vice versa. 

Several remarks are in order concerning this theorem: 

(1) Theorem (4.16) is essentially local in character. The coefficients of the vector 

fields Xj with respect to the coordinates {xioexp -~} are in fact polynomials, hence 

unbounded at infinity, so we have no control over integrability conditions at in- 

finity. 

(2) It is easy to convince oneself that Theorem (4.16) cannot be improved. 

For  example, it is clear that L~(loc)~ S~(loc) when ]3<c~ and e is an integer. On 

the other hand, given a positive integer k and l-<p<~o, choose q~CN with ~p=l 

on a neighborhood of 0 and set f(x)-~o (x)IX] 2mk-(Q/p). Then ~;mkf is homogeneous 

of degree -Q/p near 0, smooth away from 0, and compactly supported, hence 

(by Corollary (1.7)) in L q for q<p. ThusfES~m k for q<p. Also, if f i>0 is small and 

a=2mk-fl,  by Proposition(1.11) and (3.18) we have 

~ / ~ f  = acrmk-(M2) f : ( ~ m k f ) .  R#. 

It is then easy to check that f ' /~f is  O([x[ p-(Q/p)) near 0, O([x -Q+P) near o% and 

smooth in between, so that (for fl small), J'/2fCLP. Since f~L p, we have fCS~ 
for all c~ < 2mk. But if YE Vm then y2kf is homogeneous of degree --Q/p near 0 and 

does not vanish identically there (by homogeneity considerations, y2k-lf cannot be 

constant along trajectories of  Y). Thus y2kf~ LI,, SO f~ L~k. 
(3) In the case p = 2  and c~= 1, weaker versions of Theorem (4.16) which, 

however, are valid in more general situations have been obtained by H6rmander 

[10], Kohn (see [5], Theorem 5.4.7), and Radkevi6 (see [22]). We conjecture that our 

sharper result should also be valid more generally. 

We conclude this section with a theorem related to the classical fractional 

integration theorems of Hardy--Li t t lewood and Sobolev (see [25] and [31]). 

(4.17) Theorem. S~cS~, and I llq,~-<_Cllllp,~ for some C=C(p,q,~)>O 
provided l < p < q < ~  and f l=~-Q(p- l -q-X)>-O.  

Proof. Suppose f E  Sg. Then j(,-p)/2f6 S~ c L p since c~ >/~, also 

J('-a)/2fEDom(J~P-')/2). By Propositions (1.11) and (3.18) we see that 

f =  (J(~'-P)/2f)~R~,_aCLq, and Ilflla --<- CllJ(~'-a)/2fll~, ~ Cl[fll,,~. Likewise, 

j ~ / 2 f 6  L p (q Dom (J~P-~)/2), so jt~/2f= (j~,/zf), R~,_t~ C L ~ and IlJa/zfl[a _-< 
<= C[I,r <- C[Ifllp,~. By Theorem (3.15. (vi)), then, f E D o m  (aCff '2) = S~, 

and Ilfllq, a -< Cllfllp,~. 
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5. Lipschitz spaces 

We recall the definition of the classical Lipschitz spaces A, (c~ >0)  on the stratified 

group G, cf. Stein [25]. Here we identify G with the Euclidean space g with Euclidean 

norm I! [I and linear coordinates {x j} via the exponential map. 

Let ~c~ be the space of bounded continuous functions on G. For  0 < a < l  

we define 

a~ = {fE Nff:  sup [f(x + y) -f(x)l/llyll ~ < oo}. 
X~y 

For  ~ =  1, 
A1 = {fE N ~ :  sup [f(x + y) + f ( x  , y) - 2f(x)l/l[yl[ < oo}. 

x , y  

Finally, if e = k + e '  where k = l ,  2, 3, ... and 0<e'-<=l, 

A~ = {fE A~, : OJf/Ox~l. Oxij E A,, whenever j _~ k}. 

F o r  our purposes it is better to use a different family of  Lipschitz spaces which 

are more closely related to the homogeneous structure on G, following the ideas 

in Kor~myi--V~tgi [21], Stein [27], and Folland--Stein [7]. (Most of  the results 

in this section are proved in [7] for the case where G is a Heisenberg group.) Here 

we use the group structure and homogeneous norm on G. For  0<c~<l  we define 

F~ = {fE ~cg: [fl~ = sup [ f (xy)- f (x) l / ly l=< co}. 
x~y 

For  ~ = 1 ,  
F1 = {fE ~cg: [f[1 -- sup If(xy) + f ( x y  -1) - 2f(x)l/Iy [ < co}. 

x , y  

Then F~, 0<0~<=1, is a Banach space with norm ]lf l[r=l[f[l~+[f[~.  I f  c~=k+0g 

with k =  1, 2, 3, and "-< . . . .  0 < ~  =1,  

F~ = {fE F~,: X I f E  F~, whenever IXl ~ k}. 

(Here we are using the notation for derivatives introduced after Theorem (4.10).) 

F~ is a Banach space with norm II fllr~ = 11 fllr.,+.Zl~l~_~ IIX~fllr,,, For fEF~ we also 

set [f[~ = [fl~" +z~m ~k IXzft~,. 
To study the spaces F~ we need to draw some consequences from the Campbel l~  

Hausdorff formula (cf. Hochschild [9]). 

(5.1) Lemma. There is a constant A > 0  and an integer N such that any xEG 

can be written x = l I f f  xj with xjEexp (1/'1) and [xil<-Alxl, j = l ,  . . . ,  N. 

Proof. Let B = { Y E V I :  [exp Y[=<I}. In terms of the stratification g=O~"  Vi 

and the basis X1, ,X ,  for Vlwedef ine  maps o 1 2 m-1 (l __< ij _< n) . . .  ~O , ~0i l  ~ ~Oili2 , . . . ~  ~ O i x . . . i m _  1 

of  B into G by 
r = exp Y, 

~o/a...,, (Y) = [.. .  [[exp Y, exp X j ,  exp Xa] . . . .  exp X,j], 
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where [x,y]=xyx-ly -1. By the Campbell Hausdorff formula, the differential 

D J ' V I ~  of J at the origin is given by 0 ~0i v..i~, q)i~...ij 

Do 9 ~ (Y) = Y, 

Do~ol, ..,j ( r )  = [. . .  [[r, x,,], x j ,  ... x , , ] .  

Now consider the map 

y j  . ~ r - -1  
~o: ,1...,j - ~ / 7 ~ = o / / 1 = , ~ _ , ,  ~<_-k~_j ~~ ,j ( r l l . . . , )  

from the (~'o-lnJ)-fold product of B with itself into G. The preceding remarks, 

together with another application of Campbell Hausdorff, show that the differential 

D0q~ is surjective onto 9. Consequently, the range of ~p includes a ball {x: Ixl~_ro} 
of positive radius about the origin in G. Since a commutator o f j + l  elements of 

G is the product of 3 . 2 ~ - 2  elements, any xEG with Ixl<=ro can be written as the 

product of N = ~ - ~ n i ( 3 - 2 i - 2 )  elements of exp (111) whose norms are at most 

I. By dilation, then, an arbitrary x can be written as the product of N elements of 

exp (1"1) whose norms are at most ro~lxl. 
A similar (but easier) argument yields: 

(5.2) Lemma. For l<:k<-m, themapping(yk, Ym) l I k  j i s a  .... ~ y. diffeomorphism 
from (exp Vk)• p I'm) onto exp ( 0 7  Vj), and there is a constant A > 0  such 

that i f  y = l I ~  y j with yjEexp Vj then lyjl<-Aly]. 

I fxEG,  we can write x uniquely as x--exp (X+ Y) where XE V~ and YEG~ Vj. 

We define the "partial inverse of x with respect to V~", denoted ~7, to be 

~---exp ( - X +  Y). 

(5.3) Lernma. For any xEG, x~ and ~x are in exp (O~" Vi). 

Proof. By Campbell--Hausdorff, if x = e x p  (X+ Y) as above, m7 = 

: e x p  (2Y+commutators)Eexp (~)~" Vj), and likewise for gx. 

We now derive some important properties of the spaces F~. 

(5.4) Propos i t ion .  There is a constant C>O such that i f  g E ~  and .VigE&C~ 

for  j-~ 1, ..., n, then 

sup [g(xy) - g(x)[/ly[ ~- C ~ IIXjgl[.~. 
X, y 

Proof. First suppose y : e x p  Y with YE I11. Then YgE&Cg, so 

[g(xy) -- g(x)] = Jr2 Yg(x exp (t Y)) dtJ ~_ /IYgll~ . 

Moreover, ry=exp  (rY) for r>O, so 

I[Zgl[~ <-lyl sup{l]Xgl[~:XEV1, [expX[ ~ 1} <= C]y 1Z~ IIXjgll.~. 
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Thus the assertion is true when y is restricted to exp Va. Next, given any yE G, write 

Y = H [ Y j  as in Lemma(5.1). Then 

g(xy) --g(x) = [g(xyl ... Y~v) --g(xyt ... Ys-O] +. . .  + [g(xyly2) --g(xyl)] + 

+[g(xyl)--g(x)] 
so that 

Ig(xy) --g(x)l <= C ( ~ [ Y J ] )  (~1~ ][Xjg]]~) ~_ NACly] ~1" [IXjgll| 

and the proof  is complete. 

In what follows it will sometimes be convenient to denotef(xy)+f(xy -~) -  2f(x) 

by A~f(x). 

(5.5) Proposition. Given 0 < ~ < 2 ,  there is a constant C > 0  such that i f  f 6  F~, then 

(i) sup [f(xy) +f(xy  -1) - 2f(x)l/lYl ~ <= Clf[~ 
X~y 

(ii) sup f (xy)  +f(xp) - 2f(x)l/lyl ~ ~_ Clfl~. 
XtY 

Proof. We first consider (i), which is trivial for ~-<_1. Suppose then that f~F~,  

1 <cr and assume for the moment t h a t f h a s  compact support. By Lemma (4.12), 

f = ~  g j . K j  where gj=XjfEF~_ 1 and K i is a kernel of  type 1. Then 

n - - 1  2 (5.6) A~f(x) = z x f  &(xz )A,KAz) dz. 

By Proposition (1.15), there exists e > 0  such that [A~Kj(z)[<=CIy[ 2 [z[ -Q-x if ly[~_elzl, 
and in particular A~KjCD. We claim fA~K~=O. Indeed, if Z, is the characteristic 

function of the set {z: [z[~r}, we have Kjz, EL 1, so clearly fA~(Kjz~)=O. A~(Kjz,) 
converges pointwise and boundedly to A~ Kj as r-~ 0% so by the Lebesgue convergence 

theorem fA~K~=O. Thus (5.6) can be rewritten as 

(5.7) A~f(x) = , ~  f (gj(xz-~)--gj(x))A~Kj(z)dz. 

Now by Corollary (1.6) and Proposition (1.15), 

(gj(xz-a)--&(x))A~'KJ(z)dzl <-- Clgj[ot-l L,~l_~l,, [g]a-l lY]l lz l-Q-ldg 

<= c'[g~l~_xlyl~(lyle-x) =-z ~_ c'[gil~_xlyl ~. 

On the other hand, 

[f ~,~,<,,, (gjCxz-~)-gj(x))~KjCz)dz[ ~_ Ig~I~_x(e-Xlyly -1 Izt~Kj(z)l dz, 

and since (by Proposition (1.4)) elzl~_ly[ implies Izyl<-Blyl and IzY-Xl~_nlYl for 
some g ~  -~, 

f [A~gj(z)[ dz ~_ 4 fj~l~_slrz Ig~(z)l dz <= c f Izll-Q dz ~_ C" (BIYl). 
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Combining these results with (5.7), we have 

IA~U( )I/[Y[ cZ" l &[  < c l f l  sup x ~ < ~ - 1  = ~- 
= 1 

x ~ y  

We now remove the restriction that f have compact support. IffEF~ (1 < ~ < 2 )  

and cpE~, it is easily verified that [cpf[~<_-C0[cp[~lfl~. Therefore, let {q~j}~~ be 

a partition of unity with the following properties: (a) supj ]~0jl~=Cl<oo, (b) if 

Uj = {x: x=zy  with zE supp ~0 i and lY] <= (4 [1 fl[ ~/[ f[,)l/=}, there is an integer N such 

that each xEG is contained in at most N Ufs. (We assumef#cons tan t ,  so ]f[=#0.) 

Then [A~f(x)[<=Y~l [A~(~oif)(x)l. For each xEG, the sum on the right contains at 

most N non-vanishing terms if ]yI<-_(4l[fl[=/lf]=) 11~, so 

sup {[A~U(x)I/Iy[=: x E G, [y[-<_ (4 ]Ifl]=/lf[~) 11~} <= NCoqlf[~. 

A S x ~ = = But I yf(  )I/IY] <= 4 1 1 f l l - ( l f l d 4 1 l f l l - )  < ]fl= for lyl > (4[Ifll=/lf[=) lz'. 

so (i) is established. 
Finally, we deduce (ii) from (i). If  YEVj and xEG, the function fx, r: R-+C 

defined by fx,  r (t) =f(x  exp (tiT)) satisfies 

[f. .  r (t + s) +fx, r ( t -  s) - 2fx. r (t)] <= C[f[~ lexP (sY)l = -- Clf]= lexp Yl=s ~/j. 

If  j==2, then a/j< 1, so classical Lipschitz theory (cf. Stein [25]) implies that 

If~. r (t + s) - f~ ,  r (t)l <= Clf[, [exp rl s'/J = Clf]~ [exp (sY)] ". 

Moreover, these estimates hold uniformly in x. Thus 

If(xy)--f(x)[ <= CIfI~Iy[ ~ (yEexpVj,  j -> 2). 

By Lemma (5.2) and the collapsing-sum argument in the proof  of Proposition 

(5.4), then, 
l f (xy)- f (x)[  <= C[fl~ly[ ~ (yEexp(~ 'Vi) ) .  

In particular, by Lemma (5.3) and Proposition (1.4), 

I f ( x y - a ) - f ( x y ) [  <= Clf l~lyp[  ~ <- C '[ f l~ ly[  �9 

since IYl = ly[. Thus  

[f(xy) + f ( x y ) -  2f(x)[ <= [a~f(x)[ + ]f(xy-~) -f(xy')l <= C" lfl=[y] ~. 

The proof is complete. 

(5.8) Proposition. Suppose 0</~<1 and f E ~ g .  Then fEF1 if  and only if there 
exist C0>0 and, for each ,>O, functions f ,  EFl+ p and f*EFl_a such that IZh+e<-f0z, 
If'lx=a<=fow ~-1, and f = f , + f "  Moreover, Co': Ill1, 
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Proof Suppose that f = f ,  f as above for all z>0 .  Then [IA~f'll~ < 
-<2C o [yl 1-p z -a, while by Proposition (5.5), [A~f~[] = <= CCo [y[l+a z. Hence for all z >0,  

IlA~fll~ -<- C" Co(ly[1-a'c -1 ~- [yll +a v). 

Taking z =  ly] -a, we conclude that ~ -< ' I[A~,fll~-C Co [y[. Thus TEI~I and [f[~<-C'Co. 
Conversely, suppose fEF~. Choose OoCN supported in {x: Ixl~l} and sat- 

isfying Oo~_0, O0(x)=o0(x-1),  and f o o = l .  For k ~ l  set rPk(X)=2Oko(2kx), SO that 

fOk = 1 for all k, and {Ok} is an approximation to the identity. Also, set fk = f *  Ok 

and gk=fk--fk_l. Since f is continuous, we can write f = f o + ~  gk, the sum con- 

verging uniformly on compact sets. We claim that for some C > 0  independent of  

k and f ,  

(5.9) [Igkll~ <- Cif112 -k, I[Xjgk[l~ --<- CIf]I, I[X~Zj&ll~ <-- C[f112 k 

( i , j =  1 . . . . .  n). 

It suffices to estimate gk and X~Xjgk, as an elementary argument then yields the 

estimate for Xjg k. Since Ok is even and fob=fob_l, 

g~ (x) = f f ( x y -  1) ok (y) dy -- f f ( x y -  1) got,_ 1 (Y) dy 

= 1 f [f(xy_l ) +f(xy)-- 2f(x)][Ok(Y)--gOk_,(y)] dy, 2 
whence 

1 
[lgkll ~ <= ~ [f[1 f ,  yt~_~,-k lY[ IOk (Y) - Ok-I(Y)I dy <- 21-k If[1 f Oo = (2lf[1)2 -k. 

On the other hand, the function Ok~---~iXj(Ok--Ok_l) satisfies Ok(X)=Ok(2) since the 

derivatives Xj reverse parity in the V1 directions. Moreover, fOk=O since 0k is the 

derivative of  a function in N. Thus 

1 f [f(xy_l ) + f ( x ) 7 - x )  - 2f(x)lOk(y)dy. X, Xj g~ (x) = --s 

Then by Proposition (5.5) and the fact that [[Okl=22kf[O0[, 

1 
[]XiXjgk[[~ <-- --f[fllf,,,,~l-,,lyllOk(y)ldy <= 2-k[f[1 f [0k] =< (fl0o[) lf112 k. 

Thus (5.9) is established. 

From (5.9) and Proposition (5.4), then, 

sup [gk(Xy)--gk(X)[ <= CIf]l min (2 -k, lyl) --- CIf[12-kp[Y] x-p, 
X 

sup IXjgk(xy)-- Xjgk(x)l <= Clfll  min (1, 2kly[) -<---- C[f[12 kp lyl ~. 
X 
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Thus [gk[1-p -<- C2-kP[f[1 and [&[l+p ~- C2kP[f]l, so that 

If0+ ZtNgk[t+p ~_ Clf[t Z ~ 2  kp _~ C]f[ ,2 Np, 

IZV+lg l,-# ~- c l f h  Z ~ + ,  2-ke ~- c[f/x 2-N#. 

Therefore, given z _-> 1 we take f ,  =fo + ~1N gk and f '  = ~ +  ~ gk where 2 (N-l) # = ,  < 2N# 

and given , < 1  we take f , = 0  a n d f ' = f = f o + ~ g k ,  and we are done. 

(5.10) Proposition. / f  =>/~ then FgcF#. 

Proof. It is clear that F~ c Fp when the interval [=,/~] does not contain an integer. 

Proposition (5.4) shows that F~cF# when /~<=1 and 1 < = < 2 ,  and this combined 

with Proposition (5.8) shows that F~cF# for 0 < ~ <  1. The assertion is thus proved 

for 0 < / ~ < = < 2 ,  and the general case follows by applying these arguments to de- 

rivatives. 

(5.11) Proposition. i f  l<=p<oo and 0<=<-1,  there is a constant C=Cp,~>0  

such that llfll~_C(llf[Ip+lf]~) for all fELPf~F~. 

Proof. We may assume = <  1, since by Proposition (5.10) (and its proof), FtcF~ 
and [fl~<=CIf[x for =<1.  For any xEG we have [f(y)l>=�89 for all y such that 

Ixy-Xl <-(l f(x)l/2 Ifl~)'/~=A. Thus 

Ilfllg -~ f.xy-~,~_a ]f(Y)l pdy >= ( 1  If(x)l)p" CA Q = C, if(x)[p+(a/= ) [f[gr 

or, with y = Q/=p, 

Ilfll~ = sup [f(x)l ~- Cllfl] 1/(1+~) Ifl~/(t+~) ~- c(llfllp + [f]~). 
X 

We now come to the main topic of this section: the effect of convolution with 

kernels of  type ;t (0<_-~<Q) on the spaces F=. Actually, if k<=<_-k+l  where k 

is an integer, we shall consider not F ,  itself but S~AF= ( l<p<~o) ,  the space of  

funct ionsfsuch t h a t f a n d  X i f a r e  in LPAF=_k for ]I] <=k, in order to guarantee that 

the integrals in question converge. We note that by Proposition (5.11), S~F= is 

a Banach space with norm [[f[[p,~+]f[=. 

(5.12) Theorem. Let K be a kernel of type O, k = 0 ,  1, 2, . . . ,  k < = < _ k + l ,  and 
l < p < o o .  Then the mapping T: f ~ f  . K is bounded on S~AF=. 

Proof. The case 0 < = < 1  is due to Kor~inyi--Vfigi [21], and their argument 

shows that ITf[=<=C[f[= for f6F=,  0 < = < 1 .  We refer to their paper for the dem- 

onstration. 
Suppose 1 < = < 2 .  IffES~AF=, we know by Theorem (4.9) and the result for 

=<1  that TfES~NF=_I and 

[1Tfllp.~ + ITf]=_~ <= C(]lfll~.t+ [f[~-t). 
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On the other hand, i f f E ~  we can w r i t e f = ~  X~f*Ki where K~ is a kernel of  type 1, 

by Lemma (4.12). Then by Proposition (1.13), 

XjTf  = xj  ~r=I x i f  *(Ki* K ) = X~=l X i f  . Kij 

where Kij=Xj(KisK ) is a kernel of  type O. Since ~ is dense in SIP and g-~g.K~j 
is bounded on L p, this equation remains valid for allfE S~'. In particular, i ffE S~ AF, ,  

1 < ~ < 2 ,  then XifELPf~F,_I; therefore XjTfELPAF,_I and 

< n 

]XjTfI=-I = C Z ~  X~f]=-i <= Cif]~. 

The theorem is thus established for 0 < ~ < 1  and 1 < ~ < 2 .  Next, i f f E F I A L  p, 
by Proposition (5.8) we can writef=f,+f* with f,]a/2<= C If h* and f*[1/2 <- C Ifllz -1, 

for every z>O. Moreover, the proof  of Proposition (5.8) shows that we can take 

f~=f.~p for some ~pE~, so thatf~ES~ and f 'EL  p. By the preceding results, then, 

]Tf~]3/2<= C'[ f l l z  and ]Tf~[1/2 <- C'] f[l"c -1, so by the converse part of Proposition (5.8) 

TfEF1 and ITf[x<=C'~lf]l. 
The theorem is therefore true for 0<c~<2, and the general case now follows 

easily by induction on k by using the kernels K~j as in the proof for 1 < c~ < 2. 

As a consequence, we deduce the following boundedness theorem for kernels 

of  higher type. 

(5.13) Theorem. Let K be a kernel of type 2, 2 = 1, 2, ..., Q -  1, and suppose 
l < p < q < ~ o  and q-~=p-l_(2/Q). I f  k = 0 ,  1, 2, ... and k<c~<_-k+l, the mapping 
T : f - ~ f . K  is bounded from S~AF~ to S~_~NF,+z. 

Proof. First suppose 2 =  1. If  fE  S~ N F~ with p, q, k, c~ as above, then TfEL ~ 
and []Tf[]q<=C[lf[lp by Proposition (1.11). Also, if we set Ko(x)=K(x) when ]xl-<_l 

and =0  otherwise, and K~=K--Ko, we have KoEL 1 and K~EL r wherep'=p/(p-  1), 

so by Proposition (5.11), 

[]Tf[l= -<_ fJ[~ []Ko][l+ [If lip IlK=lip,-<_ C(lIfl[p+ [fl,). 

This shows that Tf  is bounded, and also that it is continuous since ~ is dense in 

S~(~F,. Moreover, X j T f = f . X j K ,  and since XjK is a kernel of  type 0, by Theo- 

rem (5.12) we have XjTfES~AF, c S ~ N F ,  since L P A L ~ c L  q, and 

IlXj Tfllq, k + [Xj rf l ,  <= C(ltXj Tfllp, k + [XjTfl~) <= C'(llfllv.~ + [f[~). 

By Proposition (5.4), TfE F a for 0 < fl <= 1 ; therefore TfE S~+~ (1F,+~ and 

IITfl[~,~+l+ ITfl~+ ~ <- II Tfll~ + ]Tfl~-~ + .Z"~ (IIXj Tfll~,~ + IXj Tfl,) 

< C(l[fllp ~ + If[ ) 

The theorem now foIlows by induction on 2. I f  K is a kernel of type 

(2=2,  3 . . . .  , Q -  1) and fE S~NF,, we have X~Tf=f ,  X jK  where XjK is a kernel of  
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type 2--1. By inductive hypothesis, XjTfC 8;+)_1(']/~+,,1_1C Sq+,,l_l (~/~rt+,,l_l where 

r - 1 = p - l - - ( 2  - 1)/Q, and by the preceding argument Tf~Lq~Fa for 0 < f l ~  1, hence 

Tf~ S~+x OF,+~. (The norm inequalities are easily checked.) 

(5.14) Theorem. Suppose 2, p, r are numbers satisfying 0 < 2 < Q ,  1 <p<(Q/2)< 

<r<-  ~.  Define q, ~ by q - l = p - l - ( 2 / Q )  and ~=~-(Q/r) ,  so p < q <  ~ and O<a<-2. 

I f  K is a kernel of type 2, the mapping T: f ~ f  . K is bounded from LPAL " to L~AF=. 

Moreover, for 0<~<_-1 there is a constant C>O such that ITfl=<-Cllf[l,. 

Proof We know by Proposition (1.11) that T is bounded from L p to LL To 

prove the theorem for the case 0<~<= 1, then, it suffices to show that ITfl=<-Cllfl[,. 
First suppose 0 < ~ <  1. We have 

Tf(xy) - Tf(x) = f f ( x z -  1) [K(zy) - K(z)] dz. 

We shall estimate the integral over the regions Izl:>21yl and Izl<-_2lyl separately. 

For the first one, we note that if r '=r/(r-1),  then I - Q + ( Q / r ' ) = 2 - ( Q / r ) = e .  
In particular, ( 2 - Q - 1 ) r ' = ( e - 1 ) r ' - Q  < - Q ,  so by Proposition (1.15) and Hfl-  

der's inequality, 

f f(xz'-1)[g(zy) - -  g(z)] d z  "< Cll f l lr( f  ,z, > 3,., [[Y[ Izl ~-~- q" dz)l/" 

<- C" I[fllrlyl (21y[) a-a-l+(Q/'') <- C" Ilfll,Iy[ =. 

On the other hand, by Proposition (1.4) there is a constant B=>2 such that Iz] <-2 lY] 

implies [zy[<-B lYl, so by Htlder  again, 

ft..l~-',,..,,, f(xz-1)[K(zy) - K(z)] dz <- Ilf][r (2 I~z)i"  dz) 1/r' 

< Cllfl[ ( f  I I dz) < C'llfl[ (BIy[) a-a+(a/') < C"llfII ly[ =. : r [ z l ~ _ B [ y i  Z (A-Q)r' 1 / r '  = r : r 

Therefore IZfl~<-CII f[lr for 0 < a <  1. 
Next suppose a = 1. Here we have 

Tf(xy) + Tf(xy -~) - 2r f (x)  = f f ( x z  -1) [K(zy) + K(zy-1) _ 2K(z)l dz. 

The estimate IT f[  1 <--C I[ f[Ir then follows by the same argument as above, using the 

estimate for second differences in Proposition (1.15). 

For  the general case, write c~=k§ where k=0 ,  1, 2, ... and 0<~'<_-1. The 

theorem is proved for k = 0 ;  we assume k_~ 1 and proceed by induction. Noting that 

X j T f = f . X j K  and X iK is a kernel of type 2-- 1 >0,  we have XjTfCLSfqF~_I where 
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s-1 =p-1 _ (;~_ 1)/Q by inductive hypothesis. Hence 

XjTfE(L~fgL~)f)F~_ICLqOF~_I,  and IlXjZfllr=_~ ~- C(llf l l~+llf l l , ) .  

But, setting K=Ko+K= as in the proof of Theorem (5.13), we conclude by the 

argument given there that TfE ~cg and 

IZfl[~ --<= Ilflb [Ig011p, + Ilfll, [IKoolb, ~- C(llfll~ + [Ifll,). 

Hence, in view of Proposition (5.4), 

ll T f  ll r~ ~ II T f  ll r~, + Z ~  IIXjTfllr~_~ ~ II T f  lI ~ + C Z ~ II X j T f  ll r .  _ ~ 

--< c ' ( l l f l lp  + Ilfll,~, 
and we are done. 

The following theorem generalizes the famous Sobolev imbedding theorem (the 

classical version being the case G=R"). 

(5.15) Theorem. Suppose l < p < o o  and~>Q/p. Then SVcF# and 1[ llr#~-C[] []p,~ 

where fl = ~ -  (Q/p). 

Proof. First consider the case where p > Q / ( Q - 1 )  and fl<=l, which implies 

a <  Q. Since ~ is dense in S~ (Theorem (4.5)), it suffices to prove the estimate I[ull r~ ~- 
-< C u]lp,, for u ~ ~ .  Now ~ c S~ for all q, so for u ~ ~ ,  or C L q for all q. By Proposi- 

tions (1.11)and (3.18), then, u=J- ' /2J ' /~u=(J ' /2u) ,R~.  Therefore, by Theo- 

rem (5.14) (with r replaced by p and p replaced by some q<Q/~), we have ]u[g_ ~ 

~CIIJ~/mullr  Then by Proposition(5.11), 

Ilullr~ <- C'(lula+ Ilullp) ~ C"(l!J~/~u ~,+ Ilullp) = C"llullp,~. 

Next, suppose fl<=l and p<=Q/(Q-1). Choose a number q with Q/(Q-1)< 
<q<oo ,  and set ? = ~ _ Q ( p - l q - 1 ) .  Clearly ?=fl+(Q/q)>O. By the preceding 

remarks together with Theorem (4.17), therefore, S v c S q c Y a  and II Ilro=<Cl[ lla,~ ~- 

<=C'll Np,~. 
Finally, suppose f l > l ;  we write fl=k+fl" where k = l ,  2, 3 . . . .  and 0 < f l ' ~ l .  

By Theorem (4.10), iff~SV~ t h e n f a n d  X t f a r e  in S~V_~ for Ill-~k, hence in Ya,. Thus 

fCFp, and the norm estimate is obvious. 

(5.16) Corollary. SV~ c cgk provided a >mk + (Q/p), where m is the number of  steps 

in the stratification of  G. 

We note that this result is sharper than the one obtained by combining Theorem 
p p (4.16) with the ordinary Sobolev theorem, namely S~CL~lm(loc)cCgk provided 

a>m(k+(N/p)), where N is the Euclidean dimension of G. 
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Our last objective in this chapter is to compare the spaces F~ with the classical 

spaces A~. To begin with, suppose fEF~ has compact  support  and 0 < ~ < 1 .  By 

Lemma (1.3), 

[f(xz)--f(x)l = O(lzl ~) = O(llzll ~/') as z ~ 0, 

where m is the number of  steps in the stratification. Thus if we set z=x-~(x+y) ,  

If(x +y) --f(x) = If(xz) - f ( x ) l  = O (llzll ~/m) = O (llYll ~/-) as  y - 0. 

Moreover, these estimates are uniform in x as x ranges over suppf ,  so we conclude 

that fEA~I m. Hence F~(loc)cA~/r,(loc) for 0 < ~ < 1  (where, as usual, F~(loc)= 

= {f:  q~fEF~ for all q~E~} and likewise for A~/z(loc)). Similarly, we see that A~(loc)c 

c F ~  (loc) for 0 < ~ < 1. These inclusions are best possible, as l Yl = II yll for y E exp V1 

and [yl=llyS[ ~/m for yEexp Vm by (1.17). 

We shall show that in fact A~(loc)cF~(loc)cA~/m(loc) for all ~ > 0  and thus 

provide a result for F~ parallel to Theorem (4.16) for S~. We assume throughout 

that r e > l ,  as the Abelian case is trivial. The following line of  p roof  was suggested 

to us by E. M. Stein. 

(5.17) Lemma. Suppose 0 < ~ < 2  and that f E & ~  satisfies 

f ( x y ) + f ( x y - t ) - 2 f ( x )  = O([lYl[ ~) as y ~ 0  

for x in any bounded set. Then fE A,(loc). 

Proof. By a well-known characterization of A~, 0 < ~ < 2  (cf. Stein [25]), it 

suffices to show that 

f (x+y)+f(x- -y) - -2 f (x )  = O([lYll ~) as  y -~ 0. 

I f  YEg, the hypothesis implies that the function fx . r :  R ~ C  defined by fx, r ( f ) =  

=f(x  exp (tY)) is in A,(R, loc) for each x, hence in A~/~(R, loc), and the Lipschitz 

constants involved vary continuously with x and Y. Since ~/2<1,  by taking 

Y=exp  -1 (x - l y )  we see that 

(5 .18)  I f ( y )  - f ( x ) l  = O (llx-~yll ~/~) = O (llx - yll ~/~) 

as x--y  ~0  and x, y range over a bounded set. 

Now, for fixed xEG, define ~l(y)=x-l(x+y).  ~ is the inverse of  the diffeo- 

morphism q~ of  Lemma (1.14), which says that y~cp(y-1) has the same differential 

at 0 as y_+q~(y)-l. Hence y ~ / ( y - 1 )  has the same differential at 0 as y--,~k(y) -1, 
and so 

llO(_v)ll = O([lyll)  and ll~k(y-X)-~k(y)-Xl[ = O(llyll~). 
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Thus, in view of  (5.18), 

f ( x  + y) + f ( x -  y) - 2f(x) = [ f (xO (y)) + f(x~k ( y ) - ~ ) -  2f(x)]  

-t- [ f ( x ~  (y-~)) --f(xqJ (y)-X)] 

= o (ll~ (y)Ii ~) + o (Ifr (y-~)  - ~ (y)-~lt ~/~) 

= O(llyll=). 

(5.19) Lemma. I f  0 < a < 2  and f E F ,  has compact support, then f 6  A~/m. 

Proof. This is clear from Proposition (5.5) and Lemmas (1.3) and (5.17). 

(5.20) Lemma. Let K be a kernel o f  type 1. There is a constant C > 0  

such that for all xCG and yEexp Vj ( j = l ,  ..., m) with lyl<:�89 IK(xy ) .K(x ) l  <- 

<= C [I Y]I [xl 1-Q-j .  

Proof. Since Ilryll = r J  Ilyl[ for yEexp V i,  both sides of the inequality are multi- 

plied by r i - ~  when x and y are replaced by rx and ry. It therefore suffices to assume 

Ix I = 1 and lYl <-�89 in which case the assertion is evident from the mean value theorem. 

(5.21) Lemma. I f  K is a kernel o f  type 1 and U is any bounded subset o f  G, 

[K(xy) -K(x ) l  dx = O([[yll x/m) as y ~ 0. 

Proof. By Lemma (5.2), any yEG can be written Y=]-11Yj with yi~exp Vj, 

and II y~ll = O (II yll) as y ~ 0  since the mapping (yx, . . . ,  Ym) ~ff[~ Yj is a diffeomorphism. 

We then have 

K(xy)  -- K(x)  = [K(xyl . . .  Ym) - K(xy~. . .  Ym- O] + ' "  + 

+ [g(xylyg) - g(xyl)] q- [g(xyl) - g(x)].  

If  xC U and y is small, the points xy~ ...yj range over a bounded set, so it suffices to 

prove the estimate for y C exp Vj, j =  1 . . . . .  m. 

We write 

f ~ IK(xy) - K ( x ) l  dx = Ii + Is 

where I l i S  the integral over UA{x:  ]xl<=21Yl} and Iz is the integral over 

UN{x: Ixl>21yl}. By Proposition(1.4), lxl_-<21yl implies lxy[<=nlYl for some 

B:>2, so 

However, by (1,17) lyl=lly[I lzj for yCexp Vj, so I~=O([lyll'/J)=O(llyll~#~). 
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To estimate/2 we use Lemma (5.20): 

12 <= Clly l] fvntx: Ixl >21,t} Ixl 1 - a - j  dx, 
so that 

12 = o(l lyl l ly[1-5 = O(llylI l/j) if j > 1, 

Is = O(llylllog(ly[-1)) = o([lylllog(llyll,1)) if j = 1. 

In any event, ls=O(lIyl[ tim) (since we are assuming m > l ) ,  so we are done. 

(5.22) Lemma. Suppose 0 < f l <  1 and fE Aa has compact support, l f  K is a kernel 
of type 1 then F = f  . K is in Aa+~l/,,)(loc ). 

Proof. Since /~+(1/m)<2, by Lemma(5.17) it suffices to show that 

A}F(x) = F(xy)+F(xy-X)-2F(x)  = O(llylla +(l/m>) as y ~ 0. 

In fact, we have 

A F(x) = f [f(xyz- 1) - f ( x z -  1)] [K(z) - K(zy- 1)] dz. 

For Ilyll <=1 and IIxll bounded, the set U= {z: f(xyz-1)- f(xz ,1)r  is bounded, so 

by Lemma (5.21), 

rA]F(x)l < sup [f(xyz -1) - f ( x z  -1) f v IK(z) -K(zy-~)[ dz 
zEU 

-< Csup ][zyz- Xlla lIylym <= C" llyl[ a +{l/m). 
zEU 

(5.23) Lemma. I f  O<~<=m and fEF,  has compact support, then fEA,/m. 

Proof. By Lemma (5.19) we may assume that ~>1,  hence that 7 = k + ~ "  where 

k = l , 2  . . . . .  m - l ,  and 0 < ~ ' ~ 1 .  By Lemma(4.12), i f f 6 F ,  has compact support, 
we have 

f = Y~i (Xif) * K~ 

(5.24) X j f  = ~a i ( X i X j f )  *Kt 

Xjl ." Xjk_if = X ,  (XiXJl ... Xjk_lf)*Ki 

where/s . . . .  , K, are kernels of type 1. Now XiXj~ ...Xj~_ifis in/ '~, ,  hence in A,,/,, 
by Lemma(5.19). Therefore by Lemma(5.22), Xj...Xj~_~fEAc,,+I)/,, (globally, 

since it has compact support). Applying Lemma (5.22) repeatedly to the sequence of 

equations (5.24), we conclude that XjI,..Xj,fEAr and finally - -  since 

(c(+ k -  1)/m < 1 - -  that fE A(~, + k ) / , ,  = A,/,n. 

(5.25) Theorem. A= (loc) c /7  (loc) = A,I,, (loc) for all ~ > O. 
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Proof It suffices to show that i f f E A ,  has compact support then fEF, ,  and if 

fEF ,  has compact support then fEA,/m. The first assertion is obvious in view of  

the fact that ]l x[] = O (Ix [) as x ~ 0. For  the second, write ~ = mk + ~" where k = 0, 1, 2, ... 

and 0<~'_-<m. By Lemma (5.23), the theorem is proved for k = 0 .  I f  k=>l, then f 

and X x f  are in F,, for ]I[<=mk, so that all k-th order derivatives o f f  are in F~,, 

hence in A~,/,,. Therefore fEAk+(,,/m)=A,/,,, and the proof  is complete. 

It would be of interest to generalize some of the other aspects of the theory of 

differentiability on Euclidean spaces (e.g., Besov spaces, Poisson integrals, relation- 

ship between Bessel potentials and Lipschitz conditions: see Stein [25]) to the setting 

of stratified groups. However, these questions are beyond the scope of the present 

paper. 

6. Regularity of homogeneous hypoelliptie operators 

We conclude by applying the preceding material to obtain sharp L p and Lipschitz 

regularity properties for homogeneous hypoelliptic operators on stratified groups. 

This theorem should be a prototype for regularity results for a much wider class of 

differential operators: see, for example, Folland--Stein [6], [7] where some special 

cases of this theorem are extended to non-homogeneous situations. 

(6.1) Theorem. Let G be a stratified group of homogeneous dimension Q>2,  

and let ~e be a left-invariant homogeneous differential operator of  degree k, 0 < k < Q  

(k is necessarily an integer) which is hypoelliptic together with its transpose s 

Suppose U c G  is an open set, and suppose f,  gEm'(U) satisfy s on U. I f  
gES~(U, loc) ( l < p < ~ ,  a->0) then fES~_k(U, loc), and i f  gEF~(U, loc) then 

fE/',+~(U, loc). 

Proof. Let Ko be the fundamental solution for s given by Theorem (2.1). 

Given any compact set W c U ,  choose ~oEN(U) with ~o=1 on a neighborhood 

of W and set u=(cpg)*Ko. Then s176  so by hypoellipticity of  .o ca, 

f - u  is cg= on a neighborhood of W. It therefore suffices to show that u has the 

required regularity properties. 

First, if gEF,(U, loc), it follows from Theorem (5.13) that uEF,+k. On the 

other hand, suppose gES~(U, loc). We have Xiu=(qgg).X~Ko, and X j K  o is a kernel 

of type k -  II. Since q~gEL1A S~, we see from Proposition (1.11) and Theorem (4.9) 

that u and Xzu(ll[<=k) are in various L q spaces with q>=p, hence in LP(loc), and 

moreover that XIuES~ for Ill-~k. In view of Theorem (4.10), we have uES~'(loc) 

and XIuES ~ for II[=k,  and thus uES~+k(loc ). The proof  is complete. 

One can obtain other regularity results for 5e in terms of S~ and F,  or the classical 

spaces L~, A~, and r by combining this theorem with Theorems (4.16), (4.17), 

(5.15), (5.25), and Corollary (5.16). 
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