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SUBELLIPTIC HARMONIC MAPS

JÜRGEN JOST AND CHAO-JIANG XU

Abstract. We study a nonlinear harmonic map type system of subelliptic
PDE. In particular, we solve the Dirichlet problem with image contained in a
convex ball.

1. Introduction

Building upon and extending the basic work of Hörmander [H], a general theory
of subelliptic PDE has been developed in the work of several authors (see e.g. [B],
[FP], [Je], [JeS], [NSW], [RS], [S], [X1], [X2] and many others), and it has been
found that many important results carry over from the elliptic to the hypoellip-
tic case. It therefore seems natural to try to extend also the recent advances in
elliptic PDE concerned with quasilinear and nonlinear problems of a variational
origin to the hypoelliptic case. The present paper aims to take a first step in this
direction and to establish some foundations by investigating in detail a variational
problem that turned out to be a model problem for the elliptic case, namely the
harmonic map problem, in a hypoelliptic setting. One of the important features of
the harmonic map problem is its geometric nature, so that geometric intuition can
guide the development of analytic tools. From a geometric point of view, however,
hypoelliptic operators lead to a highly singular domain metric. Fortunately, we
have here the recent work of the first author ([J2], [J3], [J4]) at our disposal; he
constructed a variational harmonic map theory for very general singular domains
and also dissociated the underlying integration measure from the domain metric,
which is required by the present context as well.

After the original work of Eells-Sampson [ES], Al′ber [A1], [A2] and Hamilton
[H] on harmonic maps with values in Riemannian manifolds of nonpositive cur-
vature that employed parabolic methods, Hildebrandt-Kaul-Widman [HKW] in a
fundamental paper introduced variational methods that also allowed a treatment
of positive image curvature. Here, however, one meets a principal limitation of
the harmonic map theory, because Hildebrandt-Kaul-Widman discovered that har-
monic maps may develop singularities unless their range satisfies a certain convexity
condition. They then established an existence and regularity result under this con-
vexity condition.

In the present paper, we first collect some results about hypoelliptic PDE from
the literature, in particular about the behavior of the associated Green functions.
We then use the constructions of [J1], [J2] to define an energy integral which we then
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attempt to minimize. The main result of our paper is an existence and regularity
theorem for harmonic maps under the convexity condition of [HKW] on the image.
The proof will in particular depend on precise Green function estimates. The
somewhat complicated iteration technique of [HKW] and [HW] will be avoided by
utilizing a more geometric construction of Kendall [K].

In order to place the present work into a proper perspective, apart from the
relations to hypoelliptic PDEs, we should also mention the relation to the regularity
aspects of generalized harmonic maps as further explored in [J5]. Finally, we hope
that this direction of research will also be useful for questions on the rigidity of
group representations, like discrete groups acting on spaces that carry a natural
Hörmander type geometry.

We shall employ standard summation conventions.

2. The geometry defined by vector fields

satisfying Hörmander’s condition

Let Ω be an open domain in Rn, n ≥ 2. Let X1, . . . , Xm be a system of vector
fields with smooth real coefficients defined on some Ω̃ with Ω ⊂⊂ Ω̃. The essential
hypothesis is Hörmander’s condition:

(H): X1, . . . , Xm together with their commutators up to a certain fixed length
r span the tangent space at each point of Ω̃.

For Ω, we suppose that ∂Ω is smooth and noncharacteristic for the system X1, . . . ,
Xm, i.e. ∀x0 ∈ ∂Ω ∃j0 such that Xj0(x0) /∈ Tx0∂Ω. In general, our system of vector
fields is degenerate elliptic.

Example. X1 = ∂x1 , X2 = ∂x2 +xk
1∂x3 , k ≥ 1, is a Hörmander type system on R3

with r = k + 1.

For abbreviation, we shall occasionally write X := (X1, . . . , Xm). From this
system of vector fields, we can define a non-isotropic metric in the following way.
For 0 < δ < 1, we say ϕ : [0, 1] → Ω̃ belongs to C(δ) if ϕ is Lipschitz and

ϕ̇(t) =
m∑

j=1

αj(t)Xj(ϕ(t)), a.e. t ∈ [0, 1],

with |αj(t)| < δ. We define for x, y ∈ Ω, |x− y| � 1,

%(x, y) := inf{δ, ∃ϕ ∈ C(δ), ϕ(0) = x, ϕ(1) = y}.
The Hörmander condition implies that

%(x, y) ≤ %(x, z) + %(z, y) ∀x, y, z ∈ Ω,(2.1)

C1 |x− y| ≤ %(x, y) ≤ C2 |x− y| 1r(2.2)

for all x, y ∈ Ω̃, |x− y| � 1 (see [Je], [JeS]). We write Xj = bjk∂xk ; the adjoint
of Xj then is defined by X∗

j f = −∂xk(bjkf) for f ∈ C1
0 (Ω̃). We consider the

Hörmander operator

H =
m∑

j=1

X∗
jXj = −

m∑
i,k=1

∂xi

(
aik(x)∂xk

)
(2.3)

with aik(x) = bji(x)bjk(x). In particular, aik ∈ C∞(Ω̃) and (aik(x))i,k=1,... ,m is
symmetric and positive semidefinite. It need not be positive definite, however, and
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therefore, in general, H is not elliptic. We approximate H by the second order
elliptic operator

Hε = H − ε∆ (ε > 0).

These operators are Laplace type operators associated with the Riemannian metrics

(aε
ik(x)) =

(
aik(x) + εδik

)−1

on Ω̃. For the associated distance functions dε(·, ·), we have (see [S])

dε(x, y) ≤ dε′(x, y) for 0 < ε′ ≤ ε

and

lim
ε→0

dε(x, y) = %(x, y).(2.4)

For the associate balls BH(x, δ) = {y; %(x, y) < δ}, we have (see [Je])

|BH(x, 2δ)| ≤ C |BH(x, δ)| .(2.5)

(Ω, %) is some kind of degenerate Riemannian manifold because the distance balls
satisfy

BH(x, δ) =
⋂
ε>0

BHε(x, δ).

In the theory of subelliptic PDE, such an (Ω, %) is called a homogeneous space.
We shall also need the following construction: From the above description of %,

one concludes that

|Xj%| ≤ 1 for all j.(2.6)

If now 0 < R1 < R2 and BH(x,R2) ⊂ Ω, we put

η(y) :=


1 for y ∈ BH(x,R1)
0 for y ∈ Ω \BH(x,R2)
R2−%(x,y)

R2−R1
for y ∈ BH(x,R2) \BH(x,R1).

Then η is a Lipschitz function with 0 ≤ η ≤ 1, and

|Xjη| ≤ 1
R2 −R1

for all j by (2.6) .(2.7)

3. Function spaces associated with vector fields

In order to study weak solutions, we introduce a function spaceMk(Ω) associated
with X , which is an analogue of the usual Sobolev space. For k ≥ 1, we define

Mk(Ω) :=
{
f ∈ L2(Ω);XJf ∈ L2(Ω), ∀ |J | ≤ k

}
,(3.1)

where J = (j1, . . . , js), 1 ≤ jl ≤ m, |J | = s, XJf = Xj1 . . . Xjsf . This weighted
Sobolev spaceMk(Ω) is a separable Hilbert space. We denote by Mk

0 (Ω) the closure
of C∞0 (Ω) in Mk(Ω). From Hörmander’s condition, we have

Mk
0 (Ω) ⊂ H

k
r (Ω).(3.2)

We also define Hölder spaces by

S0,α(Ω) :=
{
u ∈ L∞(Ω); [u]αX = sup

x,y∈Ω

|u(x)− u(y)|
%(x, y)α

< +∞
}
,(3.3)
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Sk,α(Ω) :=
{
u ∈ Sα(Ω);XJ ∈ Sk(Ω), ∀ |J | ≤ k

}
.(3.4)

These non-isotropic Hölder spaces are Banach spaces and satisfy

Skr,α(Ω) ⊂ Ck, α
r (Ω).(3.5)

We usually write Sk instead of Sk,0. These function spaces are well adapted to the
operator H . Using the degenerate Riemannian structure of § 2, and the present
function spaces, the Hörmander operatorH enjoys many Laplacian type properties.
We collect here those results that we shall exploit in the sequel.

Lemma 3.1 (Maximum principle of Bony [B]). Let u ∈ S1,α(Ω) satisfy Hu ≤ 0,
α > 0. If there exists x0 ∈ Ω with 0 ≤ u(x0) = supΩ u(x) < +∞, then u ≡ u(x0)
on Ω. In fact, the maximum principle also holds for weak solutions u ∈ M1(Ω) of
Hu ≤ 0 in the usual sense.

Since the operator H is hypoelliptic, the maximum principle immediately yields
the uniqueness of (weak) solutions for the Dirichlet problem on Ω.

Lemma 3.2. (i) (First Poincaré inequality on Ω)

||ϕ||L2(Ω) ≤ C(Ω) ||Xϕ||L2(Ω) , ∀ϕ ∈M1
0 (Ω).(3.6)

(ii) (First Poincaré inequality on BH(x0, R) for R small enough).
∀x0 ∈ Ω ∃R0 > 0, C(R0) > 0 such that ∀0 < R ≤ R0

||ϕ||L2(BH(x0,R)) ≤ C(R0)R ||Xϕ||L2(BH (x0,R)) , ∀ϕ ∈M1
0 (BH(x0, R))(3.7)

(iii) ∀x0 ∈ Ω ∃R0 > 0 with BH(x0, 2R0) ⊂ Ω, C(R0) > 0, such that for 0 < R ≤
R0 ∫

BH(x0,R)

|u− ūR|2 ≤ C(R0)R2

∫
BH (x0,R)

|Xu|2(3.8)

∀u ∈M1(BH(x0, R)), where

ūR = |BH(x0, R)|−1
∫

BH (x0,R)

u(x)dx.

Proof. (i) follows from the strong maximum principle of Lemma 3.1.
(ii) For x0 ∈ Ω, Hörmander’s condition implies that there exists j0 such that

Xj0(x0) 6= 0. We change the variables so thatXj0 = ∂xk
in BH(x0, R) ⊂ B∆(x0, R).

The classical Poincaré inequality then gives the results.
(iii) is a result of Jerison [Je]. We remark that, using the proof of [Je], we can

also obtain ∫
TR

|u− ¯̄uR|2 ≤ CR2

∫
TR

|Xu|2(3.9)

where TR = BH(x0, R) \BH(x0,
1
2R) and ¯̄uR = |TR|−1 ∫

TR
u(x)dx. q.e.d.

The hypoellipticity of the operator H , and the maximum principle imply that
there exists the Green function G(x, y) of H on Ω. We have

Lemma 3.3 (see [NSW], [S]). ∀K ⊂⊂ Ω, we have ∀x, y ∈ K,

0 < G(x, y) ≤ CK%(x, y)2 |BH(x, %(x, y))|−1
,(3.10) ∣∣XJG(x, y)

∣∣ ≤ CJ,K%(x, y)2−|J| |BH(x, %(x, y))|−1
,(3.11)
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%(x, y)2 |BH(x, %(x, y))|−1 ≤ CKG(x, y) for %(x, y) ≤ δ.(3.12)

Associated with this metric we have also

Lemma 3.4 (see [X2]). Let K ⊂⊂ Ω and put Kδ := {y ∈ Ω, %(x, y) < δ, x ∈ K}.
Then, for 0 < δ ≤ δ0 small enough ∃ϕδ ∈ C∞0 (Kδ) such that ϕδ(x) = 1, x ∈ K,
and

∣∣XJϕδ

∣∣ ≤ CJ/δ
|J|, where CJ is independent of δ.

Lemma 3.5 (see [X2]). For all α > 0 and 0 < R ≤ R0,∫
BH (x,R)

%(x, y)α |BH(x, %(x, y))|−1 dy ≤ CR0,αR
α.(3.13)

Using these results, we can obtain the optimal interior regularity results for the
operator H .

Lemma 3.6 (see [RS], [X2]). Suppose that Hu = f . Then, if f ∈Mk(Ω), we have
u ∈Mk+2(Ω′), and if f ∈ Sk,α(Ω), we have u ∈ Sk+2,α(Ω′) for any k ∈ N, α > 0,
and all Ω′ ⊂⊂ Ω. We also have the a priori estimates

||ϕu||Mk+2(Ω′) ≤ C(Ω′)
{
||ϕ1Hu||Mk(Ω) + ||ϕ1u||L2(Ω)

}
,(3.14)

||ϕu||Sk+2,α(Ω′) ≤ C(Ω′)
{
||ϕ1Hu||Sk,α(Ω) + ||ϕ1u||L∞(Ω)

}
,(3.15)

for all ϕ ∈ C∞0 (Ω′), where ϕ1 ∈ C∞0 (Ω), ϕ1(x) = 1, x ∈ Ω′.

In the sequel, we shall also need some further Green function estimates which
we now collect. They are similar to the estimates of Biroli-Mosco [BM], but for
completeness, we provide proofs.

Lemma 3.7. Let G(x, y) be the Green function of H on Ω. For σ > 0 small
enough, we define the mollified Green function by

Gσ(x, y) = −
∫

B(y,σ)

G(x, z)dz.(3.16)

Then, Gσ(·, y) ∈M1
0 ∩ L∞(Ω, R), and

0 ≤ Gσ(x, y) ≤ C

{
%(x, y)2 |B(x, %(x, y))|−1

, if σ < c1%(x, y),
σ2 |B(x, σ)|−1 , if σ ≥ c1%(x, y),

(3.17)

and

|XxGσ(x, y)| ≤ C

{
%(x, y) |BH(x, %(x, y))|−1

, if σ < c1%(x, y),
σ |BH(x, σ)|−1

, if σ ≥ c1%(x, y),
(3.18)

and ∀ξ ∈M1
0 (Ω), we have, if B(y, σ) ⊂ Ω,∫

Ω

XξGσ(·, y) = −
∫

B(y,σ)

ξ(x)dx(3.19)

and limσ→∞Gσ(x, y) = G(x, y).

Proof. (3.19) is evident. Using Lemma 3.3 and (2.1), (2.4), we get (3.17) and

|XxGσ(x, y)| =

∣∣∣∣∣−
∫

Bσ(y)

XxG(x, z)dz

∣∣∣∣∣
≤ C

{
%(x, y) |BH(x, %(x, y))|−1 , σ ≤ c1%(x, y),
δ |BH(x, δ)|−1

, σ ≥ c1%(x, y).
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4638 JÜRGEN JOST AND CHAO-JIANG XU

We have also proved Gσ(·, y) ∈ S1,α(Ω̄) ∀0 < α < 1. q.e.d.

Corollary 3.1. If G(x, y) is the Green function of H on Ω, then

0 ≤ G(x, y) ≤ C%(x, y)2 |B(x, %(x, y))|−1 ∀x, y ∈ Ω̄.(3.20)

Proof. Denote by G̃(x, y) the Green function of H on Ω̃ ⊃⊃ Ω. Then G̃σ(·, y) ∈
S1,α(Ω̄). We now solve the following Dirichlet problem:{

HUσ
y = 0,

Uσ
y

∣∣
∂Ω

= G̃σ(·, y) ∈ C0(∂Ω).

Then the theorem of Bony [B] gives the existence of a solution Uσ
y ∈ C0(Ω̄). Set

Gσ
y (x) = Uσ

y (x)+ G̃σ(x, y); then H(Gσ
y − G̃σ(·, y)) = 0, and the maximum principle

implies

Gσ
y (x) ≤ G̃σ(x, y) ∀x, y ∈ Ω̄.

(3.20) now follows by letting σ → 0. q.e.d.

4. Dirichlet and energy functionals

associated with a Hörmander operator

Let N be a complete Riemannian manifold without boundary of dimension ≥ 2.
We suppose that N can be covered by a single coordinate chart, so that we can
define the weighted Sobolev space M1(Ω, N) unambiguously with the help of this
chart, i.e.

f ∈M1(Ω, N) ⇔ ψ ◦ f ∈M1(Ω,Rν),(4.1)

where ψ : Y → Rν is a coordinate chart of class C∞. Similarly, we define the
spaces M1

0 (Ω, N) and Sk,α(Ω, N). For p ∈ N and r > 0, we put B(p, r) = {q ∈ N :
dN (p, q) ≤ r}, where the distance function dN comes from the Riemannian metric.
In intrinsic notation, the metric of N is denoted by 〈·, ·〉N . In local coordinates the
coefficients of the metric of N are denoted by (gαβ(x)), with (gαβ(x)) being the
inverse of (gαβ), while Γα

βγ are the Christoffel symbols.
We consider maps

f :
(
Ω̄, dε

) → (N, dN ) .

Since (Ω̄, dε), (N, dN ) are Riemannian manifolds, with metric tensors (aε
ij) and

(gαβ), if f : Ω̄ → N is a C1 map, we can define the energy density

eε(f) =
1
2

(
aij(x) + εδij

)
gαβ(f)

∂fα

∂xi

∂fβ

∂xj

=
1
2
gαβ(f)Xjf

αXjf
β +

ε

2
gαβ(f)

∂fα

∂xj

∂fβ

∂xj
.(4.2)

Then the energy of f is simply

Eε(f) =
∫

Ω

eε(f)dΩ(4.3)

with dΩ = dx, the Lebesgue measure. For f ∈ H1(Ω, N),

lim
ε→0

Eε(f) =
∫

Ω

e(f)dx,
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where

e(f) =
1
2
gαβ(f)Xjf

αXjf
β.(4.4)

So we define the energy of a map f : (Ω̄, %) → (N, dN ) by

E(f) =
∫

Ω

e(f)dx.(4.5)

The Euler-Lagrange equation for this energy functional can be written in the form

Huα + Γα
βγ(u)Xju

βXju
γ = 0, 1 ≤ α ≤ ν.(4.6)

We abbreviate (4.6) as HNu = 0 (thus HR = H).
We can now state our existence result for a solution of the Dirichlet problem for

(4.6):

Main Theorem. Let κ2 be an upper bound for the sectional curvature of N , and
suppose that p ∈ N and µ < min(π/2κ, i(p)), where i(p) is the injectivity radius of
p ∈ N . Let ϕ ∈ C0(Ω̄, N) ∩M1(Ω, N) satisfy

ϕ(Ω̄) ⊂ B(p, µ).(4.7)

Then there exists a unique map u ∈M1(Ω, N) ∩ L∞(Ω, N) with u|∂Ω = ϕ, u(Ω̄) ⊂
B(p, µ), minimizing E among all such maps, and this map u is a weak solution of
(4.6). Moreover, u enjoys the same interior regularity properties as solutions of lin-
ear hypoelliptic systems, and if ∂Ω is smooth and noncharacteristic for X1, . . . , Xm,
and if ϕ is smooth, one gets the corresponding boundary regularity of u.

5. Existence of weak solutions

The weighted Sobolev space M1(Ω,Rν) carries a scalar product with associated
norm

||u||2M1 =
∫

Ω

|u|2 dx+
∫

Ω

|Xu|2 dx.(5.1)

We fix p ∈ N as in Theorem 1; for µ′ < min(π/2κ, i(p)), we put

Bµ′ :=
{
u ∈M1(Ω, N); sup

Ω
dN (u(x), p) ≤ µ′

}
.

In geodesic normal coordinates with center p, Bµ′ can be identified with{
u ∈M1 ∩ L∞(Ω,Rν), sup

Ω
|u| ≤ µ′

}
.

We also put

Bµ′(Φ) :=
{
u ∈ Bµ′ : u− Φ ∈M1

0 (Ω, N)
}

for given Φ ∈ Bµ′ .

Since E is a Dirichlet integral, E is lower semicontinuous on Bµ′ , i.e. if {uk} ⊂ Bµ′

converges weakly to u in M1(Ω,Rν), then

lim
k→∞

inf E(uk) ≥ E(u).(5.2)

The proof can be carried out with the methods of [G].

Proposition 5.1. Let µ′ < min(π/2κ, i(p)). For every Φ ∈ Bµ′ , there exists a
solution of the variational problem

E(u) → inf
Bµ′ (Φ)

E(v).(5.3)
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Proof. The above infimum is finite since E(Φ) <∞. Since B(p, µ′) is compact and
the metric tensor (gαβ) is positive definite, there exists λ > 0 with

E(v) ≥ λ

∫
Ω

|Xv|2 dx for all v ∈ Bµ′ .

Consequently, for all v ∈ Bµ′ ,

||v||2M1 ≤ const
{
E(v) + (µ′)2

}
.

Thus, a minimizing sequence is bounded in M1(Ω,Rν), and we may assume that it
converges weakly to some u ∈ Bµ′(Φ). By lower semicontinuity of E, we must have

E(u) = inf
Bµ′ (Φ)

E(v),

so that u is the desired minimizer. q.e.d.

Remark. Using convexity properties of B(p, µ′) (see § 6 below), one may even con-
struct a minimizing sequence that converges strongly in M1, thus bypassing the
issue of weak lower semicontinuity of E.

In the sequel, we shall need the following chain rule:

Lemma 5.1. Let u ∈ C2(Ω, N), f : N → R, N a Riemannian manifold. Then

(−H)(f ◦ u) = D2f(Xju,Xju) + 〈(grad f) ◦ u, (−HN)u〉N ,(5.4)

where D2f is the (Riemannian) Hessian of f and 〈·, ·〉N the metric of N . In
particular, if HNu = 0, then

(−H)(f ◦ u) = D2f(Xju,Xju).(5.5)

If in addition, f is strictly convex, with smallest eigenvalue λ > 0 of its Hessian,
then

(−H)(f ◦ u) ≥ λ |Xu|2 .(5.6)

If we only assume u ∈M1(Ω, N), then under the preceding assumptions, (5.6) holds
in the weak sense.

Proof. See the computations in [J1]. q.e.d.

We shall now deduce the following maximum principle:

Lemma 5.2. Under the assumptions of Proposition 5.1, suppose Φ ∈ Bµ for some
µ < µ′. Then also the minimizer u of Proposition 5.1 is contained in Bµ, i.e.

sup
Ω
dN (u(x), p) ≤ µ.(5.7)

Proof. We consider the function

f : N → R,

f(q) = d2
N (q, p).

f is smooth on B(p, µ′), since µ < i(p), and f is strictly convex on B(p, µ′), since
µ < π/2κ (see e.g. [J1] for details). This implies that the projection

π : B(p, µ′) → B(p, µ)
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along radial geodesics is energy decreasing, i.e.

E(π ◦ u) < E(u) unless u(x) ⊂ B(p, µ) for almost all x ∈ Ω(5.8)

(again see [J1]). Since by assumption π ◦Φ = Φ, we have π ◦ u ∈ Bµ(Φ), and (5.8)
and the minimizing property of u therefore imply the claim. q.e.d.

We may now obtain the existence part of the Main Theorem, which we formulate
as

Theorem 1. Let p ∈ N , µ < min(i(p), π/2κ), and suppose Φ ∈M1(Ω, N) satisfies
Φ(Ω̄) ⊂ B(p, µ). Then there exists a weak solution u of∫

Ω

Xju
αXjϕ

α −
∫

Ω

Γα
βγ(u)Xju

βXju
γϕα = 0(5.9)

for all ϕ ∈M1
0 (Ω,Rν) ∩ L∞(Ω,Rν),

u− Φ ∈M1
0 (Ω, N),(5.10)

and u satisfies

u(Ω̄) ⊂ B(p, µ).(5.11)

Proof. We minimize E in Bµ′(Φ) for some µ′ with µ < µ′ < min(i(p), π/2κ). The
solution u exists by Proposition 5.1, and Lemma 5.2 implies u ∈ Bµ(Φ), i.e. (5.11).
Therefore, u lies in the interior of Bµ′(Φ), and we may perform variations u+εϕ for
small enough |ε| inside Bµ′(Φ) and exploit the minimizing property of u to arrive
at (5.9). q.e.d.

6. Interior continuity of weak solutions

Suppose u is a weak solution of HNu = 0 (u : M → N), f : u(M)(⊂ N) → R
strictly convex, with λ := smallest eigenvalue of D2f(> 0). Let

h := f ◦ u.

Then by (5.6)

(−H)h ≥ λ
∑

j

|Xju|2 weakly (=: λe(u)).(6.1)

We let Gx0 be the Green function for H on Ω with singularity at x0.
For 0 < % ≤ dist(x, ∂Ω), we let

g%(x) := min
(
Gx0(x)− %2 |B(x0, %)|−1

,
(%

2

)2

|B(x0, %/2)|−1 − %2 |B(x0, %)|−1

)
and

Γ% := {x : g%(x) = 0} .
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Then, for 0 < %′ = %′′

2 < %′′ < dist(x, ∂Ω),

0 ≤ λ

∫
⋃

Γ%

0≤%≤%′′
g%′′e(u)

≤
∫

⋃
Γ%

0≤%≤%′′
g%′′(−H)h

= −
∫

⋃
Γ%

%′≤%≤%′′
XjGx0Xjh

= −
∫

⋃
Γ%

0≤%≤%′′
XjGx0Xjh+

∫
⋃

Γ%

0≤%≤%′
XjGx0Xjh

(for the existence of these integrals, one uses the
mollified Green’s function as in Lemma 3.7 and
lets the mollification parameter tend to 0)

=: µ(%′′)− µ(%′).(6.2)

Now let 0 < R ≤ dist(x, ∂Ω) and

Ri := R · 2−i.

Then from (6.2) ∫
⋃

Γ%

0≤%≤R

Gx0e(u) ≤ c

∞∑
i=0

∫
⋃

Γ%

0≤%≤Ri

gRie(u)

≤ c

λ

∞∑
i=0

(µ(Ri)− µ(Ri+1))

≤ c

λ
µ(R).(6.3)

In particular, ∫
BH(x0,R)

Gx0e(u) <∞,(6.4)

and given δ > 0, for sufficiently large j, since λ > 0,∫
BH (x0,Rj)

Gx0e(u) < δ.(6.5)

(For the telescoping trick, see Giaquinta-Giusti [GG] and Giaquinta-Hildebrandt
[GH].)

If u is a weak solution of HNu = 0, then∫
〈Xju,Xjϕ〉N = 0 for all M1

0 -sections ϕ of u−1TN.(6.6)

We now choose

ϕ = η ·Gy · (Df) ◦ u,
where f is a strictly convex C2 function on u(M), η is a cut-off function, η ∈
Lip(BH(x0, 2R0)), 0 ≤ η ≤ 1, η ≡ 1 on BH(x0, R0), |Xjη| ≤ c1/R0, supp η ⊂⊂
BH(x0, 2R0) (see the discussion at the end of § 2), and where Gy is Green’s function
on Ω with singularity this time at y ∈ BH(x0, R0/2), with BH(x0, R0) ⊂ Ω. Since
Gy is unbounded, ϕ as it stands is not an admissible test function, but replacing

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



SUBELLIPTIC HARMONIC MAPS 4643

Gy by a mollification or a cut-off, one easily sees by an approximation argument
using Lemma 3.7 that the subsequent computations are valid. This choice of ϕ
is patterned after Hildebrandt-Widman [HW], and so are some of the subsequent
estimates. With this choice of ϕ, (6.6) becomes∫

BH(x0,2R0)

XjGyXj(ηf(u)) = −
∫

BH(x0,2R0)

ηGyD
2f(Xju,Xju)

−
∫

BH(x0,2R0)

GyXjηXjf(u)

+
∫

BH(x0,2R0)

f(u)XjGyXjη.(6.7)

We write (6.7) as

I = II + III + IV.(6.8)

Since η = 0 on ∂BH(x0, 2R0) and η(x0) = 1, we have

I = f(u(y)).(6.9)

Since η and Gy are nonnegative and f is convex,

II ≤ 0.(6.10)

Let c2 := supu(M) |Df |. Then

III ≤ c1c2
R0

∫
BH(x0,2R0)\BH (x0,R0)

Gy |Xju|N

≤ c1c2
R0

{∫
BH(x0,2R0)\BH (x0,R0)

Gy

} 1
2

{∫
BH(x0,2R0)\BH(x0,R0)

Gye(u)

} 1
2

.

(6.11)

Now from (3.10) ∫
BH(x0,2R0)\BH (x0,R0)

Gy ≤ c3R
2
0,

and therefore, recalling (6.5), by choosing R0 sufficiently small, depending on a
given ε > 0, we may achieve

III ≤ ε,(6.12)

because the Green functions with singularities at x0 and at y ∈ BH(x0, R0/2) are
comparable on the annulus BH(x0, 2R0) \BH(x0, R0).

We now estimate IV. We let uR0 be the mean value of u on

BH(x0, 2R0) \BH(x0, R0).

This mean value can be defined with the help of convex geometry on the image of
u, for example if the image has nonpositive curvature or if the image is contained
in a convex ball as described below. Alternatively, one might define it with the
help of local coordinates. The different versions will only affect the constants that
appear in the Poincaré inequality that will be used in a moment.

We also make the further assumptions that f has a minimum at uR0 and that

f (uR0) = 0.(6.13)
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Then

IV =
∫

BH(x0,2R0)\BH (x0,R0)

f(u)XjGyXjη

≤ c4
|BH(x0, 2R0)|

∫
BH (x0,2R0)\BH (x0,R0)

f(u) by (3.11)

≤ c5

|BH(x0, 2R0)|
1
2

sup
u(M)

|Df |
{∫

BH(x0,2R0)\BH (x0,R0)

dN (u, uR0)
2

} 1
2

≤ c6

{
R2

0

|BH(x0, 2R0)|
∫

BH (x0,2R0)\BH(x0,R0)

e(u)

} 1
2

(6.14)

by the Poincaré inequality (3.8),

where sup |Df | now has been incorporated into the constant c6. (6.5) now can be
used as before to obtain

IV ≤ ε(6.15)

for given ε > 0 and sufficiently small R0 depending on ε.
Altogether, (6.7)–(6.15) yield

f(u(y)) ≤ 2ε for all y ∈ B
(
x0,

R0

2

)
,(6.16)

where R0 depends on ε. We may now deduce the interior regularity part of the
Main Theorem.

Theorem 2. Let N be a Riemannian manifold, u : M → N a bounded weak
solution of

HNu = 0.

Suppose

u(M) ⊂ B(p, µ) := {q ∈ N : dN (p, q) ≤ µ}(6.17)

for some p ∈ N with

µ < min
( π

2κ
, i(p)

)
,(6.18)

where the sectional curvature K of N satisfies K ≤ κ2, and where i(p) is the
injectivity radius of p. (A ball B(p, µ) satisfying (6.18) will be called a convex ball.)

Then u is continuous.

Proof. Building upon (6.16), this may be shown by an iteration argument first de-
veloped by Wiegner [Wi] and refined by Hildebrandt-Widman [HW], Hildebrandt-
Kaul-Widman [HKW], Hildebrandt-Jost-Widman [HJW]. However, the reasoning
may be substantially simplified by employing the result of Kendall [K] that for each
q ∈ B(p, µ) (where B(p, µ) is a convex ball), there exists a strictly convex function

f = fq : B(p, µ) → R

with its unique minimum at x0. In fact, inspired by [JäK] we may take
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fq(y) =
1− cos(κ dist(q, y))

cos(κ dist(p, y))
,

as shown by Kendall.
Putting q = u(x0) and f = fu(x0) in (6.16) immediately yields continuity of u at

x0, an arbitrary point of M . q.e.d.

Theorem 2 in particular applies in the case where the domain is simply connected
and N has nonpositive sectional curvature, because we may lift to universal covers,
and on the universal cover of a manifold of nonpositive sectional curvature the
injectivity radius is always infinite, so that (6.18) holds for any positive µ.

7. Interior Hölder continuity

We return to our decomposition (6.7), (6.8). As in the proof of Theorem 2, by
using Kendall’s result [K], we may assume that the smallest eigenvalue of D2f is
≥ λ > 0. We therefore have, with y = x0 and R instead of R0,

λ

∫
BH(x0,R)

Gx0 |Xu|2 ≤
∫

BH (x0,2R)

ηGx0D
2f(Xju,Xju).(7.1)

We may further assume that f(u(x0)) = 0, so that I = 0 for y = x0 (cf. (6.9)).
Using (6.11), (6.14) and Lemma 3.3, we obtain from (6.8)∫

BH(x0,2R)

ηGx0D
2f(Xju,Xju) ≤ c0

∫
TR

Gx0 |Xu|2 ,(7.2)

with the abbreviation

TR := BH(x0, 2R) \BH(x0, R).

(7.1) and (7.2) imply∫
BH (x0,R)

Gx0 |Xu|2 ≤ c1

∫
TR

Gx0 |Xu|2 .(7.3)

We may then use Widman’s hole filling, i.e. add

c1

∫
BH (x0,R)

|Xu|2Gx0

to both sides of (7.3), to obtain∫
BH(x0,R)

|Xu|2Gx0 ≤ ϑ

∫
BH (x0,2R)

|Xu|2Gx0(7.4)

for some 0 < ϑ < 1 (ϑ = c1/(1 + c1)). Using the standard iteration method
originally introduced by de Giorgi, (7.3) yields∫

BH (x0,r)

|Xu|2Gx0 ≤ c2r
αR−α

0

∫
BH (x0,R0)

|Xu|2Gx0(7.5)

for 0 < r < 1
2R0 and some positive α. Recalling (6.4), this means that∫

BH(x0,r)

|Xu|2Gx0 ≤ c(R0)rα.(7.6)

If we then use the estimates (6.11) and (6.14) with r/2 in place of R0 and combine
them with (7.5), we obtain for y ∈ BH(x0, r/4)

f(u(y)) ≤ c3r
α,(7.7)
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and thus Hölder continuity by the properties of f . We thus have shown

Theorem 3. Under the assumptions of Theorem 2, u is Hölder continuous in the
interior of Ω.

The proof again essentially follows the lines of [HW] and [HKW]. See also [J1].

8. Regularity up to the boundary

We suppose now that the boundary of Ω is regular in the following sense: ∃c > 0,
∃R0 > 0 such that for any x0 ∈ ∂Ω, putting D(x0, R) := Ω ∩BH(x0, R), we have

|D(x0, R)| ≥ C |BH(x0, R)| ∀0 < R ≤ R0.(8.1)

Near the boundary, for R > 0 small enough, we also have the following first Poincaré
inequality: ∫

D(x0,R)

|ϕ|2 dx ≤ CR2

∫
D(x0,R)

|Xϕ|2 dx(8.2)

for any ϕ ∈M1
0 (Ω). Using the fact that ϕ|∂Ω∩BH (x0,R) = 0, the proof is classical.

Theorem 4. Let ϕ ∈ S1(∂Ω, N) and assume that ∂Ω is noncharacteristic for
X1, . . . , Xm. Suppose that under the assumptions of the preceding theorems, u
solves the Dirichlet problem

HNu = 0,
u|∂Ω = ϕ.(8.3)

Then u ∈ Sα(Ω̄, N) for some 0 < α < 1.

Proof. By Theorem 3, it suffices to prove regularity near the boundary. Let x0 ∈
∂Ω, and let f be a nonnegative strictly convex function on B(p, µ) with

f(ϕ(x0)) = 0,(8.4)

i.e. ϕ(x0) is the unique minimum of f . As explained above, such a function was
constructed by Kendall [K]. In order to have a noncharacteristic boundary, we may
replace D(x0, R) by some D̃R with

D(x0, R/2) ⊂ D̃R ⊂ D(x0, 3R/2)

for which ∂D̃ is noncharacteristic for X1, . . . , Xm. We then solve the Dirichlet
problem

HwR = 0 in D̃R,

wR|∂D̃R
= f ◦ u|∂D̃R

.(8.5)

The linear regularity theory implies that wR is Sβ near x0, since f ◦ϕ is S1 on the
boundary; more precisely,

wR(y) ≤ wR(x0) + cdβ
H(x0, y) for y ∈ D̃R

2
,(8.6)

for some 0 < β < 1. (In case ϕ is only assumed to be continuous, for all ε > 0 and
R > 0 (sufficiently small), there exists r with

wR(y) ≤ wR(x0) + ε for all y ∈ D(x0, r).)(8.7)

By strict convexity of f again, we have

H(f ◦ u) ≥ λ |Xu|2 ≥ 0 for some λ > 0 (see (5.6)).(8.8)
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Thus H(f ◦ u− wR) ≥ 0, and (8.4)–(8.6) and the maximum principle yield

f(u(y))− f(ϕ(x0)) ≤ cdβ
H(x0, y),

hence Hölder continuity of u, since f is smooth and strictly convex with a unique
minimum at ϕ(x0). q.e.d.

Note. If we only assume that ϕ is continuous, we get continuity of u on Ω̄ by using
(8.7) in place of (8.6).

9. Higher regularity

Theorem 5. Under the assumptions of the main theorem, u ∈ S1(Ω, N). If in
addition ϕ ∈ S1,α(Ω̄, N) and ∂Ω is sufficiently regular, then u ∈ S1(Ω̄, N).

We only outline the proof, since in the preceding sections the reader has already
seen sufficiently many instances of adapting known proofs in the elliptic case to the
present hypoelliptic case.

Using (3.11), it is not hard to adapt the interior gradient bound of [JK] (see
also [J1] and [JY]) to the present situation. Since we do not know yet, however,
that u is of class S1, we need to combine this estimate with an approximation
argument. For that purpose, we approximate the metric dH on Ω by Riemannian
metrics dε as described in § 2. We then solve the corresponding Dirichlet problem
for the operators Hε and obtain solutions uε. These are known to be regular by
[JY], and we get appropriate bounds independently of ε to allow us to obtain the
desired bound for u = limε→0 uε (note that the solution of the Dirichlet problem
is always unique under our assumptions on the image by [JäK]). In order to get
these bounds, one needs to use the analogue of (3.11) for positive ε, with a constant
independent of (sufficiently small) ε.

Similarly, the boundary gradient estimate of [JK] (again, see also [J1] and [JY])
extends in an even simpler manner.

Thus, one readily shows Theorem 5.
Theorem 5 implies that the nonlinear term in our system HNu = 0 is bounded.

One may therefore utilize the regularity theory of linear hypoelliptic PDE (see [X2])
and the standard bootstrap argument to get higher regularity.

This, together with Theorems 1–5 and the uniqueness result of [JäK] (see [J1]
for a somewhat simplified proof), concludes the proof of the Main Theorem.

For a general higher regularity result, we also refer to [XZ].

References

[A1] Al’ber, S.I., On n-dimensional problems in the calculus of variations in the large, Sov.
Math. Dokl. 5, (1964), 700–704 MR 29:2685

[A2] Al’ber, S.I., Spaces of mappings into a manifold with negative curvature, Sov. Math. Dokl.
9, (1967), 6–9 MR 37:5817
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