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We introduce a new centrality measure that characterizes the participation of each node in all 

subgraphs in a network. Smaller subgraphs are given more weight than larger ones, which makes 

this measure appropriate for characterizing network motifs. We show that the subgraph centrality 

(SC) can be obtained mathematically from the spectra of the adjacency matrix of the network. 

This measure is better able to discriminate the nodes of a network than alternate measures such as 

degree, closeness, betweenness and eigenvector centralities. We study eight real-world networks 

for which SC displays useful and desirable properties, such as clear ranking of nodes and scale-

free characteristics. Compared with the number of links per node, the ranking introduced by SC 

(for the nodes in the protein interaction network of S. cereviciae) is more highly correlated with 

the lethality of individual proteins removed from the proteome. 
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I. INTRODUCTION 

Complex networks, consisting of sets of nodes or vertices joined together in pairs by links or 

edges, appear frequently in various technological, social and biological scenarios [1–5]. These 

networks include the Internet [6], the World Wide Web [7], social networks [8–10], scientific 

collaboration networks [11], lexicon or semantic networks [12,13], neural networks [14], food 

webs [15], metabolic networks [16], and protein–protein interaction networks [17]. They have 

been shown to share global statistical features, such as the “small world” and the “scale-free” 

effects, as well as the “clustering” property. The first feature is simply the fact that the average 

distance between nodes in the network is short and usually scales logarithmically with the total 

number of nodes [18]. The second is a characteristic of several “real-world” networks in which 

there are many nodes with low degree and only a small number with high degree (the so-called 

"hubs" [19]). The node degree is simply the number of ties a node has with other nodes. In scale-

free networks, the node degree follows a power-law distribution. Finally, clustering is a property 

of two linked nodes that are each linked to a third node [7]. In consequence, these three nodes 

form a triangle and the clustering is frequently measured by counting the number of triangles in 

the network [20]. 

It has been observed that not only triangles but also other subgraphs are significant in real 

networks. We say that a graph )','(' EVG =  is a subgraph of ),( EVG =  if VV ⊆'  and .' EE ⊆   

The term “network motifs” designates those patterns that occur in the network far more often than 

in random networks with the same degree sequence [21]. Network motifs found in technological 

and biological networks are small subgraphs that capture specific patterns of interconnection 

characterizing the networks at the local level [21,22]. 

II. CENTRALITY MEASURES 
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Another kind of local characterization of networks is made numerically by using one of several 

measures known as “centrality” [23]. One of the most used centrality measures is the “degree 

centrality”, DC [7], which is a fundamental quantity describing the topology of scale-free 

networks [18]. DC can be interpreted as a measure of immediate influence, as opposed to long-

term effect in the network [23]. For instance, if a certain proportion of nodes in the network are 

infected, those nodes having a direct connection with them will also be infected. However, 

although a node in a network may be linked to only one node, the risk of infection to the first node 

remains high if the latter is connected to many others. 

There are several other centrality measures that have been introduced and studied for real 

world networks, in particular for social networks. They account for the different node 

characteristics that permit them to be ranked in order of importance in the network. Betweenness 

centrality (BC) characterizes how influential a node is in communicating between node pairs [24]. 

In other words, BC measures the number of times that a shortest path between nodes i and j 

travels through a node k whose centrality is being measured. The farness of a vertex is the sum of 

the lengths of the geodesics to every other vertex. The reciprocal of farness is closeness centrality 

(CC). The normalized closeness centrality of a vertex is the reciprocal of farness divided by the 

minimum possible farness expressed as a percentage [7,23]. This measure is only applicable to 

connected networks, since the distance between unconnected nodes is undefined. Neither BC nor 

CC can be related to the network subgraphs in a way that permits them to be considered as 

measures of node subgraph centrality. 

A centrality measure that is not restricted to shortest paths is the eigenvector centrality (EC) 

[25], which is defined as the principal or dominant eigenvector of the adjacency matrix A 

representing the connected subgraph or component of the network. It simulates a mechanism in 

which each node affects all of its neighbors simultaneously [26]. EC cannot be considered as a 
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measure of centrality whereby nodes are ranked according to their participation in different 

network subgraphs. For instance, in a graph with all nodes having the same degree (a regular 

graph), all the components of the main eigenvalue are identical [27], even if they participate in 

different subgraphs. EC is better interpreted as a sort of extended degree centrality which is 

proportional to the sum of the centralities of the node’ neighbors. Consequently, a node has high 

value of EC either if it is connected to many other nodes or if it is connected to others that 

themselves have high EC [28]. 

In Fig. 1, we illustrate two regular graphs, with eight and nine nodes, and degrees equal to 3 

and 6, respectively. In graph (a), nodes { }8,2,1  are the only ones forming part of a triangle. 

Vertices { }6,4  form part of three squares, vertices { }7,5,3  form part of only two and the rest do 

not form part of any. The analysis can be obviously extended to larger subgraphs. However, it is 

evident that there are three groups of distinguishable vertices in the graph: { }8,2,1 , { }6,4  and 

{ }7,5,3 . These are distinguishable according to their participation in the different subgraphs, 

although they cannot be distinguished by EC. In graph (b), vertices { }8,6,5,3,1  take part in 44 of 

the 100 squares present in the graph, while vertices { }9,7,4,2  take part in 45 (all vertices take part 

in the same number of smaller subgraphs; e.g., edges, triangles, connected triples). However, 

these groups of vertices cannot be distinguished by any of the centrality measures (DC, CC, BC 

and EC). 

Insert Fig. 1 about here. 

In this work, we propose a method for characterizing nodes in a network according to the 

number of closed walks starting and ending at the node. Closed walks are appropriately weighted 

such that their influence on the centrality decreases as the order of the walk increases. Each closed 

walk is associated with a connected subgraph, which means that this measure counts the times 
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that a node takes part in the different connected subgraphs of the network, with smaller subgraphs 

having higher importance. Consequently, we will call this measure the “subgraph centrality” (SC) 

for nodes in a network. 

III. SUBGRAPH CENTRALITY MEASURE 

Let G be a simple graph of order N . The graph spectrum is the set of eigenvalues of the 

adjacency matrix of the graph. Graph spectral density is the density of the eigenvalues of its 

adjacency matrix, which can be directly related to the topological features of the graph through 

the spectral moments [29,30]. For instance, the number of closed walks of length k starting and 

ending on vertex i  in the network is given by the local spectral moments ( )ikµ , which are simply 

defined as the i th diagonal entry of the k th power of the adjacency matrix, A: 

( ) ( )ii
k

k i A=µ  (1) 

These closed walks are directly related to the subgraphs of the network. For instance, a closed 

walk of order three represents a triangle, closed walks of order four represent subgraphs of four 

nodes, and so forth. It is worth noting to comment that even closed walks, i.e., those going back 

and forth through an even number of edges, can be trivial. A trivial closed walk is that describing 

a subgraph that does not contains any cycle, i.e., acyclic subgraphs. In Table 1 we illustrate the 

closed walks of length four (two trivial and one non-trivial) and the subgraphs described by them.  

Insert Table 1 about here. 

We define the subgraph centrality of the vertex i as the “sum” of closed walks of different 

lengths in the network starting and ending at vertex i . As this sum includes both trivial and non-

trivial closed walks we are considering all subgraphs, i.e., acyclic and cyclic, respectively. The 

contribution of these closed walks decreases as the length of the walks increases. That is, shorter 
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closed walks have more influence on the centrality of the vertex than longer closed walks. This 

rule is based on the observation that motifs in real-world networks are small subgraphs. The 

extreme case is that of closed walks of length two only, giving a weight of zero to longer walks. 

This case corresponds to the vertex degree centrality. On the other hand, the use of the sum of 

closed walks for defining subgraph centrality presupposes a mathematical problem as the series 

∑
∞

=
∞=

0
)(

k
k iµ  diverges. Consequently, we avoid this problem by scaling the contribution of 

closed walks to the centrality of the vertex by dividing them by the factorial of the order of the 

spectral moment. That is, the subgraph centrality of vertex i  in the network is given by: 

( ) ( )
∑
∞

=

=
0 !k

k

k
i

iSC
µ

. (2) 

Let λ  be the main eigenvalue of A. For any nonnegative integer k  and any { } ,,...,1 ni ∈  

k
k i λµ ≤)( , series (2), whose terms are nonnegative, converges. 

( ) λ
∞

=

∞

=

=λ≤
µ

∑∑ e
!k!k

i

0k

k

0k

k  (3) 

Thus, the subgraph centrality of any vertex i  is bounded above by .)( λeiSC ≤  The following 

result shows that the subgraph centrality can be obtained mathematically from the spectra of the 

adjacency matrix of the network. 

Theorem: Let ),( EVG =  be a simple graph of order .N  Let ,1v ,2v …, Nv  be an orthonormal 

basis of NR composed by eigenvectors of A  associated to the eigenvalues Nλλλ ,...,, 21 . Let i
jv  
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denote the i th component of .jv  For all Vi ∈ , the subgraph centrality may be expressed as 

follows: 

( ) ( )∑
=

=
N

j

i
j

jeviSC
1

2 λ  (4) 

Proof: The orthogonal projection of the unit vector ie  (the i th vector of the canonical base of nR ) 

on jv  is 

.,
,

)(
2 j

i
jjjij

j

ji
ij vvvvev

v

ve
epr ⋅===  (5) 

Hence, the number of closed walks starting at vertex i  can be expressed in terms of the 

spectral properties of the graph as follows: 

( ) ( ) .)(),(,)(
1

2

1 1
∑∑ ∑

== =
====

N
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i
j

k
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N

j
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Using expression (2), we obtain 

( ) ( )
∑ ∑
∞

= =













=
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2
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j

k
j

k
v

iSC
λ
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By reordering the terms of series (7), we obtain the absolutely convergent series: 

( ) ( )( ),)(
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1

2

1 0
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 (8) 

which, obviously, also converges to ).(iSC  Thus, the result follows. 
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It has been stated by previous authors that among all graphs with n nodes, the maximal 

centrality should be attained by the hub of a star [31]. A star with n nodes, designed as nS , is a 

tree with one node having degree 1−n  and the others having degree 1. However, in terms of the 

number of times a vertex takes part in network subgraphs, the perspective is different. For 

instance, a vertex in the complete graph nK  takes part in a higher number of subgraphs than the 

hub of the star nS  (for 3≥n ). The complete graph,  nK ,  is the graph of n nodes in which each 

pair of nodes is connected by an edge. nK  can be decomposed into one subgraph isomorphic to 

nS  and ( )( ) 2/21 −− nn  edges, which means that all subgraphs contained in the star nS  are a 

subclass of the subgraphs contained in the complete graph nK . Take for instance the simple 

example of 5K  and 5S . Any node of  5K  takes part in 6 connected triples and 2 triangles, which 

are the only two connected subgraphs of three nodes that exist. However, the central node of 5S  

takes part in 6 connected triples but each of the other nodes take part in only two and none of 

these nodes take part in any triangle, showing that nodes in the complete graph take part in a 

higher number of subgraphs that nodes in the star. In other words, any vertex of nK  takes part in 

the same number of (acyclic) subgraphs in which the hub of the star participates plus in many 

other acyclic and cyclic subgraphs. In general, of all connected graphs with n nodes, the maximal 

subgraph centrality is attained by the vertices of the complete graph. 

Proposition: Let G  be a simple and connected graph of order .1>n  Then for every vertex ,i  

( ) .11 1





 −+≤ −

e
ne

n
iSC n  The equality holds if and only if G  is the complete graph .nK  

Proof: Since G is nontrivial, let x be an edge of G. Let G–x be the graph obtained by removing x 

from G. Then the number of closed walks of length k in G–x is equal to the number of closed 
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walks of length k in G minus the number of closed walks of length k in G containing x. 

Consequently, for all i, SC(i) in G–x is lower than or equal to SC(i) in G. In closing, the maximum 

SC(i) is attained if and only if G  is the complete graph .nK  

We now compute SC(i) in .nK  The eigenvalues of nK  are 1−n  and 1−  (with multiplicity 

1−n ). Let ,1,...,1
1 
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eigenvectors of ,nK  where 1v  is the eigenvector associated with .1−n  Thus, by spectral 
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Hence, ( ) .11 1
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IV. APPLICATIONS TO ARTIFICIAL NETWORKS 

In this section, we present several tests of our centrality measure in “artificial” regular graphs, and 

we compare it with other centrality measures. We selected regular graphs as a challenging set of 

graphs because their nodes have identical DC and EC. Graph (a) in Fig. 1 also has identical CC 

for all nodes (normalized CC = 63.636). However, nodes are grouped into three different groups 

according to BC: { }8,2,1  BC = 9.529, { }7,5,3  BC = 11.111 and { }6,4  BC = 7.143. The same 

clustering is obtained by SC but follows a different order: { }8,2,1  SC = 3.902, { }7,5,3  SC = 3.638 

and { }6,4  SC = 3.705. This order is expected in accordance with the number of times each node 

takes part in the small subgraphs, e.g., triangles and squares, as given in Fig. 1.  
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Graph (b) in Fig. 1 represents a more challenging example, as it has identical DC, CC, EC and 

BC for all nodes of the graph, and every node participates in the same number of triangles. 

However, SC is able to differentiate nodes { }8,6,5,3,1  (SC = 45.651) from nodes { }9,7,4,2  (SC = 

45.696) following the trend marked by the number of squares in which every node participates; 

i.e., 44 for nodes in the first group and 45 for nodes in the second. Despite this difference is of 

only one it clearly indicates that both groups of nodes are different respect to their participation in 

subgraphs. The difference in the number of other subgraphs (not calculated) could be greater for 

both graphs, but our objective is to show that different groups of nodes (according to their 

participation in subgraphs) are differentiated by SC, which is clearly observed for the examples 

given below. 

We have calculated SC for 210 regular graphs. The number of vertices in the graphs ranged 

from six to ten, and the degrees of the vertices ranged from three to seven. In all these cases, we 

have found that for graphs whose nodes all have identical SC, all nodes also have identical values 

of DC, BC, CC and EC. However, we have found several examples in which SC differentiates 

nodes even when the other centrality measures are identical. In other words, we have empirically 

observed that of all centrality measures tested, SC had the greatest discriminative power. These 

characteristics are independent of the size of the graph analyzed and they are straightforwardly  

generalized for larger regular networks. However, we have not been able to prove this result 

mathematically for the general case and we propose it in the form of a conjecture: 

Conjecture: Let G be a graph having identical subgraph centrality for all nodes. Then the 

degree, closeness, eigenvector and betweenness centralities are also identical for all nodes. 

V. APPLICATIONS TO REAL-WORLD NETWORKS 

We explored the characteristics of our network subgraph centrality in several kinds of real-world 

network, including: (i–ii) two protein–protein interaction networks (PINs), one of the yeast 
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Saccharomyces cerevisiae (PIN-1) compiled by Bu et al. [32] on data obtained by von Mering et 

al. [33] by assessing a total of 80,000 interactions among 5400 proteins assigning each interaction 

a confidence value. Bu et al. [32] focused on 11,855 interactions between 2617 proteins with high 

and medium confidence in order to reduce the influence of false positives. The PIN of the 

bacterium Helicobacter pylori (PIN-2) obtained from the Database of Interacting Proteins [34]; 

(iii–iv) two vocabulary networks in which nodes represent words taken from a dictionary. A 

directed link from a word to another exists if the first word is used in the definition of the second 

one. One of these networks is built using the Roget’s Thesaurus of English (Roget) [35], and the 

other is built using the Online Dictionary of Library and Information Science (ODLIS) [36]; (v) a 

scientific collaboration network in the field of computational geometry compiled from the 

Computational Geometry Database, version of February 2002 [37] where nodes represent 

scientists, and two nodes are connected if the corresponding authors wrote a paper together; (vi) a 

citation network of papers published in the Proceedings of Graph Drawing in the period 1994–

2000 [38] where nodes are papers and two nodes are connected if one paper cites another; (vii–

viii) the Internet at the autonomous systems (AS) level as of September 1997 and of April 1998 

analyzed by Faloutsos et al. [6]. Although some of these relationships are inherently directed, we 

have ignored direction and consider networks to be undirected for the current analysis. On the 

other hand, in order to make appropriate comparisons between SC and the other centrality 

measures, we studied only the main component of these networks owing to the fact that some of 

the centrality measures cannot be defined for nonconnected graphs. Datasets were collected from 

the European Project COSIN (http://www.cosin.org/) and from Pajek program datasets 

(http://vlado.fmf.uni-lj.si/pub/networks/data/). 
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VI. COMPARISON TO OTHER CENTRALITY MEASURES 

It has been previously shown that strong correlations exist among different centrality measures 

[39]. This is not surprising because these measures are defined so as to account for the notion of 

centrality of the nodes in the graph. For instance, nodes with large degrees show in general short 

average distance to the other nodes in the network, which produces high correlations between 

node degrees and various measures of centrality. Nodes with large degrees are also expected to 

participate in large amounts of subgraphs, such as simply connected triplets, triangles, squares and 

so forth. Consequently, we have observed that, in general, subgraph centrality yields the highest 

rank orders for those nodes of largest degrees in the network, despite the fact that both measures 

disagree very significantly for the majority of other nodes (graphics not shown). In the next 

section, we will analyze the ranking of nodes in more detail. 

A global characterization of the network can be carried out by mean of the average subgraph 

centrality, SC . It has been recommended that the use of centralization instead of centrality is 

more appropriate for these sort of global measures [8]. An analytical expression for SC  can be 

obtained using a procedure analogous to that described for proving the previous theorem, showing 

that SC  depends only on the eigenvalues and size of the adjacency matrix of the network: 

( ) ∑∑
==

==
N

i

N

i

ie
N

iSC
N

SC
11

11 λ        (10) 

In Table 2 we give the values of SC  as well as the other centralization measures, i.e., 

average degree DC , average betweenness BC , average closeness CC  and average EC 

EC , as well as the average clustering coefficient for the whole network, C. We also give the 

squared correlation coefficients, R2,  for the linear regression between the corresponding 

centralization measure and SC . As we can see in Table 2 SC  is not linearly related to any of 
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the other centralization measures ( 5.02 <R ). The only significant relation is obtained between 

DC  and SC , which indicates that as an average the nodes with larger degrees in the network 

are also those which participates in a higher number of subgraphs.  

Insert Table 2 about here. 

VII. RANKING OF NODES 

One of the most distinctive characteristics of centrality measures is their ability to rank nodes in a 

network according to the topological features that they account for. It is clear that DC takes into 

account the immediate effect that the closest nodes produce on the corresponding vertex. Our SC 

measure takes into account not only the immediate effects of the closest nodes but also the long-

range effects “transmitted” through the participation of a node in all subgraphs existing in the 

network, giving more weights to shorter subgraphs. Despite these differences, there were several 

cases in which the ranking of the most central nodes in a network showed great resemblance in 

both measures. For instance, in the top-10 rankings produced by DC and SC of the words in the 

Roget Thesaurus of English, there are seven words that coincide. Eight words in the ODLIS 

network, seven authors in the Computational Geometry collaboration network and seven nodes in 

Internet-1997 also coincide for both rankings. In the PIN-1 the number of proteins that coincide in 

the top-10 rankings is only two, and in PIN-2 there are five. In spite of these coincidences, the 

exact ranking of the most central nodes differs in order. While “indication” and “deterioration” 

are the most connected words in Roget, “inutility” and “neglect” are the most central according to 

SC. L. J. Guibas is the most connected author in the collaboration network of Computational 

Geometry with 102 coauthors and P. K. Agarwal is the second with 98 coauthors. However, 

Agarwal is ranked as the most central author according to SC, while Guibas is second. This 

situation is repeated several times in most of the networks analyzed. 



 15

In order to understand the main differences in the orders imposed by these two centrality 

measures, we have selected an example from the collaboration network of Computational 

Geometry authors. We selected at random two authors with the same degree and different 

subgraph centrality (see Fig. 2): Timothy M. Y. Chan and S. L. Abrams, both having DC = 10, 

but having 91009.8 ⋅=SC  and 47.974=SC , respectively. Despite both authors’ having the same 

number of coauthors, Chan is connected to five of the hubs of this collaboration network: 

Agarwal (98), Snoeyink (91), Sharir (87), Tamassia (79) and Yap (76) (DC are given in 

parenthesis). However, Abrams is connected to authors having lower numbers of coworkers; e.g., 

Patrikalakis has 31 coauthors and the rest have only five to 16 collaborators. This simple 

difference means that Chan is separated from 623 other authors by a distance of only two; i.e., 

simply connected triplets, while this number is significantly lower for Abrams, i.e., only 116. The 

risk that Chan is “infected” with an idea circulating among the authors in this field of research is 

much higher than the risk with Abrams. This difference is accounted for the subgraph centrality. 

Insert Fig. 2 about here. 

A similar analysis can be realized for nodes having degree one in a network. According to DC, 

these are the less central nodes of the network. However, we can rank them by SC to see whether 

one is more or less central. Of all the words in the Roget Thesaurus with degree one, “mart” is 

ranked by SC as the most central and “sensualist” as the least central. While “mart” is connected 

to “store”, a hub connected to 20 other words, “sensualist” is only connected to “libertine”, which 

is connected only to “impurity”, a word linked only to two other words: “purity” and 

“uncleanness”. 

VIII. SUBGRAPH CENTRALITY AND PROTEIN LETHALITY 

In order to investigate the consequences of the differences in the ranking of nodes in real-life 

scenarios, we have selected the lethality of proteins in S. cereviciae (PIN-1). Jeong et al. [40] have 
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shown that the likelihood that removal of a protein from the yeast proteome will prove lethal 

correlates with the number of interactions that the protein has; i.e., its node degree. We first 

ranked all proteins in PIN-1 according to both DC and SC, and then counted the cumulative 

number of lethal proteins in the first n proteins of the ranking, with an increasing step of 10. For 

instance, we counted the number of lethal proteins in the first 10 proteins in each ranking, then in 

the first 20, and so forth. In Fig. 3, we give the general trends for the first 300 proteins in both 

rankings based on DC and SC. It can be seen that the ranking introduced by SC contains more 

essential proteins than that introduced by the number of interactions that a protein has. For the 

first 300 proteins, for example, the number of essential proteins according to SC is 148, while 

according to DC it is only 135.  

Insert Fig. 3 about here. 

In order to understand these differences, we must first investigate which topological features 

determine the differences in the ranking of proteins according to each centrality measure. The 

most central proteins according to DC are YPR110C and YIL035C, which are transcription 

proteins, both with 64 interactions. According to SC, the most central protein is the transcription 

protein YNL061W, which has only 48 interactions. However, YNL061W participates in 162 

triangles, while the most connected proteins (YPR110C and YIL035C) participate in 52 and 120 

triangles, respectively. If we consider the top 10 proteins according to SC, the average number of 

triangles in which each protein participates is 127, while this average is only 57 for the top 10 

proteins in the DC ranking. Our centrality measure takes into account not only the number of 

triangles but also the number of simply connected triplets, the number of squares, and other 

subgraphs in which a node participates. These subgraphs, particularly triangles and squares, can 

play an important role in understanding the evolution of the protein–protein interaction network 
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[21, 22]. According to the coupled duplication-divergence model of evolution after gene 

duplication, both of the expressed proteins will have the same interactions [41]. In this model, it is 

proposed that both duplicate genes are subject to degenerative mutations, losing some functions 

but jointly retaining the full set of functions present in the ancestral gene. More recently, van 

Noort et al. [42] have reproduced the scale-free and small-world characteristics of the yeast co-

expression network using a similar model, based on the simple neutralist´s model, which consists 

of co-duplication of genes with their transcription factor binding sites (TFBSs), deletion and 

duplication of individual TFBSs, and gene loss [42]. Among the effects manifested by these 

models on the topology of the PIN is the tendency to generate bi-connected triplets and 

quadruples of nodes; i.e., triangles and squares. Triangles are formed among the duplicating genes 

and any neighbor of the parent gene, and squares are formed analogously between duplicating 

genes and any pair of neighbors of the parent gene. These structural features characterizing the 

topology of the PINs are appropriately measured by the subgraph centrality, which counts the 

number of weighted subgraphs in which a node of the network participates, giving higher weights 

to smaller subgraphs. We therefore conclude that our finding concerning the centrality–lethality 

relation in the yeast PIN is a consequence of the fact that indispensability of a given protein in the 

PIN is more a consequence of its imbrications in certain structural motifs, such as triangles and 

squares, than of its connectivity. 

IX. SCALING PROPERTIES 

In a general classification of small-world networks, Amaral et al. [43] have presented empirical 

evidence for the occurrence of three structural classes. According to the cumulative distribution of 

vertex degrees, they found: (i) scale-free networks, characterized by a connectivity distribution 

with a tail that decays as a power law; (ii) truncated scale-free networks, characterized by a 

connectivity distribution that has a power-law regime followed by a sharp cutoff of the tail; and 
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(iii) single-scale networks, characterized by a connectivity distribution with a fast decaying tail. 

Power-law distributions have also been observed for the betweenness centrality in several types of 

network, which have been used to classify scale-free networks [44]. 

In the following, we use cumulative rather than density distribution of both DC and SC, based 

on the work of Amaral et al. [43] and other evidence for its advantages in small, noisy data sets 

[39]. All eight networks studied displayed a cumulative subgraph centrality distribution that 

corresponded with scale-free characteristics. In Fig. 4, we illustrate the linear-log plots of the 

cumulative distributions of SC (left) and DC (right) for the eight networks. Interestingly, the PIN 

of S. cereviciae does not display scale-free degree distribution but rather corresponds with a 

broad-scale network, in which a power-law regime is followed by a large tail that decays 

according to an exponential or Gaussian law. We have investigated this distribution in detail for 

this network and observed a power-law distribution for the region of lower degree, with a squared 

correlation coefficient greater than 0.98. Similar behavior was found by Amaral et al. for the 

movie actor network, first reported as scale free [19] and then later found to display truncated 

scale-free characteristics. Recently, Newman has reported that three bibliographic networks in the 

fields of biology, physics, and mathematics do not follow power laws, but probably display broad-

scale behavior [45]. 

Insert Fig. 4 about here. 

The vocabulary network of the Roget Thesaurus and the citation network of Graph Drawing 

Proceedings are both single-scale networks following a connectivity distribution with an 

exponential or Gaussian decaying tail. However, they both show clear scale-free subgraph 

centrality distributions. The scale-free characteristics of the SC distribution can be explained as 

follows. SC measures the number of times a node participates in all subgraphs in the network, 
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giving more weight to smaller subgraphs. Consequently, nodes with high SC participate in a high 

number of small subgraphs, such as connected triplets, triangles, squares, etc. The frequency of 

these nodes in the network is significantly lower than that of nodes participating in a small 

number of subgraphs or participating only in large subgraphs from which a fat tail distribution 

results. These scale-free behaviors of the SC distribution are not expected to be universally 

followed for all kinds of network. In fact, we have found exponential decay distributions for SC in 

some networks, such as food webs. 

X. CONCLUSIONS 

We have proposed a new centrality measure for the nodes of a network, based on spectral 

properties, which shows interesting and desirable properties. It characterizes nodes according to 

their participation in structural subgraphs in the network, giving higher weights to the smaller 

subgraphs that can be involved in network motifs. This centrality has been tested in artificial 

networks, showing that it is more discriminative than degree, betweenness, closeness or 

eigenvector centrality for the nodes of a network. In real-world complex networks, the subgraph 

centrality does not show strong correlation with other centrality measures, and it gives a distinctly 

different ranking of nodes. In the networks studied here, subgraph centrality displays a power-law 

distribution even in cases in which degree centrality does not display a scale-free distribution. 
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Figure captions 

FIG. 1. Examples of regular graphs with nodes distinguished by subgraph centrality but not by 

other centrality measures. All nodes in graph (a) have identical DC, CC and EC but are 

distinguished by BC and SC. The numbers of triangles and squares are given as an ordered pair in 

parentheses. In graph (b), all nodes have identical DC, CC, BC, and EC but are differentiated by 

SC. 

FIG. 2. Subgraphs of the collaboration network in Computational Geometry for two author with 

the same degree centrality but different subgraph centrality: Timothy M. Y. Chan and S. L. 

Abrams and all their coworkers. 

FIG. 3. The number of essential proteins in the PIN of S. cereviciae according to the ranking of 

nodes produced by DC (red) and SC  (blue). 

FIG. 4. Linear-log plot of the cumulative distribution of SC (left) and DC (right) in eight complex 

networks. 
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Fig. 3 
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Table 1. Illustration of the relationship between closed walks (trivial and non-trivial) of length 

four and the subgraphs associated to them.  

 

Type Closed Walk Subgraph 
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Table 2. Summary of results of eight real-world complex networks. 

 

Network Nodes Links DC  BC  CC  EC  C SC  

PIN-1 2224 6608 5.94 3752.7 23.3 0.0078 0.200 87269.5 

PIN-2 710 1396 3.93 1117.5 24.5 0.0219 0.025 64.7 

Roget 994 3640 7.32 1526.9 24.9 0.0209 0.162 239.4 

ODLIS 2898 16376 11.30 3142.9 32.1 0.0107 0.351 5.3 × 1015

Geom 3621 9461 5.22 7811.2 19.5 0.0047 0.679 1.1 × 109

GD 249 635 5.10 390.6 24.8 0.0378 0.287 64.3 

Int-97 3015 5156 3.42 4161.6 27.3 0.0082 0.348 2.05 × 1010

Int-98 3522 6324 3.59 4870.8 27.3 0.0076 0.340 4.04 × 1011

R2   0.748 0.001 0.543 0.023 0.012  

DC, degree centrality; CC, normalized closeness centrality; BC, betweenness centrality; 

EC, eigenvector centrality; SC, subgraph centrality; C, Watts-Strogatz clustering 

coefficient [14], m  symbol is used for average values for all nodes of the network. R2 is 

the square correlation coefficient of the linear regression between the corresponding 

centrality measure and SC . 

 


