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The DO Collaboration has studied for the first time the properties of hadron-collider jets reconstructed with
a successive-combination algorithm based on relative transverse morkehtaf €nergy clusters. Using the
standard valu® = 1.0 of the jet-separation parameter in thealgorithm, we find that the@; of such jets is
higher than theE; of matched jets reconstructed with cones of radRss 0.7, by about 58) GeV at pt
~90 (240) GeV. To examine internal jet structure, kealgorithm is applied withirD =0.5 jets to resolve
any subjets. The multiplicity of subjets in jet samples/at=1800 GeV and 630 GeV is extracted separately
for gluons M) and quarks Ifly), and the ratio of average subjet multiplicities in gluon and quark jets is
measured as(Mg)—1)/((Mg)—1)=1.84+0.15 (staty-g33 (syst). This ratio is in agreement with the ex-
pectations from theierwiG Monte Carlo event generator and a resummation calculation, and with observations
in e*e” annihilations, and is close to the naive prediction for the ratio of color charge®, 6€-=9/4
=2.25.

DOI: 10.1103/PhysRevD.65.052008 PACS nuntber13.87.Ce, 12.38.Qk, 14.65.Bt, 14.70.Dj

[. INTRODUCTION ates the large number of particles produced in a hard-
scattering process with the quarks and gluons of QCD. We

The production of gluons and quarks in high-energy col-yo600 jets with a successive-combination algorifta®—23

lisions, .and their develqpment into the_jets of particles ob ased on relative transverse momeria)(of energy clus-
served in experiments, is usually described by the theory Qfys described in Sec. IlI. In this paper, we present the first
quantum chromodynamic&QCD). In perturbative QCD, @ measurement of jet properties using the(sometimes writ-
produced partorigluon or quarkemits gluon radiation, with - 1en k) algorithm at a hadron collider. The momentum cali-
each subsequent emission carrying off a fraction of the origiyration of jets in thek, algorithm is outlined in Sec. Il C,
nal parton’s energy and momentum. The probability for afo|lowed in Sec. 1l D by a simple comparison with jets de-
gluon to radiate a gluon is proportional to the color factorfined with the fixed-cone algorithm. To study jet structure,
Ca=3, while gluon radiation from a quark is proportional to the k, algorithm is then applied within the jet to resolve
the color factorCg=4/3. In theasymptotic limit, in which  subjets, as described in Sec. Il E.dfe™ annihilations, the
the radiated gluons carry a small fraction of the original parnumber of subjets in gluon jets was shown to be larger than
ton’s momentum, and neglecting the splitting of gluons tojn quark jets[13,16. In pp collisions, identifying gluon and
quark-antiquark pairgwhose probability is proportional to quark jets is more complicated than éfie™ annihilations.
the color factorTg=1/2), the average number of objects We approach this issue by comparing central jet samples at
radiated by a gluon is expected to be a fadiq/Ce=9/4  /s=1800 GeV and 630 GeV, with the samples described in
higher than the number of objects radiated by a qii&tkin  sec. V. For moderate jepr (55-100 GeV, the \s
general, it is expected that a gluon will yield more particles— 1300 Gev sample is gluon-enriched, and thés
with a softer momentum distribution, relative to a quark —g39 Gev sample is quark-enriched. Section IVD de-
[2.3]. . ) . scribes a simple method developed to extract the separate
Although gluon jets are expected to dominate the finalgpjet multiplicity for gluon and for quark jets. The method
state of proton-antiprotonp(p) collisions at high energies, does not tag individual jets, but instead, we perform a statis-
quark jets make up a significant fraction of the jet crosstical analysis of the samples d6=1800 GeV and 630 GeV
section at highky=2py/+/s, wherey/s is the total energy of [24]. The method requires the relative mix of quarks and
the pp system, ang+ is the jet momentum transverse to the gluons in the two data samples, which is derived from a
hadron-beam direction. The ability to distinguish gluon jetsMonte Carlo event generator that uses the parton distribution
from quark jets would provide a powerful tool in the study of functions[25,26], measured primarily in deep inelastic scat-
hadron-collider physics. To date, however, there has beei®ring. Subsequent sections describe the measurement of the
only little experimental verification that gluon jets produced subjet multiplicity in DOdata and Monte Carlo simulations,
in hadron collisions display characteristics different fromthe corrections used in the procedure, and the sources of
quark jet§4—8]. For fixedps, we analyze the internal struc- Systematic uncertainty. We conclude with comparisons to
ture of jets atys=1800 GeV and 630 GeV by resolving jets Previous experimental and theoretical studies.
within jets (subjets [7,9—17. Using the expected fractions

of gluon and quark jets at eacls, we measure the multi- Il. DO DETECTOR
plicity of subjets in gluon and in quark jets. The results are o
presented as a ratio of average multiplicities: ((Mg) DO is a multipurpose detector designed to styjy col-

—1)/((Mg)—1) of subjets in gluon jets to quark jets. This lisions at the Fermilab Tevatron Collider. A full description

measured ratio is compared to that observed’ie™ anni-  of the DO detector can be found in Rdf19]. The primary

hilations [13,16], to predictions of a resummed calculation detector components for jet measurements Atdd®©the ex-

[11,14,17, and to theHERWIG [18] Monte Carlo generator of cellent compensating calorimeters. Thé D&orimeters use

jet events. liquid-argon as the active medium to sample the ionization
The DOdetecto19], described briefly in Sec. Il, is well- energy produced in electromagnetic and hadronic showers.

suited to studying properties of jets. A jet algorithm associ-The elements of the calorimeter systems are housed in three

052008-3
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FIG. 1. One quadrant of the DEnlorimeter and drift chambers,
projected in the —z plane. Radial lines illustrate the detector pseu-
dorapidity and the pseudoprojective geometry of the calorimete
towers. Each tower has sizenpxX A ¢=0.1X0.1.

cryostats. The central calorimeté€C) covers the region

| 7| <1.0, while the symmetric end calorimetdEsC) extend
coverage to|#n|<4.2, where the pseudorapidityy=
—Intan#/2 is defined in terms of the polar angle with
respect to the proton-beam directianEach system is di-
vided into an electromagneti&M), fine hadroniqFH), and
coarse hadroni¢CH) sections. The EM and FH use uranium
absorber plates as the passive medium, and the CH uses
ther coppeKCC) or stainless ste€EC). Copper readout pads
are centered in the liquid-argon gaps between the absorb

plates. Radially, the electromagnetic sections are 21 radiatiof

lengths deep, divided into 4 readout layers. The hadroni
calorimeters are 7—11 nuclear interaction lengths deep, wit

up to 4 layers. The entire calorimeter is segmented into tow

ers, of typical sizeA XA ¢=0.1X0.1, projected towards

the nominalpp interaction point in the center of the detector,
where ¢ is the azimuthal angle about tleaxis. Figure 1
shows a schematic view of one quadrant of thé €rim-
eter in ther —z plane, where is the distance from the origin
in the plane transverse to the beam axis. Each layer in
calorimeter tower is called a cell, and yields an individual
energy sampling. Energy deposited in the calorimeters b

particles fromchoIIisions are used to reconstruct jets. The

transverse energy resolution of jets for data

=1800 GeV can be parametrized [&F]
(0(E1)/E1)?~6.9/E3+0.5/E1+0.001, (2.1

with E1 in GeV.

PHYSICAL REVIEW D 65 052008

Number of events

0
Energy (arbitrary units)

FIG. 2. lllustration of the pedestal energy distribution in a calo-
rimeter cell(solid ling), stemming from uranium noise. The mean
value is defined to be zero, and the peak occurs at negative values.
ﬁemoval of the portion between the vertical dashed li@esym-
metric window about the meauyields a positive mean for the re-

maining distribution.

energy in a given cell, even in the absence of a particle flux.
For each cell, a distribution of this pedestal energy is mea-
sured in a series of calibration runs without beams in the
accelerator. The pedestal distribution due to uranium noise is
asymmetric, with a longer high-end tail, as illustrated in Fig.
2. During normal data-taking, the mean pedestal energy is
gHbtracted online from the energy measured in a hard-
Scattering event. To save processing time and reduce the
Syent size, a zero-suppression circuit is used, whereby cells
ontaining energy within a symmetric window about the
ean pedestal count are not read out. Since the pedestal
Histribution of each cell is asymmetric, zero-suppression
causes upward fluctuations in measured cell energies more
often than downward fluctuations. In the measurement of a
hard-scattering event, the net impact is an increased multi-
plicity of readout cells and a positive offset to their initial
energies.

There are two other environmental effects that contribute
to the energy offset of calorimeter cells. The first is extra

a N . .
energy from multiplegpp interactions in the same accelerator-

bunch crossing, and this depends on the instantaneous lumi-

¥|osity. To clarify the second effect, called pile-up, we turn to

how calorimeter cells are sampled, as is illustrated in Fig. 3.
The maximum drift time for ionization electrons produced in
the liquid-argon to reach the copper readout pad of a calo-
rimeter cell is about 450 ns. The collected electrons produce
an electronic signal that is sampled at the time of the bunch
crossing(base, and again 2.2.s later(peak. The difference

in voltage between the two samplgseak relative to bage

In the analysis of jet structure, we are interested in thedefines the initial energy count in a given cell. Because the

distribution of energy within jets. Apart from the energy of
particles produced in a hard-scattering event, the cells of th

signal fall-time (~30 us) is longer than the accelerator
bunch spacing (3.5«s), the base and peak voltages are

DO calorimeter are sensitive to three additional sources ofneasured with respect to a reference level that depends on
energy that contribute to a jet. The first, called uraniumprevious bunch crossings. The signal from the current bunch
noise, is a property of the detector material. The decay o€rossing is therefore piled on top of the decaying signal from

radioactive uranium nuclei in the calorimeter can produceprevious crossings. When a previous bunch crossing leaves

052008-4
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4 where the sum is over all particlesn the cone. The cen-

\' troids are used iteratively as centers for new conesyib]
space. A jet axis is defined when a cone’s centroid and geo-
metric center coincide. The fixed-cone jet algorithm allows
cones to overlap, and any single particle can belong to two or
T Provious orosting, L interactions more jets. A secgnd_paramete_r, and additional steps, are
_____ Previous crossing, M interactions needed to determine if overlapping cones should be split or
-------- Previous crossing, N interactions merged[31].

The k, jet algorithm offers several advantages over the
fixed-cone jet algorithms, which are widely used at hadron
colliders. Theoretically, th&, algorithm is infrared-safe and
collinear-safe to all orders of calculati$@0,30. The same

algorithm can be applied to partons generated from fixed-
b b t order or resummation calculations in QCD i i
, particles in a

FIG. 3. Schematic of signal voltage in a calorimeter cell as aMonte Carlo event generator, or tracks or energy depositions
function of time. The solid line represents the contribution for ain @ detector. . _ o
given event(the “current” pE bunch crossing In the absence of The k. jet a_lgor'thm IS Spec'f'_ed In Se_c' IITA. In Sec.
previous bunch crossings, the cell is sampled correctly ajust |/ B, we describe the preclustering algorithm, the goal of
before a crossing, to establish a base voltage, atigh ab establish which is to reduce the detector-dependent aspects of jet clus-
a peak voltage. The voltage differenad/=V/(t,) ~ V(ty) is pro-  tering (e.g., energy thresholds or calorimeter segmentation
portional to the initial energy deposited in the cell. The dashed lines'he momentum calibration df, jets is presented in Sec.
show example contributions from a previous bunch crossing conHl C. In Sec. Il D, jets reconstructed using tke algorithm
taining three different numbers qfp interactions. The observed are compared to jets reconstructed with the fixed-cone algo-
signal is the sum of the signals from the current and previous crosdithm. In Sec. IllE, we indicate how subjets are defined in
ings. (The figure is not to scalg. thek, algorithm.

Current crossing

energy in a particular cell, that cell’s energy count will there- A. Jet clustering

fore be reduced on average, after the baseline subtraction. . . .
There are several variants of the jet-clustering algo-

rithm for hadron collider§20-22. The main differences
. k; JET ALGORITHM concern how particles are merged together and when the
Jet algorithms assigparticles produced in high-energy cIu;tenng stops. The dl_fferen_t types_of merging, or recombi-
e . ; nation, schemes were investigated in ReD]. DO chooses
collisions to jets. Theparticles correspond to observed en- o
" . ) , . the scheme that corresponds to four-vector addition of mo-
ergy depositions in a calorimeter, or to final state particles

generated in a Monte Carlo event. Typically, such objects ard! enta., pecaus[é%O]: . .
(1) it is conceptually simple;

first organized into preclustefdefined beloy; before being . . .
processed through the jet algorithms: The jet algorithms 2 'itnCgfffg%l?ﬁiIzighni[slcghig_e used in khealgorithm
therefore do not depend on the nature of the particles. We (3) it has no energy defeg82], a measure of perturbative

discuss two jet algorithms in this paper: the and cone jet o 3 i
. . . stability in the analysis of transverse energy density
algorithms, with emphasis on the former. o
within jets; and

In_the k% Jet .algor'lthm, pairs of particles are mefged suc- (4) it is better suited33] to the missing transverse energy
cessively into jets, in an order corresponding to increasing o . Lo
calculation in the jet-momentum calibration method

relative transverse momentum. The algorithm contains a used by DO
single parameteD (often calledR in some references y
which controls the cessation of merging. Every particle in theTo stop clustering, DChas adopted the proposi2] that
event is assigned to a singte jet. halts clustering when all the jets are separated\®>D.

In contrast, the fixed-cone algorithi29] associates into a This rule is simple, and maintains a similarity with cone
jet all particles with trajectories within an are®e==R?2,  algorithms for hadronic collisions. The vali®=1.0 treats
where the parameteR is the radius of a cone inz7(¢) initial-state radiation in the same way as final-state radiation
space. The Ddixed-cone algorithni27,30 is an iterative  [11,34).
algorithm, starting with cones centered on the most energetic The jet algorithm starts with a list of preclusters as de-

particles in the eventcalled seeds The energy-weighted fined in the next section. Initially, each precluster is assigned
centroid of a cone is defined by a momentum four-vector

E £ (E,p) = Epreciustef 1,SIN6 cOSeh, sind sin ¢, cosd) ,
- T
c_ I

S

> Erd
C:'—, (3.1 written in terms of the precluster anglésnd ¢. The execu-
E El tion of the jet algorithm involves:
P (1) Defining for each object in the list:

Ui @
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(2) (b) .
e —
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FIG. 5. Mean energies in calorimeter cells for a sample of

minimum-bias events. The contribution from instrumental effects is
included, which occasionally leads to negative energy readings. For

» [+2]
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[=] o
(=] o
T T

Number of events/1.6 MeV
S
(=)
o
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o
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(e) 63) each cell, the energy distribution illustrated in Fig. 2 is fitted to a
/ Gaussian. Before readout, the zero-suppression circuit in each cell’s
= Beam —— ——=—r— Beam —— electronics sets to zero energy the channels in a symmetric window
\ about the mean pedestal. These channels are not read out, causing
the dip observed near zero.
*

R ) - B. Preclusterin
FIG. 4. A simplified example of the final state of a collision g

between two hadronga) The particles in the everitepresented by In the computer implementation of the jet algorithm,
arrows comprise a list of objectgb)—(f) Solid arrows representthe the processing time is proportional %, whereN is the
final jets reconstructed by the algorithm, and open arrows rep- number of particlegor energy signa)sin the even{20]. The
resent objects not yet assigned to jets. The five diagrams showero-suppression circuit reduces the number of calorimeter
successive iterations of the algorithm. In each diagram, a jet igells that have to be read out in each event. To reduce this
either definedwhen it is well-separated from all other objectsr further, we employ a preclustering algorithm. The procedure
two objects are mergetvhen they have small relativie ). The  assigns calorimeter celisr particles in a Monte Carlo event
asterisk labels the relevant objetat each step. generator to preclusters, suitable for input to the jet-
clustering algorithm. In essence, calorimeter cells are col-

diiEp%F p)z(,ﬁr pf,,i ) lapsed into towers, and towers are merged if they are close
together in @, $) space or if they have smaji;. Monte
and for each pairi(j) of objects: Carlo studies have shown that such preclustering reduces the

impact of ambiguities due to calorimeter showering and fi-

2 nite segmentation, especially on the reconstructed internal jet

dijEmin[p‘zr,i ,P%j]—zu substructure. For example, when a single particle strikes the
D boundary between two calorimeter towers, it can produce

(7= 1) 2+ (i — )2 tWO clusters of energy. C;onversely,.two collinear particles

=min[p?,; ,p2,———————, (32  will often shower in a single calorimeter tower. In both
' ' D cases, there is a potential discrepancy in the number of en-

_ _ _ _ ergy clusters found at the calorimeter level and the particle
whereD is the stopping parameter of the jet algorithm. Forlevel. Preclustering at both the calorimeter and at the particle
D=1.0andAR;j<1, d;; reduces to the square of the rela- |evel within a radius larger than the calorimeter segmentation

tive transverse momentunk () between objects. integrates over such discrepancies.
(2) If the minimum of all possiblel; andd;; is ad;; , then The preclustering algorithm consists of the following six
replacing objects andj by their merged objectE;; ,p;;), steps:
where (1) Starting from a list of populated calorimeter cells in an
event, remove any cells witkE;<—0.5 GeV. Cells with
Eij=Ei+E; such negativé&E—rarely observed in minimum-bidgvents
(see Fig. b—are considered spurious.
Pij=PitP;- (2) For each calorimeter cell centered at sordgf() rela-

tive to the primary interaction vertex, define its pseudorapid-
And if the minimum is a;; , then removing objedtfrom the  ity:
list and defining it to be a jet.

(3) Repeating stepdl) and(2) when there are any objects
left in the list.

The algorithm produces a list of jets, each separated by
AR>D. Figure 4 illustrates how th&, algorithm succes-
sively merges the particles in a simplified diagram of a had- *The minimum-bias trigger requires a coincidence signal in the
ron collision. scintillating-tile hodoscopefl 9] located near the beampipe.

=—Int o
7=—Intans.
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]
(=]
(=]

(3) For each calorimeter tower sum the transverse en-
ergy of cellsc in that tower:

o

[=3

(=)
T

Et=> E.siné,

Cet

Number of preclusters
5
(=]
T

3001
whereE; is the energy deposited in cell 200: ® -
(4) Starting at the extreme negative value sfand ¢ o 005 010 045 020
=0, combine any neighboring towers into preclusters such E™(GeV)
T

that no two preclusters are withidR Pe= /A 7%+ A ¢?
=0.2. The combination follows the Snowmass prescription FIG. 6. The mean number of preclusters per event, as a function

[29]: of the setting of minimum transverse energy required for preclusters
(EF9).
Er=Eri+Eq
C. Calibration of jet momentum

n= M A correct calibration of jet momentum reduces overall

EritEq experimental uncertainties on jet production. The calibration

at DO also accounts for the contribution of the underlying
Etidi+E1d; event(momentum transferred as a result of the soft interac-
- TET] tions between the remnant partons of the proton and antipro-

ton). All such corrections enter in the relation between the
The procedure evolves in the direction of increasifigand ~ Momentum of a jet measured in the calorimez€f®and the

then increasingy. “true” jet momentump™® [35]:

. (5) Because of p_ile-up in the' palorimeter, pr.eclus.ter ener- meas et et
gies can fluctuate in both positive and negative directions. true_ Piet — Po( 7%, L,pT (3.9
Preclusters that have negative transverse enBrgyE+_ Jet Riet( 7%, peY '

<0, are redistributed tk neighboring preclusters in the fol-
lowing way. Given a negativeE; precluster with
(Ev_,7n_,¢_), we define a squar& of size (p_=*=0.1)
X (¢_=0.1). When the following holds:

wherepg denotes an offset correctioR;e, is a correction for
the response of the calorimeter to jets, ahts the instanta-
neous luminosity. A true jet is defined as being composed of
only the final-state particle momenta from the hard parton-

2 Erw(7,¢)>|Er_|, (3.3 parton scatte(i.e., before interaction in the calorimexeAl-

keS though Eq.(3.4) is valid for any jet algorithmpg and the

_ N components oR;; depend on the details of the jet algorithm.

where only preclusters with positivE; that are located Qur calibration procedure attempts to correct calorimeter-
within the squareS are included in the sum, theB;_ is  |evel jets (after interactions in the calorimejeto their
redistributed to the positive preclusters in the square, wittharticle-level(before the individual particles interact in the

each such preclustérabsorbing a fraction calorimete), using the describe#, jet algorithm, withD
=1.0. The procedure follows closely that of calibration of
Etx the fixed-cone jet algorithmpi35]. The fixed-cone jet algo-
rithm requires an additional scale factor in Eg.4), but we
gs Erk find no need for that kind of calorimeter-showering correc-

tion in thek, jet momentum calibratioh33].

of the negativeE . If Eq. (3.3 is not satisfied, the “search 1€ OffSetpg corresponds to the contribution to the mo-
square” is increased in steps Afp=+0.1 andA ¢=+0.1 mentum of a reconstructed jet that is not associated with the

and another redistribution is attempted. In the case that rdard interaction. It contains two parts:
distribution still fails for a square of 4_=*=0.7)X(¢_

+0.7), the negative energy precluster is ignofed setting Po=Oyet Ogzp,
E;+_=0). Such cases are estimated to be very rare and are
well isolated from other energy in the calorimeter. whereO,, is the offset due to the underlying event, aBgl,

(6) Preclusters with &E;<EF*®=0.2 GeV, are redis- is an offset due to the overall detector environmedy, is
tributed to neighboring preclusters, as specified in $®p  attributed to any additional energy in the calorimeter cells of
To reduce the overall number of preclusters, we also requirg jet from the combined effects of uranium noise, multiple
that the search square have at least three pogitjvereclus- interactions, and pile-up. The contributions@f, andO,, to
ters. The threshol&Y*®was tuned to produce about 200 pre- k, jets are measured separately, but using similar methods.
clusters per everfsee Fig. 6, in order to fit our constraints The method overlays D@ata and Monte Carlo events, as
for processing time. described in what follows.
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area of the jet cone. In the event-overlay meth@d, de-
creases by as much as 40% when the cone-jet transverse
energy increases to 125 Ge\E;<170 GeV. Approxi-
mately 30% of this decrease can be explained by the
EJTet—dependence of the occupancy of cells within cone jets
(the fraction of cells with significant energy deposition inside
the cong. The remaining 70% of th®,, dependence on jet

E; is assigned as a systematic uncertainty on our method.

0, (GeV)

*L14 oL 3 Since the observed dependence is less pronounced k the
T oL10 v LO.1 jet algorithm, this error amounts at most to 15% in the high-
' est jetpy bin. In addition, we include a systematic uncer-
*L5 tainty of 0.2 GeV arising from the fits in Fig. 7. Using our
0o 0z 02 08 o8 1 overlay method for both algorithms, the offs@s, in thek,

Jet pseudorapidity jet algorithm(with D=1.0) are generally 50—75%r about
1 GeV per jet larger than in the fixed-cone jet algorithm
FIG. 7. The offset correctio®,, as a function of pseudorapidity (with R=0.7) [33].

of k, jet (D=1.0). The offsetO,, accounts for the combined ef-  The offset due to the underlying eve@, is modeled
fects of pile-up, uranium noise, and multiple interactions. The dif-with minimum-bias events. A minimum-bias event is a zero-
ferent sets of points are for events with different instantaneous lupjas event with the additional requirement of a coincidence
minosity £~14,10,5,3,0.K10°° cm? s™*. The curves are fits o signal in the scintillating-tile hodoscopeld9] near the
the points at differentC, using the same functional form as em- beampipe. The additional requirement means there was an

ployed for the cone algorithm in RefSS]. inelasticpacollision during the bunch crossing. In addition

The Monte Carlo events are generatedHERWIG (ver-  © Oue, @ minimum-bias event in the D@alorimeter in-
sion 5.9 [18] with 2— 2 partonpy-thresholds of 30, 50, 75 cludes energy from uranium noise, multiple interactions, and
100, and 150 GeV, and the underlying-event contributiorP!l€-up- However, the luminosity dependence of multiple in-
switched off. The Monte Carlo events are propagatec}eracuons and pile-up in minimum-bias events is different
through aGEA.\NT—based[36] simulation of the DOdetector.  than in zero-bias events. In the limit of very small luminos-
which provides a cell-level simulation of the calorimeter re-1: these contributions are negligible, and a minimum-bias
sponse and resolution. These Monte Carlo events are th ent at IOW luminosity therefo're contglns thg offset due.to
passed through the calorimeter-reconstruction and jet-findinfj'€ underllyln? event _anorll uranllIJm P?OIS?f, th”e a zero-bias
packages, defining the initial sample of jets. Detector simuEVeNt at low luminosity has only the offset from uranium
lation does not include the effects of uranium noise nor of10iS€- TO measur®,, we again compare two samples of
the accelerator conditions causing multiple interactions anédftS: Minimum-bias events as measured by the €@rim-
pile-up. The total contribution from these three effects is€ter at low luminosity are added to Monte Carlo jet events,
modeled using zero-bias events, which correspond to obseyhere the resulting jets define the first sample of jets in the

. — . . determination ofO,.. The second sample of jets is recon-
vations at randompp bunch crossings. Zero-bias events ue P ]

were recorded by the D@etector at different instantaneous structed from zero-bias events at low luminosity and also
€ recorded by he . . added to Monte Carlo jet events. On an event-by-event basis,
luminosities in special data-taking runs without the zero-

Oe s calculated by subtracting the momentum of jets in the

sgppression discussed in Sec. Il. The cell en_erg_ies_in Z81%acond sample from the momentum of matching jets in the
bias events are added cell-by-cell to the energies in simulat ffst sample. The underlying event offs@t,. for k, jets is
. e L

Monte Carlo jet events. The_ summed cell energies are the own in Fig. 8. Using this method for both algorithms, the
zero-suppressed offline, using the pedestals appropriate P%SetOue for k, jets (with D=1.0) is found to be appro;d-

the ze_:ro-b|as running conditions. Flnally, the summed Ce.lmately 30% larger than for the fixed-cone jet algorithwith
energies are passed through the calorimeter-reconstructi ~0.7)

and jet-finding packages, producing a second sample of jets: DO measures the iet momentum response based on con-
The two samples are compared on an event-by-event basis J P

associating the jets in events of the two samples that havt%rirr\rl]zt'?]r;tgpgng pr/]r?]tc?géittu()r,r;]es% zﬁ\e/eigtz[egtg]r'mrr?s deflgcr;q the
their axes separated lyR<0.5[33]. The difference in the 9 9y

+ - 0 +a—ata—
measurech of the corresponding matched jets@s,, and ~ 2)/¢—€ € ,andm —yy—e e e'e datasamples, us
e : et . . ing the known masses of these particles. For the case of a
shown in Fig. 7 as a function of®, for different instanta- X .
neous luminosities v-jet two-body process, the jet momentum response can be

The event-overlay method was checked with the ﬁxed_charactenzed as

cone jet algorithm forR=0.7. For jets with 30 GeW Ey > A

<50 GeV, this method gives only 14928%) smaller off- R.—1+ Er-nry 3.5
sets [AO,,=0.25 (0.39) GeV per jét at L£~5(0.1) et pry

x10°° cm™? s7! relative to Ref.[35]. Independent of jet

Er, the method used in Reff35] measures th&+ per unit ~ wherepr, andn are the transverse momentum and direction
AnXAd¢ in zero-bias events, and scales the value by thef the photon, andt+ is the missing transverse energy, de-
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FIG. 8. The correction for underlying eve@i,. as a function of

| 7| for k, jets (D=1.0). The solid curve is the fit of the results for

the cone jet algorithm in Ref35] scaled to the results for the jet
algorithm. The dashed curves denote the one standard deviatiot0.5.
(s.d) systematic error.
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D. Comparison of thek, jet algorithm to the cone jet
algorithm

It is of interest to compare the momentakofjets to those
of jets reconstructed with the Dfixed-cone algorithnj30].
These results refer to the jet algorithm described above
with D=1.0 and corrected according to the prescriptions
given in Sec. IlIC. The cone jets were reconstruciad]
with R=0.7 and corrected according to RE35]. This com-
parison involves about 75% of the events in the 1994-1996
data that were used for the analysis of the inclusive cone-jet
cross section afs=1800 GeV[37]. The two algorithms are
similar by design[22], defining similar jet directions and
momenta, at least for the two leadiftgghestpt) jets in the
event. The remaining jets in the event usually have much
smallerpy, making them more difficult to measure, and so
we do not consider them here. The jets reconstructed by each
algorithm are compared on an event-by-event basis, associ-
ating a cone jet with &, jet if they are separated b§R

To obtain a sample of events with only good hadronic jets,
the following requirements were placed on the events and on

fined as the negative of the vector sum of the transversghe leading two reconstructekl, jets. These criteria are
energies of the cells in the calorimeter. To avoidbased on standard jet quality requiremefttsremove spuri-
resolution and trigger biaseR is binned in terms oE’
=pT, " cosh(ye). Thus,E’ depends only on photon vari- [27]:

ables and jet pseudorapidity, which are quantities that are Measured event vertex was required to be within 50 cm of
measured with very good resolutidR; andE’ depend only

ous clustersin use at DOfor the fixed-cone jet algorithm

the center of the detector.

on the jet position, which has little dependence on the type of
jet algorithm employed.

After binning the response in terms f, the dependence
of Ret On jet momentum is obtained by measuring the aver-

age offset-corrected jet momentum in ed€hbin. Ri; as a
meas

|E;| was required to be less than 70% of the of the
leading jet.

Fraction of jetpr measured in the coarse hadronic calo-
rimetry was required to be less than 40% of the total jet

Pr.

function ofpje;” — po for k. jets is shown in Fig. 9. The data

points are fitted with the functional fornRi(p)=a
+bIn(p)+c(n(p))?. The respons®;; for cone jets(with

R=0.7) [35] and fork, jets (D=1.0) is different by about

Fraction of jetpr measured in the electromagnetic calo-
rimetry was required to be between 5% and 95% of the
total jetpt.

Jets were required to haye|<0.5.

0.05. This difference does not have any physical meaning; it These requirements yield a sample of 68%46ets. The

corresponds to different voltage-to-energy conversion factorgyes of 99.94% of these jets are reconstructed witti®
at the cell level used in the reconstruction of jets.

0.95
3
I -
09 r
0.85
O CCdata
@® EC data
0.8 # MC point
0.75

0

100

200

300 400 500
Jet p (GeV)

FIG. 9. The response correction flr jets withD=1.0, as a
function of offset-corrected jet momentum. The Monte Carlo pointpreclusters assigned to a particular jet. Pairs of objects with
(x) is used to constrain the fisolid) at high pe®. The dashed
curves denote the-1 s.d. systematic error.

jet

< 0.5 of a cone-jet axis, when the matching jet is one of the
two leading cone jets in the event. For such pairs of jets, the
distance between lg -jet axis and matching cone-jet axis is
shown in Fig. 10. The fixed-cone algorithm finds a jet within
AR<0.1 of ak, jet 91% of the time. Figure 11 shows the
difference pq(k, jet)—Er(conejet) as a function of
pr(k, jet). Generally, thept of k, jets (D=1.0) is higher
than theEt of associated cone jet&(=0.7). The difference
increases approximately linearly with jpt, from about 5
GeV (or 6%) at py~90 GeV to about 8 GeVor 3%) at
pr~240 GeV. This may be explained by how the two algo-
rithms deal with hadronization effecfg8].

E. Subjets
The subjet multiplicity is a natural observable for charac-
terizing ak, jet [20,21]. Subjets are defined by reapplying
the k, algorithm, as in Sec. Il A, starting with a list of

the smallest;; are merged successively until all remaining
pairs of objects have
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' ' ' ' how a jet can contain multiple subjets. Clearly, at leading-

2 e order, 2-2 subprocesses yiel =1. However, higher-
8 - order QCD radiation can increase the average valud. @t
B4l _ next-to-leading order, there can be three partons in the final
B state of app collision. If two partons are clustered together
:‘:9 - into a jet, they can be resolved as distinct subjéts<2) for
g a sufficiently small choice chut- For Ia_rgerycut, the valueT
5 103 - 4 of M depends on the magnitude and direction of the radiated
= . third parton. In QCD, the radiation of a parton is governed
-g by the Dokshitzer-Gribov-Lipatov-Altarelli-Pari$DGLAP)
5 T, splitting functions[38]. The radiated third parton is usually
<102t -] soft and/or collinear with one of the other two partons, lead-

0 01 02 03 02 ing to jets withM = 1. However, hard or large-angle radia-

AR(Kk, jet, cone jet)

tion, although rare, causes some jets to hisive 2. Conse-
quently, when many jets are analyzed using some kigh

FIG. 10. The distancA R = VA 2+ A ¢2 between &, -jet axis
and its matching cone-jet axis. The jets were reconstructed with
D=1.0, and the cone jets were reconstructed With 0.7. Only the
two leading jets from each algorithm were considered. Khéets
were selected witlz|<0.5.

the two-subjet rate will yieldM)>1.

In the framework of parton showers, repeated application
of DGLAP splitting provides jets witiM>2. Monte Carlo
event generators incorporate parton showers into the initial
and final states of a-22 hard scatter. Because of its larger
color factor, a parton shower initiated by a gluon in the final

dij:min(p%i yp%j)

2
ij

52 >YeuPF(je),

(3.6

state will tend to produce a jet with more subjets than one
initiated by a quark. Similarly, a soft parton radiated in the
initial state will tend to cluster with a hard final-state parton

whenAR<D. For the case of initial-state radiation, the sub-
wherep+(jet) is thepy of the entire jet in theék;, algorithm  jet multiplicity depends weakly on whether the final-state
described above, and<Oy. <1 is a dimensionless param- partons in the 2:2 hard scatter are quarks or gluons. The
eter. Objects satisfying E(3.6) are called subjets, and the contribution of initial-state radiation to the subjet multiplicity
number of subjets is the subjet multiplici§ of ak, jet. For  does, however, depend qfs. Initial-state radiation is treated
Yeur= 1, the entire jet consists of a single subjpt£1). As  on an equal footing as final-state radiation in the algo-
Yeut decreases, the subjet multiplicity increases, until everyithm with D=1.0[11,34], and diminishes in importance as
precluster becomes resolved as a separate subjet in the linBit decreases. In general, subsequent emissions in parton
Yeur— 0. Two subjets in a jet can be resolved when they arghowers have less energy and momentum, and this structure
not collinear(i.e., well-separated imx ¢ space, or if they s revealed at smalley,,, values through an increase in the
are both hardi.e., carry a significant fraction of the jet).  subjet multiplicity: (M (y.,))>(M(Ycu))» Wherey’ <Yeu.

We now turn to the theoretical treatment of subjet multi-  Experimentally, the growth o at very smally is re-
plicity. Perturbative and resummed calculatidas,17 and  duced by the granularity of the detector and by the preclus-
Monte Carlo estimatesee Sec. IV Dpredict that gluon jets  tering algorithm. Theoretical predictions fot are therefore
have a higher mean subjet multiplicity than quark jets. Totreated in the same way as the experimental measurements,
understand the Origin of this prediction, we consider ﬂrsti_e_' by prec|usteringas in Sec. |l B Requiring prec|usters

to be separated bR P'¢, means that the subjets nearest in

R ' ' ' (7, ¢) space begin to be resolved for
= o 4
g ‘+’_+_ AR P 2
E ycut<(w (37)
g 7 —— 4
§ +* based solely on the fraction pf; carried by the subjet in the
ny jet. The factor 1/2 corresponds to the maximum fraction of
= 8 4 i jet pr carried by the softest subjetee Eq.(3.6)]. The pre-
2 — clustering stage provides a comparison of the measurement
& —+- of M with prediction in the interesting region of small,
& Sfe i without an explicit correction for detector granularity.
100 %0 200 550 The subjet analysis in this paper uses a single resolution

parametery. = 10" >. For thisy.,, the minimum subjept

is approximately 3% of the total jgi;, independent of the
choice of theD parameter. Becausg,,;, as defined by Eqs.
(3.2 and (3.6), involves a ratio of subjep to jet py, the
subjet multiplicity is therefore not significantly sensitive to

pr of k, jet (GeV)
FIG. 11. The differenc@+(k, jet)—Et(cone jet) as a function

of thek, jet pr. A cone jet is associated withla jet if their axes
are separated bR <0.5.
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multiplicative changes in the overall; scale. Consequently, P 0.8 - - - T
given the fact that subjets are specified during jet reconstruc- o
tion, and the jet momentum calibration is derived after re- So7l ]
construction, we do not attempt to correct the momenta of f oo o
individual subjets. However, the subjet multiplicity is cor- 2 o
rected for the experimental effects that cause an offset in jet 506 * 1800 GeV -
pt. In general, the presence of uranium noise, multiple in- 5 o 630 GeV
teractions, and pile-up, tends to increases the subjet multi- 05 L ]
plicity. OO0 o
IV. DATA SAMPLES o4r ]

In leading-order QCD, the fraction of final-state jets origi- 03 . . . ,
nating from gluons decreases with increasiagpy/+/s, the ’ 52 54 56 58
momentum fraction carried by the initial-state partons. This Minimum parton p; (GeV)

is due primarily to thex-dependence of the parton distribu-

tions. Because, for fixeg;, the gluon fraction decreases  FIG. 12. The Monte Carlo gluon-jet fractidrat leading-order,
when \/5 is decreased from 1800 GeV to 630 GeV, this sug-for final-state partons with maximum partg=100 GeV, and
gests an experimental way to define jet samples with differminimum partonp;~55 GeV, as a function of the minimum par-
ent mixtures of quarks and gluons. A single set of criteria carion pr, using the CTEQ4M PDF. Both partons are required to be
be used to select jets at the two beam energies, withoentral (7|<0.5). The solid symbols show the prediction fgs
changing any of the detector elements. We use this principle 1800 GeV, and the open symbols show the prediction fer

to analyze an event sample recorded at the end of 1995 by630 GeV.
the DO detector aty/s=630 GeV, and compare it with the

larger 1994-1995 event sample collected afs

=1800 GeV. The lower range of jgt; populated by the We define gluon-enriched and quark-enriched central
smaller event sample afs=630 GeV dictated the ultimate (|7/<0.5) jet samples using identical criteria afs
criteria used in the comparison. In Sec. IVA, we first de-=1800 GeV and 630 GeV, thereby reducing any experimen-
scribe a simple test of a set of criteria used to select quarkal biases and systematic effects. We select events that pass a
enriched and gluon-enriched jet samples. In Sec. IV B, wdrigger requiring the scalar sum & above 30 GeV within
specify each criterion used in the analysis. In Sec. IV C, wea cone of sizek=0.7[27], and apply the selections listed in
provide a Monte Carlo estimate of the quark/gluon yieldSec. 11D, but only for jets with measuregy between 55
based on the full set of criteria. Finally, in Sec. IVD, we and 100 GeV. These cuts yield samples of 11 007 jetgsat
describe how to estimate the subjet content of gluon and=1800 GeV, and 1194 jets afs=630 GeV.

B. Jet data samples

quark jets. An important point is that these jets were reconstructed
with thek, algorithm forD =0.5. This choice tends to select
A. Gluon and quark samples at leading-order in QCD events with fewer subjets from initial-state radiation, which

can vary with\/s (see Sec. Il £ Figure 13 shows that the

+ distribution of the selected jets afs=1800 GeV is

the relative admixture of gluon and quark jets passing a seg :
- L , - i~ arder than atJs=630 GeV. The mean jep; at /s
of kinematic criteria can be estimated using a leading-order” 1800 GeV is 66.30.1 GeV, which is 2.3 GeV higher

QCD event generator. At this order, there is no dependence a . )
on jet algorithm, because each of the two final-state parton&an atys=630 GeV. This cannot be caused by any differ-

defines a jet. We use therRwIG v5.9 Monte Carlo program  €NCes in the contribution to the offset in the gt. In fact,

with the CTEQ4M[25] PDFs to generate leading-order QCD the entire offset is po~3—4 GeV per jet at Vs

of the partons. At leading order, the gluon-jet fractiocor- ~ €xpected factor=4 smaller forD=0.5. Moreover, only a
selections divided by the total number of final-state partongnce inys. Even so, offset differences can only change the
that pass the selections. For example, the jet sample selectédbjet multiplicity by shifting the relative jgir . Rather than
from only gg—gg or qa_>gg events will have a gluon-jet attempting to measure and account for such small effects in
fraction of unity. Figure 12 shows that for the full ensemble (e jetpr distribution_s, we SimP'Y use identical jet_criteria at
of Monte Carlo events, the gluon-jet fraction afs the two beam energies, and estimate the uncertaintyl by

=630 GeV is about 30% smaller than d6=1800 GeV, varying the jet selection cutofisee Sec. VI
where we have selected centraly[<0.5) jets with mini-
mum parton py~55 GeV and maximum partonpy
=100 GeV. This difference is due primarily to the relative ~ To estimate the number of gluon jets in thgs
abundance of initial-state gluons at theswalues for\s  =1800 GeV and 630 GeV jet samples, we generated ap-
=1800 GeV compared tg's=630 GeV. proximately 10 000HERWIG events at eack/s, with parton

For a given set of parton distribution functioBDFS,

C. Jet samples in Monte Carlo events
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FIG. 13. Thep distribution of selected central | <0.5) jets
in DO data, before applying a cutoff on jgk . The data atys
=630 GeV are normalized to the data,®=1800 GeV in the bin
54<p;<60 GeV. The turnover at lower jgt; is due to inefficien-
cies in the trigger. For the following analysis, we use jets with 55
<pr<100 GeV.

FIG. 15. The distance of the closest calorimeter-level Monte
Carlo jet to one of the leading final-state partons. The s@jzen
points show the Monte Carlo sample @=1800 (630) GeV.
Each distribution has been normalized to unit area.

between one of the partons and the closest calorimeter jet is
shown in Fig. 15. There is clear correlation between jets in
pr>50 GeV, and requiring at least one of the two leading-the calorimeter and partons from the hard scatter. The frac-
order partons to be central | <0.9). The events were tion of gluon jets is shown in Fig. 16 as a function of the
passed through a full simulation of the/Di@tector. To simu- minimum p; used to select the jets. There is good agreement
late the effects of uranium noise, pile-up from previousfor the gluon-jet fraction obtained using jets reconstructed at
bunch crossings, and multiplep interactions in the same the calorimeter and at the particle levelsf(<0.03). The
bunch crossing, we overlaid D@ndom-crossing events smaller gluon-jet fractions relative to leading-ordeig. 12)
onto our Monte Carlo sample, on a cell-by-cell basis in theare due mainly to the presence of higher-order radiation in
calorimeter.(A sample with instantaneous luminosity gf  the QCD Monte Carlo sample. When; cutoffs are applied
~5x10%* cm 2 s ! was used at/s=1800 GeV, andc  to particle-level jets, the associated leading-order partons
~0.1xX10%° cm 2 s~ was used at/s=630 GeV) These shift to signifi_can_tly highelpT. Since the _gluon—jet fraction
pseudo events were then passed through the normal offindecreases with increasing partpg, f is smaller when
reconstruction and jet-finding packages. Jets were then s€vents are selected according to particle-levelpietrather
lected using the same criteria as used for &@a, and their than when they are selected according to partguic The
py distribution is shown in Fig. 14. same is true for cutoffs applied to the calorimeter-level jets
We tag each such selected Monte Carlo jet as either quaikompared to the particle-level jets, although hereXlfedis-
or gluon based on the identity of the neafier X ¢ space

final-state parton in the QCD-22 hard scatter. The distance < 08 ' ' T
S = 1800 GeV particle jets
5 * 1800 GeV calorimeter jets
> - - - - S 07r o 630 GeV particle jets ]
e o 630 GeV calorimeter jets
0 ‘)f* 2
® So6f % ] s ]
o J
B 02 + * 1800 GeV - (—g
“é i o 630 GeV 05F .
2 +
2 o1} i+ 1 o4r 4 5 ]
-¢-+ o o [a]
_¢_+ 0.3 1 1 1 ?
-2, 52 54 56 58
. . RS2 Minimum jet p; (GeV
0™"%0 70 80 90 100 inimumm jet pr ( )
Jet p; (GeV) FIG. 16. The gluon-jet fraction of selected jets with maximum

p7=100 GeV and minimunmp; between 52 and 58 GeV, as a
FIG. 14. The normalizegh; distribution of central [#|<0.5)  function of minimum jetp;, for ys=1800 GeV and 630 GeV,
jets selected in Monte Carlo events @=1800 GeV and 630 using the CTEQ4M PDF. The jets have been tagged through the
GeV. Each distribution has been normalized to unit area. identity of the nearer leading-order final-state parton.
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crepancy is much smaller. In what follows, we shall use

nominal gluon-jet fractiong ;go=0.59 andf gsq=0.33, ob- 2 osl Aﬁ' ]
tained from Monte Carlo events at the calorimeter level for § 4{'
55< p;<100 GeV. < oaf 4, 1
o} (a)
- . < otrd & 1
D. Subjets in gluon and quark jets . . - .
Using the previously described jet samples, there is a ° 3 e Extracted
simple way to distinguish between gluon and quark jets on a 031 A2 Tagged, 1800 GeV
statistical basis24]. The subjet multiplicity in a mixed 02 ¥ 0 Tagged, 630 GeV |
sample of gluon and quark jets can be written as a linear (b)
combination of subjet multiplicity in gluoM4 and quark 01 L3 7
jetsMg: o , L W ,

2 4 6 8
M=fMg+(1-f)Mg. (4. Subjet multiplicity M
The coefficients are the fractions of gluon and quark jets i 15 17, Uncorrected subjet multiplicity in fully-simulated
the mixed samplef and (1-f), respectively. Considering \jonte Carlo (a) gluon and(b) quark jets. The number of jets
Eq. (4.1) for two samples of jets afs=1800 GeV and 630 NjeelM) in each bin of subjet multiplicity on the vertical axis is
GeV, and assuming thatl ; and M, are independent ofs  normalized to the total number of jets in each sampligy
(we address this assumption laterwe can write =3uNje(M). The measured distributionsolid) are extracted
from the mixed Monte Carlo jet samples ds=1800 GeV and
M _ (1~ fe30Mug00— (1~ 1500 Me30 (4.7 630 GeV. The tagged distributiorispen are for Js=1800 GeV

9 f1800— Te30 (triangles and 630 GeMsquares
M _ T1800M 630~ fe30M 1800 43 measurement of its kind at a hadron collider. The average
4 fa1g00— fe30 ' number of subjets in jets ats=1800 GeV is{M g0

o =2.74+0.01, where the error is statistical. This is higher
wherel\_/l 1800 @Nd M g3 are the measured multiplicities in the {51 the value 0fM g30) = 2.54+0.03 atys=630 GeV. The
mixed-jet samples a&E:_ 1800 GeVand 630 GeV, arfdsoo  observed shift is consistent with the prediction that there are
and f63p are the gluon-jet fract.|0ns in the two samples. Theygre gluon jets in the sample @s=1800 GeV than in the
extraction ofMq and M requires prior knowledge of the gampje at/s=630 GeV, and that gluons radiate more sub-
two glt_Jon-Jet f_ractlons, as desqubed in Sec. IVC. Since th‘fiets than quarks do. The fact that the spectrum is harder at
gluon-jet fractions depend on jgt and », Egs. (4.2) and J/s=1800 GeV than at/s=630 GeV cannot be the cause

(4.3 hoId”onIy withir; _restrictsd r?zgionf_ of pi\gse Sgifg’ i'e'bf this effect because the subjet multiplicity decreases with
over small ranges of gty and 7. Equa ions(4.2) and (4.3) ._ingreasing jetpy. Figure 19 shows the rather mild depen-
can, of course, be generalized to any observable associatgd .o of the average subjet multiplicity on st

with a jet. . ) .
Subjets were defined through the product of their frac-

4 gv? uske c_Jutr Monte ?arI? Zam_plestgo ]E;I'}Iegktli’thZ) a_nd | tional jet pt and their separation in(, ¢) space[see Egs.

(4.3 for k,_ jets reconstructed using the full-detector simula- 3.2 and(3.6)]. As shown in Figs. 20 and 21, the shapes of

tion with D=0.5. Such a consistency test does not depend o : : L
: . o LN ra of th I re similar at the twi
the details of the subjet multiplicity distributions e subjepr spectra of the selected jets are similar at the two

(Mg,Mg,M1g00,Mg39). The extracted distributions i

and M, are shown in Fig. 17. As expected, Monte Carlo 5% o4 55 < p.(jet) < 100 GeV
gluon jets have more subjets, on average, than Monte Carlo Z ! m(jet)| < 0.5
quark jets:(My)>(Mg). This is also found for jets recon- s osl . ]
structed at the particle level, and the differences between \Ig’f, s
gluon and quark jets do not appear to be affected by the Z = 1800 GeV
detector. Also, the subjet multiplicity distributions for tagged ol o 830 va ]
jets are similar at the two center-of-mass energies, verifying ’ .
the assumptions used in deriving E4.2) and (4.3). Fi- .
nally, the extracted, andM distributions agree very well o1l 4 ]
with the tagged distributions. This demonstrates self- '
consistency of the extraction using E¢4.2) and(4.3). o
V. SUBJET MULTIPLICITIES 0 2 4 6 8
A. Uncorrected subjet multiplicity Subjet multiplicity M

Figure 18 shows the distributions of subjet multiplicity for ~ FIG. 18. Uncorrected subjet multiplicity in jets from/Ddata at
the DO data samples described in Sec. IV. This is the first/s=1800 GeV and 630 GeV.
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FIG. 19. Uncorrected mean subjet multiplicity versuspetin FIG. 21. Same as in Fig. 20, but with the Iqwy region ex-
DO data atys=1800 GeV. Note the suppressed zero on the verti-panded. The increase at lopt is observed for ally.,, but the
cal axis. specific cutoff atpr(subjety=1.75 GeV is determined by our cho-

sen value ofy =102,
beam energies. The distributions suggest that jets are com-

posed of a hard component and a soft component. The pedke two values of's, and not on any detailed simulation of
at about 55 GeV and fall-off at highey; is due to single- jet structure.

subjet jets and the jep; selections (55 p;<100 GeV). The sensitivity ofM, and M, to the assumed values of
The threshold at subjgi;~1.75 GeV is set by the value figo0andfgzgwas checked by investigating how the signal
Yeur= 1072 and the minimum jep in the sample. (i.e., the difference betweeM , and M) depended on this

While the M 1500 and Mgz inclusive measurements g choice. It was found that when the gluon-jet fractions are
=1800 GeV and\s=630 GeV are interesting in them- either both increased or both decreased, the signal remains
selves, they can be interpreted in terms of their gluon andielatively unchanged. However, when the gluon-jet fractions
quark content. According to Eq&t.2) and(4.3) the distribu- ~ are changed in opposite directions, this produces the largest
tions in Fig. 18 and their gluon-jet fractions at the two beamchange in the difference between gluon and quark jets. The
energies can yield the uncorrected subjet multiplicity distri-result of usingf;go;=0.61 andfgzp=0.30, instead of their
butions in gluon and quark jets. The extracted measuremeng®minal values, is shown in the extracted distributions of
of My andM are shown in Fig. 22 for the nominal values Fig. 23. TheM andM, distributions of Fig. 23 are qualita-
flgoo_o 59 andfeso—O 33. As in the Monte Carlo simula- tively similar to those of Fig. 22, and the large difference
tion, the DOdata clearly indicate the presence of more subbetween gluon and quark jets is still apparent.
jets in gluon jets than in quark jets. Such distributions can be The subjet multiplicity distributions can be characterized
used directly(without correcting the subjet multiplicitigso by their meangM), and by(M)—1, which correspond to
discriminate between gluon and quark jets. The results dehe average number of subjetissionsn a gluon or quark
pend only on Monte Carlo estimates of gluon-jet fractions af€t. For the nominal uncorrected /D@ata shown in Fig. 22,

T T T T 0.4
> =2 55 < pq{jet) < 100 GeV
0] [ = ;
o, = ﬁ + m(et)| < 0.5
Prali o 3 < 03} .
8. 5 i
o) -
2 l&zxﬁt - { = Gluon jets
! 3$ l o2r o Quark jets |
z Fe
E * 1800 GeV
> 01} 1
Z o o 630GeV ﬁp + t
10 E +
1 1 1 1 0 1 1 d] r‘I|’ a1 [n]
0 20 40 60 80  10¢ 2 4 6 8
Subjet p; (GeV) Subjet multiplicity M
FIG. 20. The uncorrected; distribution of subjets in data for FIG. 22. Uncorrected subjet multiplicity in gluon and quark jets,

jets with 55<p;<<100 GeV and 5|<0.5. All selections have been extracted from DOdata at\/s=1800 GeV and 630 GeV, using
applied, and each distribution has been normalized to unit area. nominal gluon-jet fraction$go;=0.59 andf 53— 0.33.
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FIG. 23. Uncorrected subjet multiplicity in gluon and quark jets,

Subjet multiplicity M

FIG. 24. Uncorrected subjet multiplicity in jets from/Dénd

extracted from DOdata at\s=1800 GeV and 630 GeV, using fully-simulated Monte Carlo events afs=1800 GeV.

gluon-jet fractionsf 1g95= 0.61 andf g35=0.30.

(M*%=3.05+0.06 and(MT®*j=2.28+0.08. The analo-

B. Corrected subjet multiplicity

As was stated above, the experimental conditions de-

gous values for the Monte Carlo ever(see Fig. 1Y are  scribed in Sec. llIC smear the measurement of the subjet

(Mg®?=3.01+0.09 and M ;'**}=2.28+0.08. Because the

quoted statistical uncertainty ofM ¢**} is correlated with

that on(MT°®, we define a ratid13,16 of emissions in
q

gluon jets to quark jets:

<Mg>_1

r

<Mq>_1'

(5.9

multiplicity. Althoughr expresses differences between gluon
and quark jets as a ratio of mean subjet multiplicities, the
extractedM, andM, distributions need separate corrections
for the various detector-dependent effects that can affect the
value ofr. The corrections are derived using Monte Carlo
events, which are in agreement with the uncorrected DO
data, as shown in Figs. 24 and 25. The decomposition of the
Monte Carlo events intd1y and M, components was dis-
cussed in Sec. IV D. The distributions shown in Fig. 17 rep-

A value ofr=1 would mean that the substructure of gluon resent the uncorrected results for Monte Carlo events that we
jets does not differ from that of quark jets. The ratio has g;se to derive the unsmearing corrections.

value ofr=1.61*0.15 for the uncorrected data of Fig. 22,

The corrected distributions dfl ; and M, are defined in

andr =1.58+0.16 for the analogous Monte Carlo events of monte Carlo jets at the particle levéle., before develop-

ent values for gluon-jet fraction at the two valuesaf(as in

are matchedwithin AR<0.5) to jets reconstructed at the

Fig. 23, yields the range of values given in Table I. As particle level. The matching procedure implicitly accounts

eXpeCted, the observed ratio is smallest when the fraction CfBr any mismeasurement of ]@11_ because there is in

gluon jets increases afs=1800 GeV and decreasesy;ﬂ requirement in the matching. The preclustering and cluster-
=630 GeV. The two values df are the only assumptions ing algorithms applied at the particle level are identical to

from Monte Carlo simulations, and correspond to the largest
source of systematic uncertainty or(described more fully

0.4

in Sec. VQ. In all cases, we find that is significantly 58 55 < prljet) < 100 GeV
greater than unity, meaning that gluon jets and quark jets < W (et} < 0.5
differ in their substructure. 2 o3 :
g fr 630 GeV
TABLE I. The uncorrected subjet multiplicity in gluon and z s D@ jets
quark jets, and their ratio, extracted from' D@ta, assuming differ- 02 +¢ o MC jets
ent values of gluon-jet fractions at the two center-of-mass energies,
based, in part, on Figs. 12 and 16. o
0.1} -
f1800 fes0 (Mg) (Mg) r
0.59 033 303006 228008  1610.15 . .
0.61 030 299005 234007  1.49-0.11 0 2 4 6 8
0.61 0.36  3.0%0.06 224009 1650.16 Subjet multiplicity M
0.57 0.30 3.06:0.06 2.310.07 1.570.14
0.57 0.36 3.1%0.08 2.19-0.10 1.81+0.22 FIG. 25. Uncorrected subjet multiplicity in jets from/Dé&nd
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FIG. 26. The subjet multiplicity at particle-leveM"™) versus FIG. 27. The subjet multiplicity in Monte Carlo gluon jets. The

the subjet multiplicity at calorimeter-leveM™) (includes effects  extracted distribution has been unsmeared. The tagged distribution
of luminosity), at 's=1800 GeV, for(a) gluon and(b) quark jets.  was obtained directly from particle-level gluon jets afs
=1800 GeV.

those applied at the detector level. We tag simulated detector

jets as either gluons or quarks, and correlate the subjet mugnd the tagge® ™S (at \/s=1800 GeV) of Fig. 17. These

tiplicity in particle jets (M9 with that of detector partners differences are smaller for the corrected distributidms e,

(M™ey. These correlations are shown in Fig. 26 @&  than for the uncorrected distributions.

=1800 GeV, and define the correction applied to the subjet Figure 29 shows the corrected subjet multiplicities for

multiplicity. Similar results are available afs=630 Gev 9gluon and quark jets. The rate fd =1 quark jets has al-

(not shown. most doubled, while the rate fod =3 quark jets has fallen
The correction retrievesM™e from M™e3 in bins of Dby a factor of~2, relative to the uncorrected result. A simi-

M™e3S |n general, the distributions ofl "¢ andM ™ in Fig.  lar effect is observed for gluon jets. From Fig. 29, we obtain

26 are shifted to lower values relative B6T**and M7 the corrected mear:mvalues in the/ Dfata to be(Mg"9
The shift inM is due mainly to the effects of showering in = 2.210.03 and(My") = 1.69=0.04, which gives =1.75

the calorimeter, rather than from the combined effects of- 0-15, in good agreement with the prediction freERWIG.
multiple interactions, pile-up, and uranium noise, which areThe unsmearing therefore widens the difference between
reduced by usind =0.5. Fortunately, shower development gluon and quark jets. _
is independent of beam energy, and the other contributions We choose not to corredd for any impact of the preclus-
differ only slightly (see Sec. V tering algorithm on subjet multiplicity. Instead, the preclus-
Shower development in the calorimeter tends to add sub€ring algorithm can be applied easily to the particle-level
jets to a jet because any single particle can deposit energy Monte Carlo events, and these are therefore treated in the
several towers of the calorimeter. Signals in many tower$ame way as the D@ata. For completeness, we note that
generate a large number of preclusters, and in turn, a large

number of subjets. However, the opposite can also occur. For _n 08 :

example, when two subjets at the particle letedch com- 5’2& 55 < pTQet) <100 Gev

posed of one or two hadrondeposit energy in a region of § eyl < 0.5

the calorimeter between them, such energy can “bridge” dis- % MC quark iets

tinct subjets at the particle level into a single subjet at the = 04r quark jets -

calorimeter level. This bridging effect is more pronounced in " s Extracted

jets that already have a lardé" . For this reason, the ef- o Tagged

fects of multiple interactions, pile-up, and uranium noise

tend to reduce the correction d™¢%3 02r ]
To check that the correction defined by the correlations in "

Fig. 26 is valid, it was applied to the uncorrectdd andM,

Monte Carlo distributions in Fig. 17. The resulting corrected -

distributions forM, andM, are given in Fig. 27 and Fig. 28, 0 > E— 8

respectively. The correction reduces the average subjet mul- Subiet multiolicity M

tiplicity in the Monte Carlo to(My"9=2.19+0.04 and ubjet mutipticity

<M3“e>= 1.66-0.04 and the corrected ratio is=1.82 FIG. 28. The subjet multiplicity in Monte Carlo quark jets. The

+0.16. Any remaining small differences between the ex-extracted distribution has been unsmeared. The tagged distribution
tracted and the tagged "“® distributions in Fig. 27 and Fig. was obtained directly from particle-level quark jets abs
28 are attributable to the differences between the extracted 1800 GeV.
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o 96 - TABLE II. Values of gluon-jet fractions for different PDFs, cal-
§Z.’i ; 55 < prJet) <100 GeV culated using Eq(5.2), at a jetpr=65 GeV. The CTEQ4M pa-
= In(jet)| < 0.5 rametrization is chosen as the reference. The fractional change in
= the gluon PDFg(x) is given bye=[g(x)—g"¢(x)]/g"*(x), where
Z_{,’i 04k . DO data i g'®(x) is the reference.

= Gluon jets
o 5 Quark jes PDF set Js (Gev) X xg(x) € fs
' . CTEQ4M 1800 0.07 1.643 0.00 0.59
021 I CTEQ4HJ 1800 007  1.643 0.00 0.59
“ CTEQ2M 1800 0.07 1.714 0.04 0.60
" CTEQS5M 1800 0.07 1.614 -0.02 0.59
o , o . CTEQ5HJ 1800 0.07 1586 —0.04 058
2 4 6 8 MRST5 1800 0.07 1.586 —0.04 0.58
Subjet multiplicity M GRV94 1800 0.07 1.743 0.06 0.60
FIG. 29. Corrected subjet multiplicity for gluon and quark jets, CTEQ4M 630 0.2 0.365 0.00 0.33
extracted from DQdata. CTEQ4HJ 630 02 0340 -006 0.32
CTEQ2M 630 0.2 0.385 0.06 0.34
can decrease by as much as 0.2 at the particle level, wheBTEQ5M 630 0.2 0.340 -0.06 0.32
preclustering is turned off. CTEQ5HJ 630 0.2 0.350 —-0.03 0.32
MRST5 630 0.2 0.290 -0.21 0.28
C. Additional corrections and systematic uncertainties GRv94 630 0.2 0.405 012 036
The dominant systematic uncertainty on the subjet multi-
plicity arises from the uncertainty on the gluon-jet fractions. rof ref
In fixed-order perturbative QCD, the jet cross section at any — o ef
f (5.2
given py is a more-steeply-falling function opy at \'s (fref ef )+ (1— freh)

=630 GeV than at/s=1800 GeV[27]. Consequently, ap-

plying identical cutoffs biases thép;) of jets at \'s  wheref™is the gluon-jet fraction from some reference PDF,
=1800 GeV upwards relative ta/gz 630 GeV. Monte ande is a fractional difference in the gluon PDF. Table I
Carlo studies indicate this bias is approximately 2 GeV. Onehows the gluon-jet fractions estimated for PDFs at the two
way to compensate for this effect is to shift the range at ~ center-of-mass energies. The MRSTS set shows the largest
Js=630 upwards by a few GeV. Due to the steep negativéjeparture reIayve Fo CTEQA4M. In all cases, the chandesn
slope of the jelp; spectrum, it is sufficient to shift only the 1N the same direction at botis.

lower edge of the; bins. When this is done, Fig. 12 shows The precegdln_g dl_scussmn qssumed that the PDFs had the
that the change in gluon-jet fraction Asf < 0.03. We do not same quark distribution. In reality, the quark PDFs_ also tend
correctf for this, but account for this residual effect in the to change when the gluon PDF changes. When this compen-

systematic uncertainty associated with thegjet sating effect is taken into account in E§.2), the equivalent

Changing the gluon-jet fractions used in the analysis giveé\:/IRST5 gluon-jet fractions becomé,goe=0.58 and fes

a dirept estimate of the uncertainty on .the ;ubjet mgltiplicity. Iéaséd on the above, we assign uncertainties to the gluon-
We will motivate the range of uncerta_lnty in _gluon_—jet _frac— jet fractions of=0.02 at\/s=1800, and+0.03 atys=630.
tions at the two center-of-mass energies by investigating th, ¢5.t e vary the gluon-jet fraction in opposite directions,
b_ehaV|or of the F_’DFs. For the jet samples used in Fh|_s analyasing f1a00=0.61 andfgse="0.30, andfgoe=0.57 andfgsg
sis, the average jgtr was approximately 65 GeV. This jpt  — 36 t0 gauge the impact onAs in Sec. V A, we repeat
probes an averagevalue of 0.07 at/s=1800 GeV and 0.2 the analysis assuming these different input gluon-jet frac-
at /s=630 GeV. In these regions af the quark PDFs are tions, this time including the correction to the particle level.
well-constrained by existing data. However, the gluon PDFThe extracted ratios are summarized in Table Ill. The largest
is not so well-constrained. We examined different parameterdepartures from the reference value ref 1.75 define the
izations of the gluon PDF at the twovalues of interest. In  systematic uncertainties of 53/,
particular, the Martin-Roberts-Sterling-Thorne set 5 The second-largest source of systematic uncertainty in the
(MRST5) [26] gluon PDF is 21% smaller than the CTEQ4M subjet multiplicity stems from an uncertainty in the measure-
parametrization ak=0.2, but only 4% smaller at=0.07. ment of jetp;. A mismeasurement of jgi; will lead to the
This and other comparisons between PDFs show larger fraselection of a slightly different sample of jets, but will not
tional differences ak=0.2 than atx=0.07. affect the subjet multiplicity directly. If jeppt is mismea-
Assuming that the quark distributions are essentially idensured at both center-of-mass energies, we expect the effect to
tical in different PDF parameterizations, the gluon-jet frac-partially cancel in the ratio. An estimate of the impact from
tion f for different PDFs can be estimated as this uncertainty is therefore obtained by varying theget
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TABLE Ill. Subjet multiplicity in gluon and quark jets, and their TABLE IV. Systematic uncertainties on the ratio
ratio, extracted from DQlata and corrected to the particle level,

assuming different gluon-jet fractions at the two center-of-mass enSource or
ergies.
¢ Gluon-jet fraction o1
f 1800 fez0 (Mg) (Mg) r Cutoff on jetp+ +0.12
Unsmearing +0.07
0.59 0.33 2.2%+0.03 1.69-0.04 1.75-0.15 Detector simulation +0.02
0.61 0.30 2.180.02 1.72-0.04 1.65-0.12 Total tg.ig
0.61 0.36 2.26:0.03 1.67-0.05 1.79-0.17 :
0.57 0.30 2.2%0.03 1.7:0.04 1.72£0.14
0.57 0.36 2.240.04 1.65-0.05 1.92-0.22 same additional corrections to the nominal ratio in the Monte

Carlo gives a final result af=1.91 for HERWIG.
A list of the systematic uncertainties is shown in Table IV,

only at \S=1800 GeV. Since the calorimeter response isa” of which are added in quadrature to obtain the total un-

independent ofs, we estimate the effect of a difference in certainty of the corrected ratio. The final result for the ratio is

any offset inpy at the two center-of-mass energies by chang- (Mg)—1

ing the jetpr window from 55<p;<100 GeV to 5&py r=~—9 ~ _184+0.15 (stabigjfﬁ (sysh. (5.3
<100 GeV atys=1800 GeV.A 2 GeV shift in the mea- (Mg)—1

sured jetpr corresponds approximately to two times the total

offset pp for k, jets reconstructed with=0.5. [This as- VI. CONCLUSION

sumespo(D) scales aD?po(D=1.0)] This reduces the

subjet multiplicity ratior by 0.12, which is taken as a sym- . | ) -
metric systematic uncertainty. reconstruction algorithm. One analysis examinesghand

Because the correction to the particle level produces &irection of k, jets reconstructed with the parameter
large change in the shape of the subjet multiplicity distribu-— 1-0- For this measurement of the jg{ spectrum, we de-
tion, we estimate the impact of the unsmearing on the syss-Crlbe a procedure to calibrate the momentumkofjets
tematic uncertainty on. This uncertainty has two parts: one 0aseéd on our experience with the cone algorithm, but using
is the uncertainty due to the simulation of effects arising®” improved techmque_for determining the offset correction.
from dependence on luminosity, and the other is the unce/cOmpared to our published results for the cone algorithm
tainty in the simulation of the D@alorimeter. To account for With R=0.7 [35], thek, jet algorithm withD=1.0 recon-
the former, we use the corrections derived from tffe  Structs 40-50% more energy from uranium noise, pile-up,
=630 GeV Monte Carlo sample, which has a smaller in-multiple pp interactions, and the underlying event, and has a
stantaneous luminosity(=0.1x10*® cm 2 s71) than the Smaller uncertainty on the offset. We also report the results
Js=1800 GeV sample £=5x10°° cm 2 s 1) used in of a direct comparis_on of thI:eL a_nd cone algorithms, on an
deriving the nominal correctionsee Fig. 26 With this al-  €vent-by-event basis. Considering only the two leading jets
ternate set of corrections,increases by 0.13. Such a small in the central region |¢7|<0.5), thek, and cone jet axes
change inr indicates that it depends only weakly on lumi-
nosity. Since the uncorrected gluon and quark subjet multi-
plicity distributions come from a mixture of both beam en-
ergies and luminosities, we increase our nominal value of
=1.75 by half of the differencéto r=1.82), and take this
correction as a symmetric systematic uncertainty=@x.07.

To evaluate the other part of the uncertainty on the un- _
smearing, we compare two types of simulations of the DO v 0 Quark jets
calorimeter. The default fast simulatiqiHOWERLIB) is a
library that contains single-particle calorimeter showers ob- 02r = A
tained using theseANT full detector simulationSHOWERLIB o "
truncates the number of calorimeter cells associated with .
each individual particle, but rescales the energy of the o
shower to agree with the average energy given by the full 0 2 YR 8
GEANT simulation. The fullGEANT simulation, while slower,
accounts for the precise geometry of the uranium plates in
the calorimeter and has no truncation. In a test using a lim- g, 30. The subjet multiplicity in gluon and quark jets, for
ited number of Monte Carlo events, the latter simulation proy_ — 1072 [as defined by Eq(3.6)], in a resummation calculation
duced more subjets than the former, and so we increase th§ Forshaw and Seymouil7]. The jets are produced af's
value of the ratio by 0.02half the difference of the values  =1800 GeV, withp;=65 GeV and»=0, using the CTEQ4M
in each simulationto r=1.84, and take this correction as PDF, and are reconstructed with=0.5. The points in the fifth bin
another symmetric systematic error ©f0.02. Applying the refer toM=5.

We present two analyses of /D@ata using thek, jet

0.6

Forshaw & Seymour

Njets( M )/ N}g}s

0.4 r ® Gluon jets -

Subjet multiplicity M
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B o4l ] sured at DELPHI[16]. The DELPHI result uses a different
GE) (a) S e definition of the jet resolution scalethan used by ALEPH
@ 0.05 : ] (y,), which takes the place @ in a hadron collider, making
O o+ oy 5 o = direct comparisons difficult. These experimental and theoret-
5 0.05 Forrr, ] ical values forr are all smaller than the naive QCD predic-
2 tion of the ratio of color charges of 2.25. This may be caused
% o, e - ! - by higher-order radiation in QCD, which tends to reduce the
‘;J:’ 01T (b) ] ratio from the naive value.

.., 005 . In summary, we present the first detailed measurements of
82 [ 4 P S " properties ok, jets in hadron collisions. Using the standard
< 1 T'? = DQ jets - valueD = 1.0 of the jet-separation parameter in thealgo-

= 0057 o MC jets 1 rithm, we find that thept of k, jets is higher than th&+ of

§ 01} - Forshaw & Seymour matched cone jet@wvith R=0.7) by about 58) GeV atp;

< 1 2 3 4 5 ~90 (240) GeV. To analyze internal jet structure, we mea-

Subjet multiplicity M sure the multiplicity distribution of subjets ik, jets with

D=0.5 at\/s=1800 GeV and 630 GeV. Exploiting the dif-
FIG. 31. The subjet multiplicity ina) gluon and(b) quark jets,  ference in gluon-jet fractions at the two center-of-mass ener-
for DO data, for theHErRwIG Monte Carlo program, and resummed gies, we extract the subjet multiplicity in gluon and quark
predictions. The resummed prediction does not use a preclusterir]gts, The differences between gluon and quark jets are sum-
algorithm. The points in the fifth bin are fd=5. The DOdata  marized in the ratio of average emitted subjet multiplicities,

(see Fig. 29 have been subtracted from each set of points. measured as
coincide withinAR=0.1 (0.5 at the 91%(99.94% level. (Mgy—1 0.27
Matching with AR=0.5, the correctecp; of k, jets is r= Mgy—1 1.84+ 23 (6.2)

higher than the correctell; of cone jets. The difference is

roughly linear in jetpr, varying from about 5 GeV apr  The DO result demonstrates that gluon and quark jets are
~90 GeV to about 8 GeV gir~240 GeV. significantly different in hadron collisions, and that it may be

~ Inthe other analysis, we probe the structure of certral possible to discriminate between them on an individual basis.
jets reconstructed with the paramef2r=0.5, and find that

the HERWIG Monte Carlo predictions of subjet multiplicity
are in excellent agreement with our measurements. The sub-
jet multiplicities in gluon and quark jets, predicted by a fully ~ We thank Mike Seymour and Jeff Forshaw for many use-
resummed calculatiofL7], and shown in Fig. 30, are quali- ful discussions and their assistance with the theoretical cal-
tatively consistent with our data, but their mean values areulations. We thank the staffs at Fermilab and collaborating
slightly high. This discrepancy may be due to the fact thatinstitutions, and acknowledge support from the Department
the calculation lacks a preclustering algorithm. The subjebf Energy and National Science Foundati@SA), Com-
multiplicity distributions, where we have subtracted thé DOmissariat a’Energie Atomique and CNRS/Institut National
values from the predictions, are shown in Fig. 31. The raticde Physique Nuckire et de Physique des Particules
of mean multiplicities for the resummed calculatitmhich  (France, Ministry for Science and Technology and Ministry
assumesM<5) is r=2.12. The ratio in the DQdata in-  for Atomic Energy(Russia, CAPES and CNP¢Brazil), De-
creases by 0.06 with the assumptibh=5. Therefore, the partments of Atomic Energy and Science and Education
resummed prediction is well within the limits of experimen- dia), ColcienciagColombig, CONACYT (Mexico), Ministry

tal uncertainty. The ratio measured at xQrees with the of Education and KOSERKorea, CONICET and UBACyYT
result ofr =1.7+0.1 from ALEPH, measured ia*e™ anni-  (Argenting, The Foundation for Fundamental Research on
hilations at\/§=Mz for a subjet resolution parametgy, Matter (The Netherlands PPARC (United Kingdom), Min-
=103 [13], and with the associated Monte Carlo and re-istry of Education(Czech Republi; and the A.P. Sloan
summation predictiofl4], but is higher than the ratio mea- Foundation.
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