
Subnanometer Accuracy of Surface Characterization by Reflected-Light
Differential Interference Microscopy

Ka Hung Chan,1 Shengwang Du,2, ∗ and Xian Chen1, †

1Department of Mechanical and Aerospace Engineering,
Hong Kong University of Science and Technology, Clear Water Bay, Hong Kong

2Department of Physics, The University of Texas at Dallas, Richardson, Texas 75080, USA

We theorize the surface step characterization by reflected incoherent-light differential interference
microscopy with consideration of the optical diffraction effect. With the integration of localization
analysis, we develop a quantitative differential interference optical system, by which we demon-
strate that the axial resolution of measuring surface height variation is sensitive to the shear dis-
tance between the two spatially differentiated beams. We fabricate three nanometer-size steps by
photolithography, and successfully characterize their 1D height variations with 0.13 nm/

√
Hz axial

precision. Our result suggests that the optical differential interference microscopy can be used for
real-time characterization of surface structure with a subnanometer accuracy and a large field of
view, which is greatly beneficial to the surface characterization of micro/nano-electromechanical
systems.

I. INTRODUCTION

Quantitative surface topography determination plays

an important role in manufacturing design and con-

trol of micro/nano electromechanical systems [1, 2].

The surface roughness and local height variation are

the essential structural parameters governing the elec-

tromechanical responses of the micro-devices in engi-

neering. From research and development point of view,

the atomic force microscopy (AFM) is a popular quan-

titative characterization techniques widely exploited in

this field [3, 4]. The AFM uses a scan-based probe to

acquire the surface profile by sensing a tiny but accu-

rate mechanical interaction between the sample surface

and the probe. As a result, the AFM provides high

axial and lateral resolutions down to nanometer scales,

that breaks through the optical diffraction limit [3–6].

However, the scanning speed by AFM probe is slow, cor-

responding to relatively small area of characterization.
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It usually takes minutes to complete a scan of an area

of 10×10 µm2. It is difficult to capture the evolution of

structural deformation and fracture dynamics by AFM.

In contrast to AFM, the optical microscopy enables

fast imaging of a large field of view (i.e. > 100 × 100

µm2). The optical images, however, are usually not

quantitative for surface topography and have lower spa-

tial resolution as compared to AFM. There are some

optical methods for quantitative 3D characterization by

using optical sectioning techniques such as confocal mi-

croscopy [7] and various optical interferometers [8, 9].

For these methods, the 3D surface topography is sub-

jected to an algorithmic reconstruction from the diffrac-

tion/interference intensities of light. Recent advances in

microscope development for precise phase characteriza-

tion enable applications such as the marker-free phase

nanoscopy [10], the spatial light interference microscopy

[11], and the epi-illumination gradient light interference

microscopy [12]. These techniques inspire a profound

potential for surface topographic characterization with

nanoscale accuracy by engineering the optical path gra-
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dient.

In this paper, we demonstrate subnanometer preci-

sion for determination of surface steps by a customized

reflected incoherent-light differential interference micro-

scope with variable optical differentiation parameters.

The microscope we developed is similar to most differ-

ential interference contrast (DIC) microscopes [13–20],

but we aim at quantitative measures of surface height

variation instead of producing phase contrast images.

We utilize the localization analysis [21] to precisely de-

termine the shear distance between two orthogonally

polarized light rays, by which we measure the surface

topography from the phase lag between the differenti-

ated light path [22, 23]. Since the phase contrast of an

image is no longer the scope here, we name our optical

system as Differential Interference Microscopy (DInM).

Our previous works have successfully demonstrated sub-

micron axial and lateral resolutions for measuring the

full-field deformation gradient of phase-changing metals

[23] and the thin film buckling on soft substrate [24].

Here we push the limitation of DInM in step height

measurement and demonstrate our method with vari-

able shear distance. By considering the diffraction effect

of a differential interference image, we provide a theory

of reflected incoherent-light DInM and theorize an ana-

lytical expression of error for step-height measurement

in terms of light differentiation parameter and wave-

length. The error model guides the system design and

a proper calibration, by which the experimental accu-

racy is much improved. Consequently, we achieve sub-

nanometer precision (0.13 nm/
√

Hz) for measuring the

height of small steps that are fabricated on silicon wafer

by the standard photolithography process.
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FIG. 1. Schematic diagram of (a) DInM optical system
with integrated (b) localization module and (c) reflected-
light imaging module. The two orthogonal linearly-polarized
light beams (orange and blue) are spatially separated by the
beam-shearing component d with a tunable phase lag.

II. METHOD AND PRINCIPLE

The DInM optical system is comprised of three func-

tional modules as shown in Fig. 1. The phase tuning

and beam shearing module consists of prisms and lin-

ear phase retarders, which can spatially differentiate the

propagation directions of light beams with orthogonal

polarizations and gain the desirable phase lag with re-

spective to each other. This module is similar to the

Nomarski prism [25] used for many commercial DIC mi-

croscopes, but the phase lag between the two orthogo-

nally polarized beams can be precisely tuned [23] and

the beam-shear angle is variable by using the prisms

with different birefringence properties. The functional

modules such as the localization module and the imag-

ing module are switchable and work independently. The

localization module, as illustrated in Fig. 1(b), is used

to measure the shear angle ε between the laterally sep-
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arated light rays by the localization analysis. The lens

with a long focal length f focuses the two sheared beams

into Gaussian-shape spots with a separation ∆ on the

front focal plane. The angle between differential light

paths is determined as ε = ∆/f . Details of the mea-

surement are introduced in Ref. [21]. The surface step

of specimen is characterized by the differential light

through the imaging module as shown in Fig. 1(c). Af-

ter passing through the objective lens with focal length

F , the two collimated and orthogonally polarized light

beams (red for Px and blue for Py) are separated later-

ally along x-axis with a distance d = εF = F∆/f .

When there exists a local height variation on the sur-

face, the Px and Py beams are reflected by the sur-

face at different heights and obtain an additional phase

difference with respect to each other. Such a phase

difference passes the information of local height vari-

ation to the imaging system so that the surface topog-

raphy can be solved quantitatively [22]. Here, our op-

tical measurement is conducted by a one-dimensional

light differentiation. We consider an intensity image

I : RW → [0,∞]W where W is the number of pix-

els along the beam-shear direction of a two-dimensional

DInM image. The intensity image I is related to the

surface height variation by [22]

I(x) = I0 sin2 (kJzK(x, d) + φ0) + Is, (1)

where I0 denotes the reference intensity, Is is the inten-

sity caused by stray light from background, k = 2π
λ is

the wave number for wavelength λ of incoming light and

φ0 is the bias phase that can be tuned by a set of liquid

crystal linear retarders. The surface height variation is

defined as

JzK(x, d) = z(x)− z(x− d), (2)

for beam separation distance d > 0 (also known as

beam-shear distance). Since the reference and back-

ground intensities are constants throughout the mea-

surement, the expression (1) can be normalized as

Î(x) =
I(x)− Is

I0
= sin2 (kJzK(x, d) + φ0) . (3)

In principle, three independent measurements of I(x)

by tuning the bias φ0 are sufficient to solve the height

variation JzK on the surface. However, in a real optical

system, the acquired image is subjected to the diffrac-

tion effect by light, which results in blurriness of image

[26]. In this work, we use LED light source without spa-

tial coherence. While the amplitude of the light source is

uniform on the transverse plane, the phase distribution

is stochastic and uncorrected [27, 28]. Mathematically,

the diffraction effect caused by finite aperture can be

modeled as the convolution of the ideal image by a ker-

nel of point spread function (PSF). Then the realistic

DInM image with consideration of diffraction effect is

expressed as

Î∗(x) = Î(x) ~ PSF(x) =

∫
Î(x′)PSF(x− x′)dx′, (4)

where ~ denotes the convolution operation (see the de-

tailed derivation in Appendix A). Note that we neglect

the partial spatial coherence induced by the aperture

of the objective lens. A more accurate but complicated

derivation regarding the partial spatial coherence can

be found in Ref. [29], which does not affect the phase

information from surface height variations. The inten-

sity PSF kernel in our system can be well approximated
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FIG. 2. (a) The profile of a one-dimensional step defined by Eq.(6). (b) The function E(x̃) at various d̃. (c) Comparison
between the surface height variation JzK and the modified height variation Jz∗K under different choices of dimensionless shear

parameter d̃.

by a Gaussian function:

PSF(x) =
1√
2πσ

exp

(
− x2

2σ2

)
, (5)

where the standard deviation σ denotes the lateral reso-

lution of the microscope. In Appendix B, we show that

the Gaussian function in Eq. (5) with σ = 1.1/(NAk)

is a good approximation for the point spread function.

As an application of Eq. (4), we are interested in mea-

suring steps on surface. We define a one-dimensional

step function as

z(x) =

{
0, x ≤ 0
h, x > 0

(6)

where h is the step height. According to (2), we have

JzK(x, d) =

{
0, x < 0 or x > d
h, 0 ≤ x ≤ d . (7)

Substitute (7) and (5) into Eq. (4), we obtain the ex-

pression of intensity profile measured by DInM with

consideration of light diffraction effect as

Î∗(x̃) = sin2 φ0 +
1

2
sin(kh) sin(kh+ 2φ0)E(x̃) (8)

for dimensionless position x̃ = x/σ. The function E(x̃)

is defined as

E(x̃) = erf

(
x̃√
2

)
− erf

(
x̃− d̃√

2

)
(9)

where erf(·) is the Gauss error function and d̃ = d/σ is

a dimensionless optical shear parameter.

The discrepancy between the intensity profiles with

and without convolution is sensitive to the dimension-

less shear parameter d̃, that is the ratio of beam-shear

distance to the lateral resolution. This is illustrated in

Fig. 2. For a one-dimensional step shown in Fig. 2(a),

the ideal intensity profile should be a rectangular shape

with a sharp variation in height of h and width of d̃.

Due to the diffraction between the two beams with sub-

tle spatial separation, the corners of the rectangle profile

are smoothed out. The amount of such a smoothness is

given by Eq. (9). We calculate the function E(x̃) in

Eq. (9) for d̃ = 1, 5, 10, 20 respectively, in Fig. 2(b).

As expected, their rising and falling edges show smooth
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transition. As d̃ � 1 (i.e. d � σ), the interference

between erf
(
x̃√
2

)
and erf

(
x̃−d̃√

2

)
in Eq. (9) diminishes.

As d̃→∞, E(x̃) is converged to 2 for 0 ≤ x̃ ≤ d̃, conse-

quently Î∗ → Î. Following Eqs. (3) and (8), we define

the modified height variation Jz∗K which satisfies

Î∗(x) = sin2 (kJz∗K(x, d) + φ0) . (10)

By the inverse of Eq. (10) at bias φ0 = 0, π4 ,
π
2 , the

modified height variation is solved as

Jz∗K =
1

2k
tan−1

sin(2kh)E(x̃)

2(1− sin2(kh)E(x̃))
. (11)

Therefore Jz∗K → JzK as E(x̃) → 2 for 0 ≤ x̃ ≤ d̃. We

plot both JzK and Jz∗K corresponding to d̃ = 1, 5, 10, 20

as shown in Fig. 2(c). As d̃ increasing, the modified

height variation Jz∗K is asymptotically converged to the

original value JzK. Within the range of [0, d̃] at a step,

the diffraction-induced error can be computed as

ε = |Jz∗K/h− 1|. (12)

As indicated by Fig. 2, if the distance between the

spatially separated beams is sufficiently large so that

d̃� 1 for a moderate lateral resolution, the diffraction-

induced convolution effect is diminished. This underlies

a system design strategy to achieve the high accuracy

for surface step characterization.

Figure 3 shows the relationship between the

diffraction-induced error and the shear parameter d̃. Al-

though the error in Eq. (12) is not very sensitive to

the step height h, we observe that the value of error in-

creases as the decrease of the step height. An important

indication from Fig. 3 is that the error converges as d̃

goes sufficiently large. Moreover, it suggests a selection

criterion for the parameter d̃ of a differential interference

microscope with desirable accuracy.

!𝑑

𝜖

FIG. 3. The diffraction-induced error versus the dimension-
less shear parameter d̃ for various step height variations.
Note that the step height h are nondimensionalized by the
lateral resolution σ.

Besides the systematic error (or discrepancy) caused

by the diffraction effect, the axial resolution of the sys-

tem is limited by a random error from the illumination

and detection. By direct calculation of first-order vari-

ation of Eq. (1), we have

δJzK =

√(
δI
kI0

)2

+

(
δI0

2kI0

)2

+

(
δφ0
k

)2

. (13)

Here δJzK denotes the amount of linear error of the local

height variation measurement from the subtle perturba-

tions of pixelated intensity of the image, instability of

light source and tuning uncertainty of optical parts for

bias phase. This error can be suppressed by increasing

the light source power, choosing a shorter light wave-

length, and averaging over multiple measurements with

a longer measurement time.

III. RESULTS AND DISCUSSIONS

We demonstrate the design strategy of the DInM op-

tical system to characterize surface steps at nanome-

ter scales with varying optical differential parameter

d. The nano sized surface steps are fabricated by the
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photolithography process on a 4-inch poly-silicon wafer.

First, we deposit a photoresist layer (HPR506) on the

wafer, then pattern an array of rectangular shapes on

it. The rectangular steps are finally formed by etching

the unmasked region using Oxford Plasmalab 80 Plus

Plasma Etcher. Steps with designed depths of 4, 7, 16

nm are fabricated by tuning the duration for perform-

ing the photolithography process. Finally, all specimens

are washed by acetone to remove the photoresist layer.

The DInM optical system illurstrated in Fig. 1 uses

a LED light source with central wavelength λ = 355

nm. We use the Nikon TU plan fluor objective lens

with NA = 0.3 for imaging, which gives the lateral

resolution σ = 432 nm in PSF of Eq. (5). Different

prisms are used to spatially shear the incident light into

Px, Py polarized light beams with shear distances in

the set D = {5.30, 4.40, 3.34, 2.35, 0.956, 0.423}µm re-

spectively. The set of dimensionless optical shear pa-

rameters is calculated by d̃ = d
σ , and listed as D̃ =

{12.3, 10.2, 7.7, 5.4, 2.2, 0.98}. For any shear parameter

in D̃, we use its nearest integer to denote the beam-

shear mode, e.g. d̃ = 12 beam-shear mode denotes the

separation distance between optically sheared beams is

5.30 µm.

To consistently verify the surface steps characterized

by DInM, we use the AFM (Digital Instruments, D3100,

0.1 nm accuracy) as the reference measurement to char-

acterize all fabricated steps prior to the DInM measure-

ments. The pre-scanned steps by AFM are used to cal-

culate the theoretical Î∗ by Eq. (4) and corresponding

Jz∗K by Eq. (11). We also use the step height deter-

mined by AFM as a reference to evaluate the accuracy

of the height variation by Eq. (12) at different shear

𝑧 (nm)

𝑧 (nm)

(a)

(b)

(c)

4 μm AFM

DInM

16 nm

50 μm

4 μm

shear direction

FIG. 4. Demonstration of nanometer step height character-
ization by differential interference microscopy (DInM). (a)
The surface topography measurement conducted by atomic
force microscope (AFM) as a reference. (b) The DInM image
covering the same step, color mapped by the height variation
JzK, corresponding to (c) the close-up region in the vicinity
of the step.

parameters.

Figure 4 displays the results of the surface step with

designed depth of 16 nm, characterized by both AFM

and DInM respectively. The horizontal axis (x-axis) of

the DInM image is the beam-shear direction. Within

the spatial range of 10 µm across the step, the reference

measurement by AFM gives the surface height distribu-

tion with the step height h = 16.19 nm. Within the field

of view that consists of the same step, we take three in-

dependent images by DInM at the different bias phases

by tuning the LC retarder (Thorlabs LCC1221-A), that

is I|φ0=0, I|φ0=
π
4

, and I|φ0=
π
2

. By Eqs. (1) and (3), we
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FIG. 5. The surface height variations characterized by differential interference microscope (DInM) for fabricated steps with

nominal height h = 4, 7, 16 nm at various shear parameters d̃ varying from 1 to 12. The dashed lines suggest the fabricated
step depths. The experiment results are directly compared to the theoretical model given by Eq. (4) without any fitting
parameter.

have

I|φ0=0 − Is
I|φ0=π/4 − Is

=
2 sin2(kJzK)

1 + sin(2kJzK)
, (14)

I|φ0=0 − Is
I|φ0=π/2 − Is

= tan2(kJzK). (15)

By the set of two equations, we can solve the surface

height variation JzK by eliminating the stray light inten-

sity Is. Figure 4(b) shows the two-dimensional graph

of the step height variation by solving Eqs. (14) and

(15). The beam shear direction is perpendicular to the

step corresponding to a positive height variation for an

increase of surface height, vice versa. Figure 4(c) is the

blow-up of the step corresponding to the corresponding

region characterized by AFM. The broadening of the

signal is due to the light differentiation, given by Eq.

(2). The width of it equals to the beam-shear distance,

while the blurriness at edges reveals the diffraction effect

of light. The measured height variation is JzK = 16.69

nm by DInM, which deviates from the AFM measure-

ment (16.19 nm) by 0.5 nm. This demonstration vali-

dates our method at nano scales for the > 100 µm2 area

at a much faster speed.

Figure 5 presents the one-dimensional surface height

variations for fabricated steps with designed depths of

4nm, 7nm and 16nm, characterized by our DInM sys-

tem at different shear parameters in the set D̃. Let

x-axis (beam-shear direction) be aligned with the vari-

ation direction of the step. The y-axis is perpendicular

to it, along which no height variation is observed. The

1D profile is computed as the algebraic average of the

height variations as

〈JzK〉 (xi) =
1

H

∑
j∈[0,H]

JzK(xi, yj), (16)

where H denotes the number of pixels along y-axis of

the image. Within a spatial range from -15 µm to 15

µm that fully covers the step, the value of JzK for each

of the pixels is directly calculated by Eq. (16) based

on the intensity profile of the DInM image. As shown

in Fig. 5, the measured step profile by DInM varies

as the shear parameter d̃. When d̃ is small, i.e. d̃ < 5,

the measured step profile substantially deviates from its
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FIG. 6. (a) Quantitative analysis of step heights, hD for
the fabricated nanometer steps by DInM. (b) Experimen-
tal error evaluated as the discrepancy between hD and the
reference height characterized by AFM. As a comparison,
the solid lines are theoretical step height and corresponding
diffraction-induced error directly calculated from the convo-
lution model with different shear parameters. The error bar
denotes the standard deviation over 30 DInM measurements.

reference profile. As increasing of d̃, all three measured

steps converge to their reference profiles. In particular,

for d̃ = 12, the DInM can reveal the step variation with

sufficient axial resolution in nanometer scales.

We quantitatively analyze the accuracy of step height

determined by DInM, with respect to the reference mea-

surement by AFM. Let x̃D be the normalized position of

the step edge. For a shear parameter d̃ ∈ D̃, the depth

of a surface step is calculated as

hD =
〈
JzK(x̃D < x̃ < x̃D + d̃)

〉
− 〈JzK(x̃ < x̃D)〉 , (17)

where the symbol 〈·〉 denotes the algebraic average of

JzK over all x̃ within the normalized spatial range. Fig-

ure 6(a) shows the nanometer steps characterized by

DInM with respect to different shear parameters. As

seen, for d̃ > 5, the height of each of three steps con-

verges to hD = 16.69, 7.62, 4.02 nm. The corresponding

step heights determined by AFM are 16.19, 7.23, 4.24

nm. For each of the shear parameters, we conduct 30

DInM measurements and calculate the standard devia-

tion around the mean value of hD, shown as the error

bars in Fig. 6 (a). We observe that the variance of the

measured step height gets smaller as the shear parame-

ter goes larger. It means that the accuracy of the sur-

face characterization can be definitively improved by us-

ing the differential interference microscope with a large

beam-shear distance. The experimental error of hD is

defined as

error =

∣∣∣∣hDhA − 1

∣∣∣∣ , (18)

where hA is the step height measured by AFM. The ex-

perimental error that arises in the DInM measurement

is plotted in Fig. 6(b). As expected, the error is big

for the small shear parameter, which asymptotically re-

duces to zero as increasing the shear parameter. We plot

the diffraction-induced errors for these three nanometer

steps by Eqs. (11) and (12). The trend of diffraction-

induced errors well agree with the experimental errors.

It indicates that the diffraction effect is the leading fac-

tor that hinders the accuracy of surface characterization

by DInM optical system.

When considering the dynamic surface character-

ization by DInM, there may exist a random error

caused by signal-to-noise (SNR) ratio in addition to the

diffraction-induced error, discussed in the end of sec-

tion II. This random error follows Poisson distribution.

As real-time measurement is employed, the SNR is im-

proved and the random error is reduced for a longer ex-

posure time per frame or a lower frame rate, with a cost
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FIG. 7. The dynamic measurement precision of our DInM
as a function of the exposure time. The dashed line denotes
the mean value of the measured precision of 0.13 nm/

√
Hz.

of slower speed. On the other side, a higher frame rate

with shorter exposure time leads to reduced SNR and

larger measurement random error. For our DInM opti-

cal system, it takes T = 25.5 ms for each of the effective

data points. The random error is measured as low as

δT = 0.8 nm, which corresponds to a measurement pre-

cision δT
√
T = 0.13 nm/

√
Hz. This is further confirmed

by the measurement precision δT
√
T as a function of ex-

posure time T in Fig. 7.

IV. CONCLUSION

In summary, we demonstrate subnanometer accu-

racy of step height measurement by the reflected-light

DInM optical system with a measurement precision

0.13 nm/
√

Hz. We propose an analytical model for step

height determination, which reveals that the accuracy

and experimental error are sensitive to the shear param-

eter d̃ = d/σ. We conclusively show that the axial sur-

face height variation can be characterized for nanome-

ter steps with subnanometer accuracy. Since the op-

tical system provides the fast imaging with large field

of view, this paper opens a new avenue to make the

traditional differential interference contrast microscope

quantitative and accurate for surface characterization.

Appendix A: Diffraction Effect of a DInM Image
with Spatially Incoherent Light Illumination

Here we provide the validation for Eq. (4) in the 1D

case. The uniform LED light illumination is treated as

spatially completely incoherent, that is the amplitude

E0 in transverse plane is uniform, but the phase dis-

tribution ϕ(x) is completely stochastic and uncorrected

at position x. The spatial phase modulation caused by

the light path differentiation is converted into intensity

modulation through interference. The electric field of

the DInM image (light-reflected mode) without diffrac-

tion effect is expressed as

E(x) = E0e
i[2kz(x)+ϕ(x)+2φ0] − E0e

i[2kz(x−d)+ϕ(x)],

(A1)

where E0 ∈ R is the amplitude, ϕ(x) is the stochastic

and uncorrelated phase fluctuation, φ0 is the bias phase

tuned by the phase tuning module, and z(x) is the sur-

face height variation function.The intensity distribution

in absence of the diffraction effect is calculated as

I(x) = |E(x)|2 = 4|E0|2 sin2 (kJzK + φ0) . (A2)

Let H(x) be the optical transfer function (OTF) caused

by finite aperture. The electric field on the imaging

plane is obtained by

ED(x) = E(x) ~H(x) (A3)

= E0f(x)eiϕ(x) ~H(x),

where

f(x) = ei[kz(x)+φ0] + eikz(x−d). (A4)
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Consequently, the intensity distribution of the image be-

comes

I∗(x) = 〈|ED(x)|2〉{ϕ}, (A5)

where 〈·〉{ϕ} is the statistical average over the random

and stochastic phase fluctuation {ϕ(x)}. Equation (A5)

is computed as

I∗(x) = 〈|E0f(x)eiϕ(x) ~H(x)|2〉{ϕ} (A6)

= |E0|2
∫ ∫

H(x− u)H∗(x− v)f(u)f∗(v)

× 〈ei[ϕ(u)−ϕ(v)]〉{ϕ}dudv.

For completely spatial incoherent light beam (or the

spatial coherence is limited within one wavelength λ),

we have [27]

〈ei[ϕ(u)−ϕ(v)]〉{ϕ} ∼= λδ(u− v). (A7)

Substituting Eq. (A7) to Eq. (A6), we obtain

I∗(x) = |E0f(x)|2 ~ λ|H(x)|2 = I(x) ~ PSF(x), (A8)

where the intensity point spread function (PSF) takes

square of the OTF of the imaging system

PSF(x) = λ|H(x)|2. (A9)

After normalization, Eq. (A8) becomes

Î∗(x) = Î(x) ~ PSF(x). (A10)

Note that Eq. (4) in main manuscript is the same as Eq.

(A10) here. For more general discussion of incoherent

optical imaging, one can refer to Goodman’s Introduc-

tion to Fourier Optics [28]. Here we have neglected the

partial spatial coherence induced by the aperture of the

objective lens. A more accurate but complicated model

taking into account partial spatial coherence can follow

the treatment in Ref. [29].

Appendix B: Point Spread Function (PSF)

According to Fraunhofer diffraction theory, the PSF

for an ideal optical system is an Airy function. Here we

show that we can use a Gaussian function to approxi-

mate the PSF for our imaging system with a sufficient

accuracy. The benefit of Gaussian function is to derive

analytical expression for Eq. (A8).

In a 2D case, the Airy disk pattern of aperture-

induced intensity PSF is given by

P (ρ) =
∣∣J1(NAkρ)

ρ

∣∣2, (B1)

where ρ is the radial position in the polar coordinate,

NA is the numerical aperture, J1 is the order 1 Bessel

function of the first kind. This Airy disk pattern radial

distribution can be approximated by

G(ρ) = e−ρ
2/(2σ2). (B2)

With σ = 1.3/(NAk), the likeness between Eqs. (B1)

and (B2) is computed as

|
∫
P (ρ)G(ρ)2πρdρ|2∫

|P (ρ)|22πρdρ×
∫
|G(ρ)|22πρdρ

= 0.9954. (B3)

It shows that the Airy disk pattern can be well approx-

imated by the Gaussian function.

In 1D case, the aperture-confined PSF is a Sinc func-

tion

P (x) =
∣∣ sin(NAkx)

NAkx

∣∣2, (B4)

which can be approximated by

G(x) = e−x
2/(2σ2). (B5)

With σ = 1.1/(NAk), the likeness between Eqs. (B4)

and (B5) is

|
∫
P (x)G(x)dx|2∫

|P (x)|2dx×
∫
|G(x)|2dx

= 0.9956. (B6)
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It also shows that the Gaussian function is a valid ap-

proximation of the Sinc function by a proper selection

of σ.
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