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#### Abstract

A digital image processing inspection system is under development at Oak Ridge National Laboratory that will locate image feaures on printed material and measure distances between them to accuracies of 0.001 in An algorithm has been developed for this system that can locate unique image features to subpixel accuracies. It is based on a least-squares fit of a paraboloid function to the surface generated by correlating a. reference image feature against a vest image search aren. Normaliving the correlation surface mabeether algorithm robast in the presence of illumination variations and local fiaws. Subpixel accuracies better than $1 /$ 16 of a pixel have been achieved using a variety of different reference image features.


## 1. INTRODUCTION

An algorithm has been developed at C.it Ridge Natir nal Laboratory that can be used to locate a veriety of
 correlation data ${ }^{1}$ generated by correlating a stored reference template against a test image search area that is believed to contain the feature of interest. A three-dimensional paraboioid surface is firted to the data to interpolate the precise point of maximum correlation or degree of similarity.

Applications for this type of searching algorithm are numerous. Almost every image-processing/machine vision system is concerned with the spatial registration of the inspected object, and this algorithm is robust enough to find a large variety of objects. This algorithm also has the advantage that high accuracies can be achieved without large magnification optics at the front end of the system because of its subpixel measurement capabilities.

This paper presents the theoretical background for the algorithm as well as a step-by-step discussion of how to actually implement it. Also, experimental results from extensive lesting done with a machine vision system will be presented.

## 2. IMAGE CORRELATION

Consider a reference template of image data, $R(x, y)$, and a test image search window, $T(i j)$, as shown in Fig.1. One way to locate the feature of interest in $T(i, j)$ is to load the template $R(x, y)$ with the image data that represents the feature of interest. Then place $R(x, y)$ at every possible location on $T(i, j)$ and calculate the correlation, or degree of similarity, between the two. Depending on the type of correlation used, a masimum or a minimum correlation value will occur when the template ties directly on top of the matching feature of interest.

The type of correlation can be as simple as a pixel-by-pixel suburaction of the reference and lest texmplates. An ideal match in this case would be zero. The type of data used in the proposed algorithm is generated by calculating the normalized correlation between the templates. The square of ine nomalized correlation, $\%$. between $R(x, y)$ and $T(i, j)$ for some position $(l, m)$ in $T$ where $l \leq i-z$ and $m \leq j-y$ is given by ${ }^{1}$

[^0]\[

$$
\begin{equation*}
c^{2}(l, m)=\frac{\left[\sum_{x} \sum_{y} R(x, y) T(l+x, m+y)\right]^{2}}{\sum_{x} \sum_{y}[R(x, y)]^{2} \sum_{x} \sum_{y}[T(l+x, m+y)]^{2}} \tag{1}
\end{equation*}
$$

\]



Fig. 1. Correlation concept illustration.
In this application of equation (1), the substimtion $z(l, m)=c^{2}(l, m)$ was made 10 provide a larger falloffin the correlaion value. The normalized correlation equation (1) will produce a value ranging from zero 10 i with one meaning a perfect match and zero meaning no correlation at all.

To find the best match between the two features to the nearest pixel, the maximum normalized correlation value for the whole window must be found. Evaluating equation (1) at $(i-x)(j-y)$ different points can be very expensive in terms of computation time. Several different types of correlation could be used to quickly find the neighborhood of the best registration. ${ }^{2}$ Once the general location of the best match is known, the normalized correlation can be used to pinpoint the feature of interest to the nearest pixel. The subpixel registration algorithm presented here is based on the normalized correlation values obtained at the peak of the surface as well as the eight surrounding points as shown in Fig. 2. The following description of the subpixel algorithm assumes that the nearest integer pixel match has already been located.


Fig. 2. Correlation surface with peak and surrounding points marked.

## 3. SUBPIXEL IMAGE CORRELATION

This sucion of the paper develops the subpixel technique for the general case. The application of the uerhnique to three different cases of image features will then be discussed. The first and simplest case considers an object that is symmetric with respect to the $x$ and $y$ axes and lies on a zero backeground. The second case expands the first case to an object that is not symmetric. The final case describes the effects of having a nonzero background in the scene. The assumption is made in developing the algorithm that the template containing the feature of interest is square to simplify the math, but this procedure can be generalized to include any size rectangle.

### 3.1 General case reference and search areas

Consider a square template, $R$, of size $n$, that is given by

$$
R=\left[\begin{array}{cccc}
r_{0,0} & r_{0,1} & \cdots & r_{0, n-1}  \tag{2}\\
r_{1,0} & r_{1,1} & & \ldots \\
\cdots & & \ldots & \ldots \\
r_{n-1,0} & \cdots & \ldots & r_{n-1, n-1}
\end{array}\right]
$$

Now the search for $R$ will be made in a square search window, $I$, of size $m$ where $m$ is larger than $n$ and is given by

$$
\begin{equation*}
T=\left[\right] . \tag{3}
\end{equation*}
$$

It is important to notice at this point that the object $R$ lies somewhere within the region of $T$ as shown in equation (3). If $R$ is placed directly on top of is match in $T$, the correlation would have a value of 1 since the image features are identical by definition. Then, to generate the other eight surrounding points, $R$ is translated one pixel in all eight directions (left, right, up, down, and diagonally) from its current position and the normalized correlation is found according to equation (1). For example, if $R$ were slid up one pixel from its original position, the normalized correlation, $z_{1,0}$, would be given as

$$
\begin{equation*}
z_{1,0}=\frac{\left(\sum_{a=0}^{n-1}\left(r_{0, \alpha}\right)\left(t_{i-1, j+\alpha}\right)+\sum_{\alpha=0}^{n-1}\left(r_{1, \alpha}\right)\left(r_{0, \alpha}\right)+\ldots+\sum_{a=0}^{n-1}\left(r_{n-1, \alpha}\right)\left(r_{n-2, \alpha}\right)\right)^{2}}{S_{R}\left(S_{r^{2}}+\sum_{a=0}^{n-1}\left(t_{i-1, j+\alpha}\right)^{2}-\sum_{a=0}^{n-1}\left(r_{n-1, \alpha}\right)^{2}\right)}, \tag{4}
\end{equation*}
$$

- where the subscripts of 2 represent the $x$ and $y$ direction of template movement and

$$
\begin{equation*}
S_{R^{2}}=\sum_{x=0}^{n-1} \sum_{y=0}^{n-1} r_{x y}^{2} \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
S_{r^{2}}=\sum_{x=i}^{i+n-1} \sum_{j=j}^{j+n-1} t_{x y}^{2} \tag{6}
\end{equation*}
$$

The numerator of equation (4) is simply the dot product between $R$ and the region of $T$ that lies directly underneath it. The denominator consists of the dot product of $R$ against itself multiplied by the dot product of the test region covered by $R$ against itself. The second term in the denominator of equation (4) is found by taking the test region dot product $S_{T}{ }^{2}$ and adding the new yow of $T$ covered as a result of sliding the template up one pixel, and then subtracting out the row at the bottom of the template that was uncovered (see Fig. 3). It is also helpful to notc that $S_{R}{ }^{2}=S_{T}{ }^{2}$ in this case becanse $T$ contains the identical feature, $R$.


Fig. 3. Calculating the $z_{1,0}$ comelation term.
It is evident that if $R$ was moved down one pixel from its original position that the resulting correlation value, $z_{-1,0}$, would be

$$
\begin{equation*}
z_{-1,0}=\frac{\left(\sum_{a=0}^{n-1}\left(r_{0, \alpha}\right)\left(r_{1, \alpha}\right)+\sum_{a=0}^{n-1}\left(r_{1, \alpha}\right)\left(r_{2, \alpha}\right)+\ldots+\sum_{a=0}^{n-1}\left(r_{n-1, \alpha}\right)\left(t_{i+a, j+\alpha}\right)\right)^{2}}{S_{R^{2}}\left(S_{r^{2}}+\sum_{a=0}^{n-1}\left(t_{i+a_{, j}, \alpha}\right)^{2}-\sum_{a=0}^{n-1}\left(r_{0, \alpha}\right)^{2}\right)} \tag{T}
\end{equation*}
$$

The general case equations (4) and (7) are used to illustrate the theory behind the subpixel surface fit.

### 3.2 Symmetric reference feature on a zero background

Consider the case where the reference template given in equation (4) is symmetric with respect to the $x$ and $y$ axes. That is,

$$
\begin{equation*}
r_{x, i}=r_{n-1-x, i} \quad \forall x=0,1, \ldots, n-1 . \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{i, y}=r_{i, n-1-y} \quad \forall y=0,1, \ldots, n-1 \tag{9}
\end{equation*}
$$

In other words, the left half of the reference is a mirror innage of the right, and the top is a mirror image of the bottom. Examples of this type of image feature would be a square, circle, or rectangle of uniform intensity.

Also in this case, assume that the background of $T$ is all zero. It can then be shown that $z_{1,0}$ is exacty equal to $x_{-1,0}$ by looking at equations (4) and ( 7 . Notice that the terms in the numerator of each equacicethet: contain any 1 entries will go to zero because of the zero background. This makes the numerators of equation (4) and (7) equal. Also notice that the terms in the denominator involving ifall out Finally, the terms in eachdenominator that subtract a row of the reference template are equal because of the symmetry of the referencetemplate. The top row, $r_{0, \infty}$, is the same as the last row, $r_{n-1, \infty}$, as illustrated in equation (8). This leaves

$$
\begin{equation*}
z_{1,0}=z_{-1,0}=\frac{\left(\sum_{a=0}^{n-1}\left(r_{0, \alpha}\right)\left(r_{1, \alpha}\right)+\sum_{\alpha=0}^{n-1}\left(r_{1, \alpha}\right)\left(r_{2, \alpha}\right)+\ldots+\sum_{\alpha=0}^{n-1}\left(i_{n-2, \alpha}\right)\left(r_{n-1, \alpha}\right)^{2}\right.}{S_{R^{2}}\left(S_{\alpha^{2}}-\sum_{a=0}^{n-1} r_{\alpha, a}^{2}\right)} \tag{10}
\end{equation*}
$$

Note that $r_{0}$ in the denominator can be replaced by $r_{n-1}$. Because of the $x$ and $y$ axis symmetry, it can be shown that in general

$$
\begin{equation*}
z_{L j}=z_{-i-j 0} \tag{11}
\end{equation*}
$$

which says that all of the normalized correlation pairs on opposite sides of the peak must be equal to each other for the case of a symmetric feaure on a zero background considered here.

### 3.3 Nonsymmetric reference on zero background

This section shows that the type of reference temel $y_{1}$ e cat te expanded to :r. 'ude features that are not syinmetric, and the paraboloid surface fit will still be very accurate under cerain conditions.

Consider the case where $T$ has a zero background, but the reference template is any general feature. The only difference between this case and the previous one is that equations (8) and (9) no longer hold true. In this case, $z_{1,0}$ and $z_{-1,0}$ are not eqial because the subtracted terms in the denominators of (4) and (7) are not the same. That is,

$$
\begin{equation*}
\sum_{x=0}^{n-1}\left(r_{0, x}\right)^{2} \neq \sum_{x=0}^{n-1}\left(r_{n-1, x}\right)^{2} . \tag{12}
\end{equation*}
$$

Notice that even though these terms are no longer equal, their value, which is the dot product of ons, row ( $n$ pixel intensities) in the template, would in most cases be very small compared to the $S_{T}^{2}$ ter A , which consists of the dot products of the remaining $n-1$ rows summed together. So if the reference template is sufficiently large, $z_{1,0}$ will be approximately equal to $z_{-1,0}$. Most of the testing done with the algorithm has been with $n$ greater than or equal to 20 pixels. The analysis just described can be applied to all of the eight points surrounding the peak. The difference between $z_{1,-1}$ and $z_{1,1}$ will vary slighly more because moving $R$ in a diagonal direction introduces a new row as well as a new column to be subracted from terms in the denominators of the equations. But in the final analysis, the extra row and column of data have a negligible effect on the total value of the correlation. An example of a correlation data set is given in Fig. 4.

### 3.4 Including nonzero background effects

This section uses the same approach as the last section in show that nonzero tackground in $T$ will have a small effect on the symmetry of the correlation surface if the refereioe templaie is large enough.

As the nonsymmetric template $R$ is moved over a template $T$ with a nonzero background, the denominator effects introduced in the last section still apply, but new terms are introduced in the numerator of the correlation equation because the reference template moves onto some nonzero background as it is translated
one pixel in each direction. The terms involving the background that were previously dropped in equations (4) and (7) musa now be inctuded.

The contributicas of these extra rows and columns to the final result are minimal compared to the doe: product of the remaining $n-1$ rows and columns. As $R$ moves further away from the best maich (the: correlation peak), more and more rows and columns are introduced to add to the difference in slope onopposite sides of the correlation peak. But since this algorithm requires only that the reference be moved one: pixel in each direction around the peak, it is accurate to model opposite points as being equal.

Fig. 4 shows an excerpt from a normalized cocrelation data file that shows the peak of the surface (heving az: value of 1) and several other values around the maximum. These data were taken by comelating a nonsymmetric reference feature against a test search area with nonbero background. These data show thrix: the approximations given in sections 3.3 and 3.4 hold true for this case. The correlation values on oppocite. sides of the peak vary only in the fourth significant digit even with the nonsymmetric feature and nonero: background.

> 0.9518228 .9593330 .9644798 .9672878 .9645848 .9589568 .958671
> 8.959285 8.9695288 .9768658 .9885838 .9766538 .9691978 .959110
> 8.965885 0.9778528 .987385 8.993811 8.9873668 .9767138 .964791
> 0.966576 8.9794488 .9915201 .8088888 .9912758 .9787178 .966824
> 8.954989 0.977848 0.987354 $8.993365 \quad 8.9867558 .9757188 .963891$
> $8.959598 \quad 0.9695788 .9764868 .9888738 .9764688 .9683558 .958349$
> $0.951582 \quad 0.959323 \quad 0.964331 \quad 0.9672438 .9650188 .9591778 .958923$

Fig. 4. Example of normalized correlation data.

## 4. MODELING A SURFACE TO FIT THE DATA

### 4.1 Constructing the paraboloid

The model of the surface that fits the set of normalized correlation data points is now considered. In a onedimensional case it can be shown that if there exists some maximum point, $2_{0,0}$, and points on either side of $z_{0,0}$ that are of equal value and are equidistant from $z_{0,0}$, then the smallest degree curve that will pass through the turee points and have a mathematical maximum at $2_{0,0}$ is a parabola of second degree ${ }^{3}$ (see Fig. 5).

It follows that one-dimensional parabolas can be fited through the maximum correlation value of the surface in Fig. 2 and any two other points on opposite sides of the peak. The only difference between all of the parabolas is their widths due to different surface gradients depending on the correlation pair ( $\boldsymbol{z}_{i, j}, \boldsymbol{z}_{-i,-j}$ ) being considered.

This behavior can be modeled in three dimensions by a paraboloid of one sheet that has the following general equation.

$$
\begin{equation*}
z(x, y)=a x^{2}+b y^{2}+c x y+d x+c y+f \tag{13}
\end{equation*}
$$

This surface can be visualized by taking a one-dimensional parabola and rotating it about its axis of symmetry while allowing the widat to vary such thax it forms a three-dimensional paraboloid with an elliptic base as shown in Fig. 5.


### 4.2 Fitting the paraboloid to the correlation peak

The solution for the $\mathbf{i x f f i c i r n t s}$ of he paraboloid can be found by solving the system of equations

$$
\begin{equation*}
A x=b, \tag{14}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{cccccc}
x_{0}^{2} & y_{0}^{2} & x_{0} y_{0} & x_{0} & y_{0} & 1  \tag{15}\\
x_{1}^{2} & y_{1}^{2} & x_{1} y_{1} & x_{1} & y_{1} & 1 \\
\ldots \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
x_{8}^{2} & y_{8}^{2} & x_{8} y_{8} & x_{8} & y_{8} & 1
\end{array}\right],
$$

$$
x=\left[\begin{array}{l}
a  \tag{16}\\
b \\
c \\
d \\
c \\
j
\end{array}\right]
$$

and

$$
b=\left[\begin{array}{c}
z_{0}  \tag{17}\\
z_{1} \\
\ldots \\
z_{8}
\end{array}\right] .
$$

The correlation dats points in $b$ have been redefined from $z_{0,0}, z_{0,1}, z_{1,0}$ elc., to $z_{0}$ through $z_{g}$ to be consistent with the A matrix format. Because there are only six unknown values in the coefficient matrix, $x_{1}$ and nine correlation data points are supplied by the correlation maximum and the eight surrounding neighbors as
given in $b$, the system of equations is overdetermined. Because $A$ is a rectangular matrix and camnot be invertod in the normal fachion $t$ solve for $x$, a least-squerces regression must be used. This appromet has an. advantage in that all nine points can contribute to the position and shupe of the resilling paraboloid.

Application of a pseudo-inverse method can be applied to the system. The first step is to multiply both sides of equation (14) by $A^{T}$, the transpose of $A$.

$$
\begin{equation*}
A^{T} A x=A^{T} b . \tag{18}
\end{equation*}
$$

Ganssinn elimir stion could be applied to equation (18), or since $A^{T} A$ is a square matrix, it can be inverted by a numerical algorithm to solve for $x$ as shown in equation (19). ${ }^{\dagger}$

$$
\begin{equation*}
x=\left(A^{T} A\right)^{-1} A^{T} b . \tag{19}
\end{equation*}
$$

Once the coefficients of the surface are known, the maximum of the paraboloid can be found by taking the gradient of $z(x, y)$ in equation (13) with respect to $x$ and $y$ and setting them equal to $z$ tro as followe:

$$
\begin{align*}
& \frac{\delta z}{\delta x}=2 a x+c y+d=0 ;  \tag{20}\\
& \frac{\delta z}{\delta y}=2 b y+c x+c=0 . \tag{21}
\end{align*}
$$

The values for $x$ and $y$ at the peak can be solved for rirecily as

$$
\begin{equation*}
x=\frac{(2 a b-c c)}{\left(c^{2}-4 a b\right)}, \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
y=\frac{(2 a e-d c)}{\left(c^{2}-4 a b\right)} . \tag{23}
\end{equation*}
$$

Note that this is a closed form solution for the maximum. No iterative steps are involved, and the execution uime is therefore deterministic.

The application of the algorithm can be summarized as follows:

1. Determine the best integer pixel match between the reference template and the feature of interest in the search window.
2. Find the normalized correlation at the peak and eight surrounding points ( $20, \ldots, z_{8}$ ) $\quad$ g equation ( 1 ).
3. Sa up the matrices for the system as shown in equations (14) through (17) using the correlation data points and their associated $(x, y)$ positions.
4. Solve for the coefficients of the paraboloid, $a, b, \ldots, f$ using a numerical method on equation (18).
5. Use the coefficients ind equations (22) and (23) w calculate the position of the surface maximum.
6. Add this subpixel value to the integer pixel location found in step 1 to precisely locate the feature.

## 5. EXPERIMENTAL RESULTS

The primary application of the algorithm described in the previous sections is to locate a unique feature within an image on a printed sheel. A mean accuracy of at least $1 / 8$ of a pixel (pixel size is $0.0058^{\prime \prime}$ ) is
required for our particular application. Several simulations of the algorithm indicated that an accuracy of better than $1 / 16$ of a pixel was possible. An experiment was designed to determine the accuracy modyrepeatability of the algerithm using actual imagery.

A test stand was constructed for use in the experiment that consisted of two translation stages mounted on anoptical table The translation stages were assembled to allow traved in the $x$ and $y$ directions and wero. positioned with procision micrometers. A mechanical fixture to hold the printed sheet was mounted oa opp ofthe translation stages. The images were digitized with a high-resolution ( $1320 \times 1035$ ) charge coupled. device (CCD) camera.

The first step in the experimental procedure was to scquire a reference image for use in the cocrelation:process: After storing this image in memory, a uniqpe fembe was selectod as the reference templanafore correlation purposes. The position of the reference feature was defined as the origin of a cartesian coordinates. system. The translation stages were used to shift the graphic material in $0.001^{\prime \prime}$ increments in $x_{+} y_{0}$ and combinations of boch. A total of 560 images were acquired at 10 different locations. At each new poseiticuer the subpixel cross correlation algocithm was used to estimate the amount of shift from the starting pocition:The calculated shitt was compared to the actmal shifi as measured by the micrometer. This experimenewnasis
 by acquiring many images as each location.

The results of this experiment are shown in Fig. 6. In this plot, the axes represent the fraction of a pixel which the printed sheet was shifted in the $x$ and $y$ directions. The circles are centered at the ten positions where data were acquired, and their radius represents $1 / 16$ of a pixel. The squares are centered at the mean position calculated using the subpixel correlation, and their width and height correspond to one standard error in the $x$ and $y$ directions, respectively.


Fig. 6. Plot of calculated translations of a printed graphic image, circles centered at ideal bocation with a radius of one-sixteenth pixel and squares centered at mean of calculated location with widh and height representing one standard deviation in $x$ and $y$, respoctively.

As can be seen from Fig. 6, the moen calculated location was within $1 / 16$ of a pixel at each actual ponitionz. Another importiof conclosing is that the angritude of the standiad ecror was on average less than. $1 / 82$ of am: pixel Results from this experiment proved that the algorithm whis eufficient for the needs of the applitinions.

## 6. CONCLUSION

A subpizel registration algorithm has been developed for a digital inspection system at Oak Ridge National.: Labocatory. The inspection system will be used to make measurements of printed materials in orderth: precisely locate particular image features. The algocithm preseased has been shown to be accuratertal/16pirel on a variety of different image features, so it can be applied to many different types of machinevisions:
 which allows a deterministic execution time and can be fast enough to implement in an on-line inspection: environment without a large investment in expensive image-processing hardware-.
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