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Subpixel three-dimensional laser imaging with a
downscaled avalanche photodiode array using code
division multiple access
Fan Xu1, Yuan-Qing Wang2, Xiao-Fei Zhang1 & Cai-Yun Wang1

Scannerless time-of-flight three-dimensional imaging, the successor to raster scanning three-

dimensional imaging, relies on large-scale detector arrays to obtain high pixel resolution;

however, manufacturing limitations lead to a bottleneck in imaging resolution. Here, we

report a methodology for laser imaging using code division multiple access, which involves

three key steps. Optical encoding is carried out for a pulsed laser to generate space-time

encoded beams for projection. Optical multiplexing subdivides the backscattered light signals

and multiplexes them to a downscaled avalanche-photodiode array. Subpixel decoding

decodes the digitized encoded full waveforms and decomposes the features of all subpixels.

Accordingly, we design a prototype based on a 64-order encoder and a 4-element avalanche-

photodiode array and conduct an outdoor experiment. We demonstrate that the system is

capable of obtaining 256 pixels per frame in push-broom mode and reconstruct a three-

dimensional image with centimetre-level lateral resolution and range precision at a distance

of ∼112 m.
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R
ecent years have witnessed remarkable development and
extensive applications for light detection and ranging
(LIDAR). Currently, incipient point-by-point scanning

LIDAR (i.e., whisk-broom LIDAR) is being gradually replaced by
scannerless LIDAR for improved instantaneous performance1–4

(Supplementary Fig. 1 and Supplementary Note 1). Moreover,
new laser imaging mechanisms for scannerless LIDAR are con-
tinuously emerging5–7. Figuratively, while a palm is used to
replace a finger for instant sensing of a full view of a target, the
optimal management of touch spots for the palm is further
investigated for the perception of every detail with increased
accuracy. Among existing mechanisms, the time-of-flight (TOF)
measurement enables direct, accurate and rapid imaging perfor-
mance8,9. In general, this mechanism-based system, commonly
called flash LIDARs, uses a highly sensitive avalanche photodiode
(APD) array to capture backscattered light and a high-speed
readout integrated circuit to obtain depth information10,11.

Advances in large-scale focal-plane arrays and their seamless
integration into LIDAR systems have effectively enhanced the
resolution for laser imaging (Supplementary Table 1). The record
for the largest array scale of 320 × 256 will soon be broken,
allowing over 80,000 pixels to be retrieved simultaneously without
scanning12–14. However, the use of the conventional TOF mea-
surement method, whereby imaging resolution relies on the
detector scale, hampers potential improvements in imaging per-
formance. This is the reason why the Lincoln Laboratory has
only improved the imaging resolution to 256 × 64 over two dec-
ades, which is still far less than the expected 300,000-pixel reso-
lution15–20. Simply upgrading the detector scale to improve the
imaging resolution not only increases the challenges of the
hardware design and the cost but also hinders system miniatur-
ization. Therefore, the traditional TOF-based mechanism is in
urgent need of innovation via technical means to solve the con-
tradiction between a small detector scale and high resolution.

For years, code-division multiple-access (CDMA) has been
commercially successful in the field of mobile communications.
By encoding the information from all users within the entire
spectrum and time slots of a single channel and distinguishing
different users via their own unique codes, CDMA possesses
incomparably superior aspects relative to other multiple-access
methods21. In this context, effective application of CDMA to the
field of optical remote sensing and successful resolution of cur-
rent problems are unprecedented and significant. Intuitively, it
seems inexplicable to claim the existence of similarities between
mobile communications and optical remote sensing. In fact, both
aspects have extremely similar demands for the breadth and
quality of information transmission. Regarding the former, high
channel utilization and a lower bit error rate are needed to
accommodate more users and ensure undistorted communica-
tions with limited base stations. For the latter, a high-pixel
resolution and low-range deviation are urgently required for
high-resolution and precise optical imaging with limited APD
elements. From this perspective, the possibility remains to explore
(with great potential) the applications of CDMA to optical remote
sensing. The latest research preliminarily provides a scheme for
applying the CDMA technique to LIDAR22. However, this
application is restricted to scanning LIDAR to discriminate and
separate the scanning echo signals under high-frame-rate con-
ditions; the application does not fully implement the CDMA
technique for high-resolution imaging of scannerless LIDAR.
Therefore, a huge potential remains for optimal application of the
CDMA technique to optical imaging.

Here, we present a subpixel three-dimensional (3D) laser
imaging system. Substituting pure pulsed laser illumination, we
generate pulse-encoded illumination to encode objective pixels
using orthogonal codes for their distinguishability. Subsequently,

optical multiplexing is operated for subpixelization and multi-
plexing of these subpixels. Consequently, we compress the
transmission channels and thus downscale the required APD
array. A subpixel decoding algorithm is specifically proposed and
applied to encoded full-waveforms obtained from different APD
elements; thus, the range profiles for all subpixels are recovered
with high accuracy. Overall, we adopt the CDMA technique to
surpass the traditional TOF mechanism with regards to one-to-
one correspondence between the detectors and objective pixels
and to ultimately realize high-resolution 3D imaging with a
downscaled APD array. We conduct an outdoor experiment at a
distance of ~112 m and demonstrate that image resolutions of
256 pixels per frame with centimetre-level precision can be rea-
lized merely by using a 4-element APD array. As a corollary,
massive pixel resolution without scanning not only constitutes the
domain of a large detector array but can also be realized accu-
rately with a small one instead.

Results
Experimental configuration. The experimental configuration for
a CDMA-based subpixel 3D imaging system is illustrated in
Fig. 1. Consistent with a common flash LIDAR, the system uses a
beam expander to broaden the illumination range for multi-pixel
detection under the scannerless condition and a multi-element
APD array to record multi-channel backscattered echoes and
resolve the depth information therein. The key change lies in the
introduction of an N-order optical encoder and multiplexer into
the transmitter and receiver. In virtue of these two devices, our
goal is to reconstruct a precise 3D image of the target with a
resolution ofM ×N pixels by using a mereM-element APD array.

To improve the detection efficiency and better the adaptation
to moving platforms relative to the whisk-broom system, our
system is designed to work in a push-broom mode. The push-
broom system produces a linear laser beam with a large
instantaneous field of view (FOV) orthogonal to the moving
direction, and sweeps up the surface with continuous forward
movement23. To this end, in the prototype we designed
(Supplementary Fig. 2 and Supplementary Note 2), a 532-nm
pulsed laser with a pulse repetition frequency of 10 kHz and a
pulse width of 10 ns is expanded and shaped to a linear laser
beam with a flat-top energy distribution to uniformly cover a
linear region. The lens set we design to realize beam expansion
and shaping consists of an aspherical lens, a pair of conical lenses
and a cylindrical lens. Herein, the conical lenses, which
redistribute energy from the original Gaussian beams, are used
to realize uniform detection and thus reduce the loss probability
for the pixels. The linear beams are projected and collected,
respectively, by the projection and collecting lenses, both of which
adopt Schneider Symmar-S camera lenses with a focal length of
210 mm. To track the projection moment, a small fraction of the
projection beam is simultaneously selected to trigger the digitizer.
A time-to-digital converter module is integrated into the digitizer
to implement fine corrections for inherent temporal fluctuations,
which contribute to a time precision of dozens of picoseconds.
Furthermore, to discard the redundant data, data acquisition is
set to start after a fixed flying time and remain in operation
within a finite period (Supplementary Figs. 7, 8 and 9 and
Supplementary Note 5). The sampling rate is set to 1 Gsps for
complete signal retrieval. All the digitized signals are directly
transmitted to a computer terminal for subsequent signal
processing and image reconstruction.

Optical encoding and multiplexing. These two modules con-
tribute to the core implementation of our overall goal. The tra-
ditional CDMA-based mobile communication adopts a Walsh-
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Hadamard code for orthogonal spread spectrum modulation. A
common Hadamard code is a symmetrical square matrix whose
coefficients comprise bipolar elements of +1 and −1, with rows
(columns) that are mutually orthogonal24. The orthogonal
property of Walsh-Hadamard codes enables a laser imaging
system to discriminate spatially different pixels by encoding, and
compress the transmission channels by multiplexing. Unlike
traditional bipolar digital modulation, laser modulation requires
unipolar encoding operations, which can be realized by con-
verting the original elements to “1” and “0”, wherein “1” denotes
the light pass and “0” light interception. Both states are physically
realized by on-off controls for the encoder elements. On the
premise of the potential existence of a better encoder design, we
designed an applicable disc-style optical encoder, which performs
continuous optical encoding by rotation (Supplementary Fig. 4
and Supplementary Note 3). Thus, we generate encoded beams in
both temporal and spatial dimensions, which are mapped to a
unipolar Walsh-Hadamard-deformed code (Fig. 2a).

Unde r N-order encoding conditions, the encoded projection
light divides the illumination region into N sections marked by S1,
S2, …, SN. Typically, an N-element APD array is used for range
retrieval for N pixels. Benefiting from the unique encoding
attribute of each section, a single APD element can theoretically
distinguish the respective information from the mixed light after
multiplexing. To reach higher resolutions, the N sections are
regarded as an assembly ofM ×N uniform subsections marked by
{S1,j},{S2,j},…{SN,j}, where j =1,2,…,M, and the information from
all these subsections is intended to be derived (Fig. 2b). Since the
subsections from each section share the same code element, we
can obtain M sets of encoded full waveforms of mixed light by
regrouping the subsections into {Si,1},{Si,2}, …, {Si,M}, where i =1,
2, …, N. Consequently, the M data sets involving information

from M ×N subpixels can be distinguished by M APD elements.
This concept of subpixelization and subpixel multiplexing
requires a customized optical design to provide support at the
receiver side (Fig. 2c). An N-element micro-prism array is first
used to redistribute the backscattered light from all sections.
Through convergence by a cylindrical lens, the light from
different micro-prism elements is projected and superposed onto
the front of an M-element wedge-prism array, thus forming a
mixed light band. Each part of the light band corresponding to
each wedge-prism element actually contains N subdivided light
signals, which are exactly the backscattered light signals from the
N subsections and are thus mutually orthogonal. Through total
internal reflection in the wedge prisms, the light band is
converted into M separate light spots, which are projected onto
an M-element APD array via fibre optic bundles. Note that all
APD elements operate in linear mode to completely record
different multiplexed waveforms (Supplementary Fig. 6 and
Supplementary Note 4).

Essentially, the CDMA implementations in our
design resemble the CDMA implementations in mobile
communications. We can regard the objective subsections as
the users, the backscattered light as the user data and the
APD elements as the base stations. Similarly, as each base
station receives the multiplexed data by modulating bit streams
and merging these multiple streams into one, each APD
element collects the multiplexed backscattered light by
modulating the reflected light signals and multiplexing them
into one. Since each base station can distinguish and restore
the bit streams transmitted from different users by digital
demodulation, each APD element can distinguish and recover
the echo signals from different subsections through component
decoding.
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Fig. 1 CDMA-based subpixel 3D imaging system. Encoded linear beams generated from pulsed lasers by a beam expander and shaper set and an N-order

optical encoder are projected onto a multi-story building in a push-broom mode, which illuminates N encoded sections. The backscattered light, collected

and multiplexed into M-channel encoded light by a multiplexer, is then captured by an M-element avalanche photodiode (APD) array. The digitized signals

are used to reconstruct M × N-pixel-per-frame range and intensity images
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Subpixel decoding. To clarify the principle of subpixel decoding,
we particularize the process of signal formation and processing to
the case of a 4-order encoder and one APD element (Fig. 3). The
encoded spots, which are generated by a unipolar Walsh-
Hadamard-deformed matrix H4, constitute a 2D-encoded light-
spot array in temporal and spatial dimensions (Fig. 3a). The time
intervals between the time slots are uniformly T= 1/f, where f
denotes the pulse repetition frequency of laser emission. The
projection points are marked by S1, S2, S3 and S4, with their echo
signals assumed as p1, p2, p3 and p4, respectively. These signals,
carrying specific depth and intensity information, propagate
within four time slots in four channels (Fig. 3b). After being
multiplexed, the channels are merged into a single channel, with
an accumulated signal called the encoded full waveform, which is
composed of four separated parts within four time slots (Fig. 3c).
Accordingly, a matrix Y4= [p1+ p2+ p3+ p4 p1+ p3 p1+ p2 p1
+ p4] can be used to represent the encoded full waveform
mathematically. The subsequent goal is to decompose Y4 into
four components that approximate the original four components
accurately. Multi-path propagation increases the overlapping of
multiple pulses, ultimately lowering the effectiveness of tradi-
tional decomposition methods25,26. However, subpixel decoding
can impart an improvement by using the orthogonal property of
the Walsh-Hadamard code. In detail, a bipolar encoding matrix
H4 is used to demodulate the encoded full waveform. The result is

Y4H
T

4 ¼ ½2p1 2p2 2p3 2p4�, which indicates successful decomposi-
tion of four components. Since the encoded full waveform is
inevitably contaminated by different sources of noise, the
decoding results tend to be noisy components ~p1 ~p2 ~p3 ~p4½ �. By
using effective noise reduction, the time offsets and amplitudes
for all the subpixels can be accurately derived (Fig. 3d).

To demonstrate the universal applicability of subpixel decoding
and determine the general construction of decoding matrix, a
generalized condition for N-order encoding is further investigated.
Initially, the N-order encoding matrix HN can be derived from the
lowest-order Walsh-Hadamard-deformed matrixH2 byHN=HN/

2⊗H2, where ⊗ denotes the Kronecker product and the order N
should be a power of two. The signals diffusely reflected from the
N objective points are assumed to be PN= [p1 p2…pN]. These
pulsed signals propagating within the N time slots are multiplexed
into an encoded full waveform, which can be expressed as
YN ¼ PNH

T
N. After demodulation of an N-order encoding matrix

HN over YN, YNH
T

N ¼ PNH
T
NH

T

N ¼ PNðHNHNÞ
T. We conclude

that the elements of PN can be decomposed when HNHN is a
diagonal matrix. In this case, the diagonal elements of HNHN are
the coefficients of all decompositions. Actually, the coefficients do
not influence the signal-to-noise ratios (SNRs) of all decomposi-
tions, thus making no contribution to the extraction of the time
offsets and amplitudes. We therefore prefer HNHN to be an
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identity matrix with a constant coefficient, i.e., kEN, for uniform
distributions. Due to the symmetrical property of HN, HN is also a
symmetric matrix that is orthogonal to HN. Since HN is the
deformation of an N-order Walsh-Hadamard matrix, we further
demonstrate that the satisfactory matrix HN can be obtained
simply by changing the first-row first-column element of the
Walsh-Hadamard matrix to 1 − N/2 and can thus be entirely
described by HN ¼ ðN=2ÞH�1

N . Therefore, we adopt such an
encoding matrix for subpixel decoding of encoded full waveforms
to retrieve the echo components of different objective points.

The performance of subpixel decoding is verified by an outdoor
experiment (Fig. 4). Thus, our experimental system is used to
continuously project encoded laser beams onto a multi-story
building with uniform push-broom steps, with the ultimate
collection of 85 frames of data (Fig. 4a). As a reference, we
present the 20th-frame datum involving four sets of full encoded
full waveforms acquired from four APD elements (Fig. 4b). The
waveform within the first time slot of each set is an accumulation
of 64 subpixels, composing a traditional full waveform (Fig. 4c).
Due to extreme approximation between the subpixel depths, it is
almost impossible to distinguish the 64 subpixels simply by fitting
algorithms, highlighting the outstanding range resolution of

subpixel decoding. As per the decoding principle, an encoding
matrix is applied to the four waveform sets. As expected, 64
decoding pulses are obtained from each set as characteristic
waveforms of 64 subpixels (Fig. 4d). However, the noise
contamination on the waveforms hinders precise extraction.
Hence, we improved the decoding results by performing wavelet
de-noising and five-spot triple smoothing algorithms (Fig. 4e).
Eventually, the Levenberg-Marquardt fitting algorithm is used to
determine the time offsets and amplitudes of different
waveforms27.

However, certain abnormal results appear for explicable
reasons. First, the first subpixel tends to show a lower-SNR
characteristic waveform relative to the other subpixels, which is
essentially due to the particularity of the first code sequence. In
the 64-order decoding matrix, the first code sequence consists of
one code element of −31 and 31 code elements of +1, while the
other 31 code sequences contain the same quantities of +1 and
−1. Therefore, the decoding of the first subpixel magnifies the
noise in the first time slot, whereas decoding of the other
subpixels mutually counteracts the noise in the different time
slots. In addition to the first subpixel, some other subpixels may
lose their echo waveforms due to weak reflectivity and
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background solar irradiance. Overall, these lost subpixels do not
influence the retrieval of other detectable pixels and should be
discarded for the following 3D imaging. To prevent the
occurrence of subpixel loss as much as possible, sufficient output
power and favourable ambient conditions should be provided.

3D image reconstruction. Essentially, subpixel decoding aims for
accurate subpixel decomposition of the multiplexed signals from
each APD element. Subsequently, TOFs t can be obtained by t=
Δt+ t0, where Δt denotes the decomposed time offsets and t0
denotes the reserved time for the start of data acquisition. Note
that the subpixel ranges cannot be directly determined by ct/2,
which is actually the flying distance, where c is the light velocity.
Due to the large FOV, the flying distances of the linear subpixels

do not represent the orthographic ranges relative to the system
position and thus should be orthorectified (Supplementary Fig. 5
and Supplementary Note 3). According to the grouping and
multiplexing rules of the subpixels (Fig. 2b), the ranges and
amplitudes of all subpixels are recombined and spliced into the
range and intensity maps of the target, respectively. Following
combination of both maps, a 3D point cloud with 256 × 85-pixel
resolution is ultimately obtained (Fig. 5a).

The visual consistency between the shape of the reconstructed
3D point cloud (Fig. 5a) and the real scene (Fig. 4a) demonstrates
the validity of our approach. To further investigate the
performance, a quantitative analysis is provided. Figure 5b shows
a close-range photograph of the central window in the entire
scene, which exhibits six characteristic parts corresponding to
different distances to the imaging system: 1. exterior wall, 2.
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window guardrail, 3. left windowsill, 4. left windowpane, 5. right
windowsill and 6. right windowpane. For comparison and
evaluation, the corresponding reconstruction result for the central
window is extracted from the entire result and further improved
by image filtering. The side view of the improved result is shown
in Fig. 5c, where six layers can be recognized. A comparative
ranging test by a laser rangefinder was implemented to provide a
more objective evaluation (Supplementary Fig. 13 and Supple-
mentary Note 7). With the objective data, the averages and the
root mean square errors (RMSEs) of the six layers are calculated
and presented. Obviously, a minimum distinction of ~4 cm
between the exterior wall and the window guardrail can be
discriminated. Moreover, the RMSEs show an oscillation of
several centimetres, indicating the range precision of our
approach. Another non-negligible phenomenon occurs, in which
the RMSEs increase with increasing detection distance, because
this increase leads to an increasingly severe noise contamination
and thus lowers the precision.

In fact, the range precision mainly relies on data acquisition
precision and data processing precision. Regarding the former,
data acquisition precision can reach ~20 ps by virtue of time-to-
digital converter calibration. In terms of the latter, both effects of
the denoising and fitting algorithms should be taken into
consideration. Although the denoising algorithms can be used
to effectively improve the signal quality, the residual error still
leads to biased decomposition of the subsequent fitting algorithm.
For the fitting algorithm itself, we demonstrate a theoretical
precision of ~10−5 ps by application to a simulated noiseless
signal with a pulse width of 10 ns and a sampling interval of 1 ns.
Therefore, in spite of a centimetre-level practical precision, the
range precision of our imaging system can have potentially better
precision to the millimetre level under a low-noise condition.
Besides range precision, another key indicator—lateral resolution
—is considered. The lateral resolution of the different layers can
be described by Δlk= 2Lktan(θ/2)/256, where Lk denotes the

average distances of the different layers numbered k= 1,2, …, 6
and θ is the FOV for the laser emission. As the FOV of our system
is 6.54°, the lateral resolutions of the six layers range from 4.98 to
5.04 cm.

Discussion
We have demonstrated that our subpixel 3D imaging system is
capable of realizing high-resolution 3D imaging with millimetre-
level range precision merely by using a downscaled APD array
under scannerless conditions. The proposed CDMA-based sub-
pixel imaging technique exhibits a laser imaging mechanism,
which breaks the traditional dependency of the imaging resolu-
tion relying on the use of large-scale detector arrays. Conse-
quently, we successfully overcome the resolution bottleneck
arising from the limited manufacturability of large-scale detector
arrays, thereby downscaling the required detector array for high-
resolution imaging. The detailed contributions are two-fold. First,
a collaborative approach of optical encoding and multiplexing is
designed. By performing orthogonal codes on different pixels,
optical encoding effectively enhances the distinction between
pixels and reduces data redundancy. Optical multiplexing com-
pletes subpixelization for higher resolution and multiplexing of
the subpixels for detector downscaling. Second, the subpixel
decoding algorithm is specifically proposed to decode different
sets of encoded full waveforms and obtain characteristic para-
meters of all the subpixels. The algorithm can perform an out-
standing range resolution even in the case of extreme overlap of
multiple pixels with approximate depths.

In fact, one earlier technique named single-pixel imaging
possesses similar advantages with our subpixel imaging technique
in reducing the required complexity of detector arrays and
enhancing the image resolution7,28–30. However, many essential
differences exist between them. First, the two techniques are,
respectively, the interdisciplinary applications of the compressive
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sensing (CS) and CDMA to optical imaging. Thus, the former
focuses more on data acquisition and processing, while the latter
emphasizes data communication. Second, the module design is
different. Compared with the CS encoder’s requirement for a
programming pseudorandom-code generator, the CDMA enco-
der does not require the dynamic-data storage space because it
uses specific codes, and thus has lower complexity. Moreover,
while the CS imager simply uses a lens to project all reflections
onto one photon detector, the CDMA multiplexer is able to
subdivide the reflections (i.e., subpixelization) and accurately
project them onto a multi-element detector array. An appro-
priate, but not extremely large, scale of detector array can reduce
the complexity of encoder and the compromise on the mea-
surement times. Third, their reconstruction solutions and per-
formances are dissimilar. The reconstruction algorithms of CS
address the convex optimization problem by means of iteration,
while those of CDMA finish exact decomposition by linear
demodulation, leading to different levels of complexity. For
instance, to detect N pixels, subspace pursuit and orthogonal
matching pursuit as two typical algorithms for CS reconstruction
can, respectively, contribute to the complexity of O(mNlogK) and
O(mNK), where m denotes the measurement times and K sig-
nifies the sparsity level31,32. The complexity of the decoding
algorithm for CDMA-based reconstruction is O(N), which is far
less than the former two. Moreover, the iteration algorithms of CS
are sensitive to different parameters, easily producing pathologi-
cal problems. In terms of accuracy, not arbitrarily small number
of measurements for CS can result in accurate image recon-
struction, since the practical condition does not always strictly
meet the requirement of signal sparsity and measurement matrix.
CDMA method does not explore the extreme dimensionality
reduction but rather uses an exact demodulation process to
ensure a high-range precision; the encoding and decoding
matrices are full rank. Therefore, in addition to the same
advantage in reducing the detector complexity, the CDMA-based
subpixel laser imaging technique is also superior to the CS-based
single-pixel imaging technique in the areas of lower complexity of
encoding method and reconstruction algorithm, as well as having
a higher stability of imaging. Especially, our multiplexing solution
contributes to a more flexible high-resolution imaging approach,
with minimal design challenges.

Despite the benefits in reduced complexity of the detector array
and raised resolution of 3D imaging, some disadvantages should
be considered. One trade-off exists between multi-pixel acquisi-
tion and high laser power. Since the mono laser source has to
supply the required energy for the detection of multiple pixels
and the optical encoder results in the light loss, a higher-powered
laser is required to ensure the exact acquisition of all pixels.
Furthermore, the CDMA-based acquisition of pixels necessitates
a trade-off between space and time, just like the single-pixel
imager.

Although this paper only presents a prototype customized for
push-broom detection with a specific resolution, the proposed
methodology of CDMA-based laser imaging can have an evolved
application to a planar all-covering mode to realize staring 3D
imaging with a larger FOV. From this perspective, as the current
record holder, the 320 × 256-element APD array can readily
realize 5120 × 4096-pixel (over 20 million pixels) non-scanning
imaging when a 256-order encoder is provided. Our ultimate goal
—to capture and recover the most extensive and clearest scene
with the smallest and most portable laser equipment—is around
the corner.

Methods
Optical encoder design. The optical encoder is designed specifically for experi-
mentation. Overall, we adopt a round disc with a symmetrical drilled code

distribution. To meet the experimental requirements, more details need to be
considered and realized. First, the precision of the hole positions must be sufficient
to prevent incorrect multiplexing of the reflections from the appointed subpixels. A
larger-sized disc generally provides a higher tolerance for deviation. Therefore,
under specified encoding orders, we should deal with the contradiction between the
precision and size. Second, auto encoding is indispensable for non-stop detection.
We use an electric motor to drive rotation of the encoder disc. Finally, accurate
laser shots need to be considered. We use a photoelectric switch to track the arrival
of every code sequence and drive the laser emitter to work. A prescribed rotating
speed is set to control the laser emission with a pulse repetition frequency of ~10
kHz. Therefore, we aim to provide an applicable encoder for our system, and we do
not exclude other (potentially better) encoding approaches. More details are pro-
vided in Supplementary Note 3.

Data acquisition. A high-speed digitizer is designed and used for four-channel
data acquisition from four APD elements (Throlabs APD210). The digitizer
includes an analog-to-digital converter (ADC) chip (E2V EV10AQ190), field-
programmable gate array (FPGA) chip (Xilinx Virtex-5 XC5VSX95T) and an
Ethernet chip, which control data digitization, data control and data transmission,
respectively. The FPGA controls the ADC to work with a digitizing rate of 1 Gsps.
The ADC outputs 10-bit digitized data in double data rate (DDR) mode with a
clock frequency of 500MHz. To reduce the amount of empty data and ease the
burden for the digitizer, ADC works only within an appointed period by control of
the FPGA. For the experiment illustrated in Fig. 4, from the moment of arrival for
the trigger signal, the ADC is set to start after 250 clock cycles and stop after
another 250 clock cycles. Consequently, the redundant data obtained within a
distance of 75 m to the laser emitter are beyond acquisition, which thus effectively
improves the work efficiency of the digitizer. More details are provided in Sup-
plementary Note 5.

Integration and visualization. We develop a LabVIEW software platform con-
sisting of two modules for satisfactory integration and visualization. The up-
monitor module aims to acquire data from the Ethernet port of the digitizer. The
signal processing module includes algorithms of waveform restoration, waveform
enhancement, subpixel decoding and fitting decomposition. In combination with
the FOV parameters of beams and multiplexing rules of the subpixels, the range
and intensity information of subpixels are orthorectified and spliced, thus
accomplishing 3D image reconstruction. More details are provided in Supple-
mentary Note 6.

Data availability
The data supporting the findings of this study are available from the corresponding
author upon reasonable request.
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