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#### Abstract

In this paper, we establish new sufficient conditions for the polynomial $f$ to be SOS in terms of the Newton polyhedron of $f$ (Theorems 2.6 and 2.12). These new sufficient conditions include results which were proved earlier by Lasserre [13, Theorem 3], Fidalgo and Kovacec [6, Theorem 4.3], Ghasemi and Marshall [7, Theorems 2.1 and 2.3], and Ghasemi and Marshall [8, Theorem 2.3].


## 1. Introduction

The problem of representation of positive semidefinite polynomials (PSD) as sums of squares of polynomials (SOS) has been treated by many authors. Note that if $f$ is SOS then the degree of $f$ is even. In [10], Hilbert proved that $P_{2 d, n}=\Sigma_{2 d, n}$ if and only if $n \leq 2$ or $d=1$ or $(n, d)=(3,2)$, where $P_{2 d, n}$ and $\Sigma_{2 d, n}$ are the cone of PSD forms of degree $2 d$ in $n$ variables and the cone of SOS forms of degree $2 d$ in $n$ variables, respectively; see [2, Theorem 6.3.7]. The first explicit example for this phenomenon was given by Motzkin [18]; see [16, Proposition 1.2.2].

We denote by $\mathbf{N}$ the set of nonnegative integers $\{0,1,2, \ldots\}$. For $x=$ $\left(x_{1}, \ldots, x_{n}\right)$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbf{N}^{n}$, define $x^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}$ and $|\alpha|=\alpha_{1}+\cdots+$ $\alpha_{n}$. Using these notations, every polynomial $f \in \mathbf{R}[x]$ can be writen as $f(x)=$ $\sum_{\alpha \in \mathbf{N}^{n}} f_{\alpha} \cdot x^{\alpha}$, where $f_{\alpha} \in \mathbf{R}$ and $f_{\alpha}=0$, except for finitely many $\alpha$. Assume now that $f$ is nonconstant and has even degree $2 d$. Let $\Omega:=\left\{\alpha \in \mathbf{N}^{n} \mid f_{\alpha} \neq 0\right\} \backslash$

[^0]$\left\{0,2 d e_{1}, \ldots, 2 d e_{n}\right\}$, where $e_{1}=(1,0, \ldots, 0), \ldots, e_{n}=(0, \ldots, 0,1)$. Thus $f$ has the form
$$
f(x)=f_{0}+\sum_{\alpha \in \Omega} f_{\alpha} x^{\alpha}+\sum_{i=1}^{n} f_{2 d_{i}} x_{i}^{2 d}
$$

Setting

$$
\begin{aligned}
\Delta & :=\left\{\alpha \in \Omega \mid f_{\alpha} x^{\alpha} \text { is not a sum of squares in } \mathbf{R}[x]\right\} \\
& =\left\{\alpha \in \Omega \mid f_{\alpha}<0 \text { or } \alpha_{i} \text { is odd for some } i \in\{1, \ldots, n\}\right\}
\end{aligned}
$$

In [13, Theorem 3], Lasserre proved that if

$$
f_{0} \geq \sum_{\alpha \in \Delta}\left|f_{\alpha}\right| \quad \text { and } \quad f_{2 d e_{i}} \geq \sum_{\alpha \in \Delta}\left|f_{\alpha}\right| \frac{|\alpha|}{2 d}, \quad i=1, \ldots, n,
$$

then $f$ is SOS.
Later on, some various versions on sufficient conditions of this type have been given by Fidalgo and Kovacec [6, Theorem 4.3], and Ghasemi and Marshall [7, Theorems 2.1 and 2.3] where the left-hand sides of the inequalities are kept unchanged and the right-hand sides are replaced by quantities which also depend on the coefficients $f_{\alpha}, \alpha \in \Delta$. Indeed, in [7, Theorems 2.1], $f$ is SOS if

$$
f_{0} \geq \sum_{\alpha \in \Delta}\left|f_{\alpha}\right| \frac{2 d-|\alpha|}{2 d} \quad \text { and } \quad f_{2 d e_{i}} \geq \sum_{\alpha \in \Delta}\left|f_{\alpha}\right| \frac{\alpha_{i}}{2 d}, \quad i=1, \ldots, n
$$

and this result is an new version of Lasserre's one.
Recently, Ghasemi and Marshall [8, Theorem 2.3] have given another sufficient condition on additional variables satisfying constrains depending on the coefficients $f_{\alpha}, \alpha \in \Delta$, for the polynomial $f$ to be SOS. Precisely, a sufficient condition for a form $f$ of degree $2 d$ to be SOS is that there exist nonnegative real numbers $a_{\alpha, i}$ for $\alpha \in \Delta, i=1, \ldots, n$, such that

$$
(2 d)^{2 d} a_{\alpha}^{\alpha}=\left|f_{\alpha}\right|^{2 d} \alpha^{\alpha}, \quad \alpha \in \Delta, \quad \text { and } \quad f_{2 d e_{i}} \geq \sum_{\alpha \in \Delta} a_{\alpha, i}, \quad i=1, \ldots, n,
$$

where $a_{\alpha}^{\alpha}=a_{\alpha, 1}^{\alpha_{1}} \cdots a_{\alpha, n}^{\alpha_{n}}$ and $\alpha^{\alpha}=\alpha_{1}^{\alpha_{1}} \cdots \alpha_{n}^{\alpha_{n}}$ with the convention $0^{0}=1$. This result include improvements of the above results. However, if $f_{0}=f_{2 d e_{1}}=\cdots=$ $f_{2 d e_{n}}=0$, the conditions of [8, Theorem 2.3] imply that $\Delta=\emptyset$ and so $f$ is obviously SOS. Thus, this criterion is overly restrictive.

We recall here some notations about Newton polyhedra. Let $\operatorname{supp}(f):=$ $\left\{\alpha \in \mathbf{N}^{n} \mid f_{\alpha} \neq 0\right\}$. The Newton polyhedron $\Gamma(f)$ of $f$ is the convex hull of $\operatorname{supp}(f)$ in $\mathbf{R}^{n}$. Clearly, $\Gamma(f)$ is a compact convex polyhedron of dimension at most $n$. A supporting hyperplane of $\Gamma(f)$ is a hyperplane minimizing the value of some linear function on $\Gamma(f)$. The faces of the boundary of the Newton polyhedron $\Gamma(f)$ are the intersection of $\Gamma(f)$ with its supporting hyperplanes.

They are compact convex polyhedra of dimension at most $n-1$. The vertices are faces of dimension 0 (i.e., points).

In this paper, we establish new sufficient conditions for the polynomial $f$ to be SOS in terms of the Newton polyhedron $\Gamma(f)$ of $f$ (Theorems 2.6 and 2.12). Precisely, we replace the values $f_{0}, f_{2 d e_{1}}, \ldots, f_{2 d e_{n}}$ in the left sides of the inequalities above by some values $f_{u}, u \in \mathscr{U}$, where $\mathscr{U}$ is some set satisfying $V(f) \subset \mathscr{U} \subset$ $\Gamma(f) \cap(2 \mathbf{Z})^{n}$. Note that our new sufficient conditions include all the results mentioned above.

The paper is organized as follows. Section 2 presents the new sufficient conditions for a polynomial to be a sum of squares of polynomials (Theorem 2.6 and 2.12). In Section 3, we prove these results. As a consequence of Theorem 2.12, a lower bound of $f$ is established in Section 4.

## 2. Statement of the results

Suppose $f\left(x_{1}, \ldots, x_{n}\right)$ is a polynomial of degree $2 d$. Let

$$
\bar{f}\left(x_{0}, x_{1}, \ldots, x_{n}\right):=x_{0}^{2 d} f\left(\frac{x_{1}}{x_{0}}, \ldots, \frac{x_{n}}{x_{0}}\right) .
$$

Then $\bar{f}$ is a form of degree $2 d$ called the homogenization of $f$. We have the following well-known result.

Proposition 2.1 ([16, Proposition 1.2.4]). Let $f$ be a polynomial of degree 2d. Then $f$ is PSD iff $\bar{f}$ is PSD; and $f$ is SOS iff $\bar{f}$ is SOS.

We now assume $f$ is a form, and $\Gamma(f)$ is the Newton polyhedron of $f$. Let
$\cdot \mathscr{C}:=\Gamma(f) \cap \mathbf{Z}^{n}$ denote the set of all integer points in $\Gamma(f)$,

- $\mathscr{A}:=\left\{\left.\frac{1}{2}(s+t) \right\rvert\, s, t \in \Gamma(f) \cap(2 \mathbf{Z})^{n}\right\}$ denote the set of integer points from $\Gamma(f)$ which are averages of even integer points from $\Gamma(f)$, and
- $\mathscr{V}:=\mathscr{A} \backslash\left\{\left.\frac{1}{2}(s+t) \right\rvert\, s \neq t, s, t \in \Gamma(f) \cap(2 \mathbf{Z})^{n}\right\}$ denote the set of even integer points from $\Gamma(f)$ which are not averages of distinct even integer points from $\Gamma(f)$.
From now on, $V:=V(f)$ denotes the set of vertices of the Newton polyhedron of $f$. It follows from [9, Theorem 3.1] that if $f$ is PSD, the set $V$ is contained in $(2 \mathbf{Z})^{n}$, and so $V \subset \mathscr{V} \subset \mathscr{C} \cap(2 \mathbf{Z})^{n}$. We recall some results, which give some necessary conditions for a polynomial to be SOS.

Proposition 2.2 ([4, Proposition 3.7]). If $f$ is SOS, then
(i) for every $\alpha \in \operatorname{supp}(f)$, we have $\alpha \in \mathscr{A}$, and
(ii) for every $u \in \mathscr{V}, f_{u} \geq 0$.

We recall here some notations, due to Reznick [23]. We use the term framework to denote a set $\mathscr{U}=\left\{u^{1}, \ldots, u^{m}\right\}$ in which $u^{i}=\left(u_{1}^{i}, \ldots, u_{n}^{i}\right) \in(2 \mathbf{Z})^{n}$ with $u_{j}^{i} \geq 0$ and $\sum_{j=1}^{n} u_{j}^{i}=2 d$ for all $i$ and some $d$. A trellis is a framework in
which $u^{1}, \ldots, u^{m}$ comprise the vertices of a simplex. Note that if $\mathscr{U}$ is a trellis, then $\mathscr{U}$ is a linearly independent set.

Definition 2.3 ([23, Definition 2.1]). Let $\mathscr{U}$ be a framework. A finite set $\mathscr{L} \subset \mathbf{Z}^{n}$ is called $\mathscr{U}$-mediated if $\mathscr{L}$ contains $\mathscr{U}$, and every $v \in \mathscr{L} \backslash \mathscr{U}$ is an average of two distinct even points in $\mathscr{L}$.

We now assume that $V \subset \mathscr{U} \subset \mathscr{V}$. Then, $\mathscr{U}$ is a framework. By [23, Theorem 2.2], we get the following.

Theorem 2.4 ([23]). There is a U-mediated set $\mathscr{U}^{*}$ satisfying $\mathscr{A}(\mathscr{U}):=$ $\left\{\left.\frac{1}{2}(s+t) \right\rvert\, s, t \in \mathscr{U}\right\} \subset \mathscr{U}^{*} \subset \mathscr{C}$ and $\mathscr{U}^{*}$ contains every $\mathscr{U}$-mediated set.

Suppose that $V=\left\{u^{1}, \ldots, u^{m}\right\}$ is a framework. If $\alpha \in \mathbf{Z}^{n}$ and $\alpha=\lambda_{1} u^{1}+$ $\cdots+\lambda_{m} u^{m}$ with $\lambda_{i} \geq 0$ and $\lambda_{1}+\cdots+\lambda_{m}=1$, then $\alpha \in \mathscr{C}$; conversely, if $\alpha \in \mathscr{C}$ then at least one such $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ exists. Let

$$
\Lambda(\alpha)=\left\{\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right) \mid \lambda_{i} \geq 0, \lambda_{1}+\cdots+\lambda_{m}=1, \text { and } \alpha=\lambda_{1} u^{1}+\cdots+\lambda_{m} u^{m}\right\} .
$$

If $V$ is a trellis, then only one such $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ exists, and $\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ are called the barycentric coordinates of $\alpha$ with respect to $V$.

Theorem 2.5 ([23, Theorem 3.3]). Suppose $V=\left\{u^{1}, \ldots, u^{m}\right\}$ is a framework, $\alpha \in \mathscr{C}$ and $\lambda \in \Lambda(\alpha)$. Then, if the form $f(V, \lambda, \alpha)(x):=\lambda_{1} x^{u^{1}}+\cdots+\lambda_{m} x^{u^{m}}-x^{\alpha}$ is $S O S$ then $\alpha \in V^{*}$.

The following is our new result, which gives a sufficient condition on the coefficients for a polynomial to be sum of squares.

Theorem 2.6. Let $f$ be a form in $n$ real variables with $V \subset(2 \mathbf{Z})^{n}$. Suppose that $V \subset \mathscr{U} \subset \mathscr{V}$ such that
(i) $\alpha \in \mathscr{U}^{*}$ for all $\alpha \in \Delta$,
(ii) $\min _{u \in \mathscr{U}} f_{u} \geq \sum_{\alpha \in \Delta}\left|f_{\alpha}\right|$.

Then $f$ is SOS. Here, by convention, we set $\sum_{\alpha \in \Delta}\left|f_{\alpha}\right|:=0$ if $\Delta=\emptyset$.
Corollary 2.7. Let $f$ be a form in $n$ real variables with $V \subset(2 \mathbf{Z})^{n}$. Suppose
(i) $\alpha \in \mathscr{A}$ for all $\alpha \in \Delta$,
(ii) $\min _{u \in \mathscr{V}} f_{u} \geq \sum_{\alpha \in \Delta}\left|f_{\alpha}\right|$.

Then $f$ is SOS.
Corollary 2.8. Let $f$ be a form in 3 real variables with $V \subset(2 \mathbf{Z})^{3}$. Then, $f$ is SOS if

$$
\min _{u \in \mathscr{Y}} f_{u} \geq \sum_{\alpha \in \Delta}\left|f_{\alpha}\right| .
$$

Remark 2.9. Condition (ii) of Theorem 2.6 together with $f_{u}=0$ for some $u \in \mathscr{U}$ implies that $\Delta=\emptyset$ and $f_{u} \geq 0$ for all $u \in \mathscr{U}$; in this case, $f$ is obviously SOS. Thus, an alternative sufficient condition is given by Theorem 2.6 for $V \subset \mathscr{U} \subset \operatorname{supp}(f) \cap \mathscr{V}$.

Next, we shall give another sufficient condition for a polynomial to be SOS. We recall the following result, due to Reznick.

Theorem 2.10 ([23, Corollary 4.9]). Suppose $V=\left\{u^{1}, \ldots, u^{m}\right\}$ is a trellis, and $\alpha \in \mathscr{C}$. Then the form $f(V, \alpha)(x):=\lambda_{1} x^{u^{1}}+\cdots+\lambda_{m} x^{u^{m}}-x^{\alpha}$ is SOS if and only if $\alpha \in V^{*}$. Here $\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ are the barycentric coordinates of $\alpha$ with respect to $V$.

We will make use Theorem 2.10 to prove the following.
Corollary 2.11. Suppose that $V=\left\{u^{1}, \ldots, u^{m}\right\}$ is a trellis and $\alpha \in V^{*}$. Then, for a form $E(x)=b_{1} x^{u^{1}}+\cdots+b_{m} x^{u^{m}}-c x^{\alpha}$ such that $b_{i} \geq 0$ for $i=$ $1, \ldots, m$, and $c \geq 0$ if all $\alpha_{i}$ are even, the following are equivalent:
(i) $E \geq 0$.
(ii) $|c| \lambda_{1}^{\lambda_{1}} \cdots \lambda_{m}^{\lambda_{m}} \leq b_{1}^{\lambda_{1}} \cdots b_{m}^{\lambda_{m}}$ (with the convention $0^{0}=1$ ).
(iii) $E$ is $S O S$.

Here $\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ are the barycentric coordinates of $\alpha$ with respect to $V$.

Now, we present our other result, which is an improved version of [8, Theorem 2.3]. The proof of this result is by using Corollary 2.11.

Theorem 2.12. Let $f$ be a form, and $V=\left\{u^{1}, \ldots, u^{m}\right\}$ be the set of vertices of $\Gamma(f)$. Suppose that $V$ is a trellis, and $\alpha \in V^{*}$ for all $\alpha \in \Delta$. A sufficient condition for $f$ to be SOS is that there exist nonnegative real numbers $a_{\alpha, i}$ for $\alpha \in \Delta, i=1, \ldots, m$, such that
(i) $a_{\alpha}^{\lambda_{\alpha}}=\left|f_{\alpha}\right| \lambda_{\alpha}^{\lambda_{\alpha}}, \alpha \in \Delta$, and
(ii) $f_{u^{i}} \geq \sum_{\alpha \in \Delta} a_{\alpha, i}, i=1, \ldots, m$.

Here $a_{\alpha}=\left(a_{\alpha, 1}, \ldots, a_{\alpha, m}\right), \lambda_{\alpha}=\left(\lambda_{\alpha, 1}, \ldots, \lambda_{\alpha, m}\right)$ are the barycentric coordinates of $\alpha$ with respect to $V$, $a_{\alpha}^{\lambda_{\alpha}}=a_{\alpha, 1}^{\lambda_{\alpha, 1}} \cdots a_{\alpha, m}^{\lambda_{\alpha, m}}$, and $\lambda_{\alpha}^{\lambda_{\alpha}}=\lambda_{\alpha, 1}^{\lambda_{\alpha, 1}} \cdots \lambda_{\alpha, m}^{\lambda_{\alpha, m}}$.

We mention some corollaries of Theorem 2.12. Corollary 2.13 generalizes known earlier results, due to Lasserre [13, Theorem 3] and Ghasemi and Marshall [7, Theorem 2.1]. Corollary 2.14 includes results which were proved earlier by Fidalgo and Kovacec [6, Theorem 4.3] and Ghasemi and Marshall [7, Theorem 2.3]. Corollary 2.15 is a generalization of the result of Ghasemi and Marshall [8, Corollary 2.7]. Each corollary will be proved by applying Theorem 2.12 for a particular choice of the lifted variables $a_{\alpha, i}$.

Corollary 2.13. Suppose $f$ is a form such that $V=\left\{u^{1}, \ldots, u^{m}\right\}$ is a trellis, and $\alpha \in V^{*}$ for all $\alpha \in \Delta$. Then if

$$
f_{u^{i}} \geq \sum_{\alpha \in \Delta}\left|f_{\alpha}\right| \lambda_{\alpha, i}, \quad i=1, \ldots, m
$$

then $f$ is SOS.
Corollary 2.14. Suppose $f$ is a form such that $V=\left\{u^{1}, \ldots, u^{m}\right\}$ is a trellis, and $\alpha \in V^{*}$ for all $\alpha \in \Delta$. Then $f$ is SOS if

$$
f_{u^{i}} \geq \sum_{\alpha \in \Delta}\left|f_{\alpha}\right| \lambda_{\alpha}^{\lambda_{\alpha}}, \quad i=1, \ldots, m
$$

Corollary 2.15. Suppose $f$ is a form such that $V=\left\{u^{1}, \ldots, u^{m}\right\}$ is a trellis, and $\alpha \in V^{*}$ for all $\alpha \in \Delta$. Then $f$ is SOS if

$$
\sum_{\alpha \in \Delta} \frac{\left|f_{\alpha}\right| \lambda_{\alpha}^{\lambda_{\alpha}}}{\prod_{i=1}^{m} f_{u^{i}}^{\lambda_{\alpha, i}}} \leq 1
$$

Notice that, by a similar argument as in [8, Remark 2.8], Corollary 2.15 is an improved version of Corollary 2.14.

Corollary 2.16. Suppose $f$ is a form such that $V=\left\{u^{1}, \ldots, u^{m}\right\}$ is a trellis, and $\alpha \in V^{*}$ for all $\alpha \in \Delta$. Then $f$ is SOS if

$$
f_{u^{i}} \geq \sum_{\alpha \in \Delta, \lambda_{\alpha, i} \neq 0} k \lambda_{\alpha, i}\left(\frac{\left|f_{\alpha}\right|}{k}\right)^{1 / \lambda_{\alpha, i} n_{\alpha}}, \quad i=1, \ldots, m
$$

where $n_{\alpha}:=\left|\left\{i \mid \lambda_{\alpha, i} \neq 0\right\}\right|$, and $k$ is a positive real number.

## 3. Proof of the results

Let $\mathbf{R}[x]$ be the ring of real polynomials in the variables $x=\left(x_{1}, \ldots, x_{n}\right)$, and $\mathbf{R}[x]_{2 d}$ be the vector space of real polynomials of degree at most $2 d$, with canonical basis $\left(x^{\alpha}\right)=\left\{x^{\alpha}\left|\alpha \in \mathbf{N}^{n},|\alpha| \leq 2 d\right\}\right.$. Given a sequence $y=\left(y_{\alpha}\right) \subset \mathbf{R}$ indexed by the canonical basis $\left(x^{\alpha}\right)$, let $L_{y}: \mathbf{R}[x]_{2 d} \rightarrow \mathbf{R}$ be the linear mapping

$$
f=\sum_{\alpha} f_{\alpha} x^{\alpha} \mapsto L_{y}(f)=\sum_{\alpha} f_{\alpha} y_{\alpha}, \quad f \in \mathbf{R}[x]_{2 d},
$$

and let $M_{d}(y)$ be the moment matrix with rows and columns indexed by $\left(x^{\alpha}\right)$, and defined by

$$
M_{d}(y)(\alpha, \beta):=L_{y}\left(x^{\alpha+\beta}\right)=y_{\alpha+\beta}, \quad \alpha, \beta \in \mathbf{N}^{n}:|\alpha|,|\beta| \leq d
$$

Let the notation $M_{d}(y) \succeq 0$ stand for $M_{d}(y)$ is positive semidefinite.

Remark 3.1. It is clear that $M_{d}(y) \succeq 0$ iff $L_{y}\left(f^{2}\right) \geq 0$ for all $f \in \mathbf{R}[x]_{d}$. Moreover, $f$ is SOS iff $L_{y}(f) \geq 0$ for all $y$ such that $M_{d}(y) \succeq 0$ (this is a corollary of [14, Theorem 3.1]).

Lemma 3.2. Let $\mathscr{U}$ be a framework and $\mathscr{L}$ be a $\mathscr{U}$-mediated set. Suppose $y=\left(y_{\alpha}\right) \subset \mathbf{R}$ such that $M_{d}(y) \succeq 0$. Then

$$
\left|L_{y}\left(x^{\alpha}\right)\right| \leq \max _{u \in \mathscr{U}} L_{y}\left(x^{u}\right) \quad \text { for all } \alpha \in \mathscr{L}
$$

Proof. First of all, we will show that if $\alpha \in \mathscr{L} \backslash \mathscr{U}$, there exists $k \geq 1$ and a sequence

$$
\alpha_{i-1}=\frac{1}{2}\left(\alpha_{i}+\beta_{i}\right), \quad \alpha_{i} \neq \beta_{i}, \quad \alpha_{i}, \beta_{i} \in \mathscr{L} \cap(2 \mathbf{Z})^{n}, \quad i=1, \ldots, k
$$

such that $\alpha_{0}=\alpha$ and $\alpha_{k} \in \mathscr{U}$. In fact, let

$$
\begin{aligned}
X=\{ & \alpha^{\prime} \mid \text { there exists } k \geq 1 \text { and a sequence } \alpha_{i-1}=\frac{1}{2}\left(\alpha_{i}+\beta_{i}\right), \alpha_{i} \neq \beta_{i}, \\
& \left.\alpha_{i}, \beta_{i} \in \mathscr{L} \cap(2 \mathbf{Z})^{n}, i=1, \ldots, k, \text { such that } \alpha_{0}=\alpha \text { and } \alpha_{k}=\alpha^{\prime}\right\} .
\end{aligned}
$$

Since $X$ is contained in $\mathscr{L}$, the set $X$ is finite, and so the convex hull of $X$ has vertices which belong to $\mathscr{U}$.

Now, setting $\tau:=\max _{\alpha \in \mathscr{L}}\left|L_{y}\left(x^{\alpha}\right)\right|$. Then there exists some $\gamma \in \mathscr{L}$ such that $\tau=\left|L_{y}\left(x^{\gamma}\right)\right|$. If $\gamma \in \mathscr{U}$, then

$$
\left|L_{y}\left(x^{\alpha}\right)\right| \leq\left|L_{y}\left(x^{\gamma}\right)\right|=\max _{u \in \mathscr{U}}\left|L_{y}\left(x^{u}\right)\right| \quad \text { for all } \alpha \in \mathscr{L}
$$

Otherwise, by the above claim, there exists some $k \geq 1$ such that

$$
\begin{aligned}
\gamma= & \frac{1}{2}\left(\gamma_{1}+\beta_{1}\right), \quad \gamma_{1} \neq \beta_{1} \in \mathscr{L} \cap(2 \mathbf{Z})^{n}, \\
\gamma_{1}= & \frac{1}{2}\left(\gamma_{2}+\beta_{2}\right), \quad \gamma_{2} \neq \beta_{2} \in \mathscr{L} \cap(2 \mathbf{Z})^{n}, \\
& \ldots \ldots \cdots \cdots \cdots \\
\gamma_{k-1}= & \frac{1}{2}\left(\gamma_{k}+\beta_{k}\right), \quad \gamma_{k} \neq \beta_{k} \in \mathscr{L} \cap(2 \mathbf{Z})^{n},
\end{aligned}
$$

where $\gamma_{k} \in \mathscr{U}$. Since $M_{d}(y) \succeq 0$, we have

$$
\tau=\left|L_{y}\left(x^{\gamma}\right)\right|=\left|L_{y}\left(x^{(1 / 2)\left(y_{1}+\beta_{1}\right)}\right)\right| \leq \sqrt{L_{y}\left(x^{\gamma_{1}}\right) L_{y}\left(x^{\beta_{1}}\right)} \leq \sqrt{L_{y}\left(x^{\gamma_{1}}\right) \tau} .
$$

Hence $\tau \leq L_{y}\left(x^{\gamma_{1}}\right)$. By repeating the above arguments, after finitely many steps, we deduce

$$
\tau \leq L_{y}\left(x^{\gamma_{k}}\right) \leq \max _{u \in \mathscr{U}} L_{y}\left(x^{u}\right)
$$

This complete the proof of the lemma.

Proof of Theorem 2.6. By Remark 3.1, it is sufficient to show that $L_{y}(f) \geq 0$ for any $y$ such that $M_{d}(y) \succeq 0$.

So let $y$ be such that $M_{d}(y) \succeq 0$. Let $\tau:=\max \left\{L_{y}\left(x^{u}\right) \mid u \in \mathscr{U}\right\}$. Then, by Lemma 3.2, we have

$$
\left|L_{y}\left(x^{\alpha}\right)\right| \leq \tau \quad \text { for all } \alpha \in \mathscr{U}^{*}
$$

This together with Conditions (i)-(ii) implies that

$$
\begin{aligned}
L_{y}(f) & =\sum_{u \in \mathscr{U}} f_{u} L_{y}\left(x^{u}\right)+\sum_{\alpha \in \Delta} f_{\alpha} L_{y}\left(x^{\alpha}\right)+\sum_{\alpha \notin(\nVdash \Delta)} f_{\alpha} L_{y}\left(x^{\alpha}\right) \\
& \geq\left(\min _{u \in \mathscr{U}} f_{u}-\sum_{\alpha \in \Delta}\left|f_{\alpha}\right|\right) \tau \geq 0 .
\end{aligned}
$$

Proof of Corollary 2.7. We first prove the following.
Claim 3.3. We have $\mathscr{V}^{*}=\mathscr{A}$.
Proof. We first prove that $\mathscr{A} \subset \mathscr{V}^{*}$. Indeed, for every $\alpha \in \mathscr{A} \backslash \mathscr{V}$, we have $\alpha=\frac{1}{2}(s+t)$ for some $s \neq t, s, t \in \Gamma(f) \cap(2 \mathbf{Z})^{n} \subset \mathscr{A} \cap(2 \mathbf{Z})^{n}$, and hence $\alpha$ is an average of two distinct even points in $\mathscr{A}$. Thus $\mathscr{A}$ is a $\mathscr{V}$-mediated set, and so $\mathscr{A} \subset \mathscr{V}^{*}$.

On the other hand, let $\mathscr{C}^{\prime}:=\mathscr{C} \backslash \mathscr{A}$, we will show that $\mathscr{C}^{\prime} \cap \mathscr{V}^{*}=\emptyset$. Indeed, by contradiction, assume that there exists some $\alpha \in \mathscr{C}^{\prime} \cap \mathscr{V}^{*}$. Then, we have

- $\alpha \in \mathscr{C}^{\prime}$, and so $\alpha \notin \mathscr{A}$;
- $\alpha \in \mathscr{V}^{*}$; and hence $\alpha=\frac{1}{2}(s+t)$ for some $s, t \in \mathscr{V}^{*} \cap(2 \mathbf{Z})^{n} \subset \mathscr{C} \cap(2 \mathbf{Z})^{n}$, by Theorem 2.4; and so $\alpha \in \mathscr{A}$.
The contradiction shows that $\mathscr{C}^{\prime} \cap \mathscr{V}^{*}=\emptyset$, and hence $\mathscr{V}^{*} \subset \mathscr{A}$.
Therefore, we have $\mathscr{V}^{*}=\mathscr{A}$.
Now, the corollary follows imediately from Theorem 2.6 and Claim 3.3.

Proof of Corollary 2.8. Note that $\mathscr{V}$ is also framework in $\mathbf{Z}^{3}$. Then it is shown in [22] that $\mathscr{A}=\mathscr{C}$. This, together with Claim 3.3, shows that $\mathscr{V}^{*}=\mathscr{C}$. Thus, Condition (i) of Theorem 2.6 is obviously true, and $f$ is SOS.

Proof of Corollary 2.11. (iii) $\Rightarrow$ (i) is trivial, so it suffices to show that (i) $\Rightarrow$ (ii) and (ii) $\Rightarrow$ (iii).

First of all, notice that:

- If $c=0$, the result is trivially true.
- If $c<0$, by the assumption, there exists some $\alpha_{i} \notin 2 \mathbf{Z}$. Then making a change of the variables $x_{i}=-y_{i}$, and $x_{j}=y_{j}$ for $j \neq i, c$ is replaced by $-c$. In this way, we can assume that $c>0$.
- If $\lambda_{m}=0$, let

$$
\tilde{E}(x)=b_{1} x^{u^{1}}+\cdots+b_{m-1} x^{u^{m-1}}-c x^{\alpha} .
$$

Claim 3.4. The following are equivalent.
(a) $E \geq 0$.
(b) $\tilde{E} \geq 0$.

Proof. (a) $\Rightarrow$ (b). Suppose $E(x) \geq 0$ for all $x \in \mathbf{R}^{n}$. Since $\mathscr{U}=\left\{u^{1}, \ldots, u^{m}\right\}$ is a trellis, $\left\{u^{1}, \ldots, u^{m}\right\}$ is linearly independent. Without the loss of genrerality, we can assume that

$$
\operatorname{det}\left[\begin{array}{ccc}
u_{1}^{1} & \cdots & u_{m}^{1} \\
\cdots & \cdots & \cdots \\
u_{1}^{m} & \cdots & u_{m}^{m}
\end{array}\right] \neq 0
$$

where $u^{i}=\left(u_{1}^{i}, \ldots, u_{n}^{i}\right), i=1, \ldots, m$. We will show that there exist $c_{1}, \ldots, c_{m} \in$ $\mathbf{R}_{>0}$ such that

$$
\left\{\begin{array}{l}
c_{1}^{u_{1}^{1}} \cdots c_{m}^{u_{m}^{1}}=1 \\
\cdots \cdots \cdots \cdots \cdots \\
c_{1}^{u_{1}^{m-1}} \cdots c_{m}^{u_{m}^{m-1}}=1 \\
c_{1}^{u_{1}^{m}} \cdots c_{m}^{u_{m}^{m}}=\varepsilon
\end{array}\right.
$$

for every $\varepsilon \in \mathbf{R}_{>0}$. In fact, it is clear that the system of linear equations

$$
\left\{\begin{array}{l}
u_{1}^{1} \theta_{1}+\cdots+u_{m}^{1} \theta_{m}=0 \\
\cdots \cdots \cdots \cdots \cdots \\
u_{1}^{m-1} \theta_{1}+\cdots+u_{m}^{m-1} \theta_{m}=0 \\
u_{1}^{m} \theta_{1}+\cdots+u_{m}^{m} \theta_{m}=\ln \varepsilon
\end{array}\right.
$$

has one only root $\left(\theta_{1}, \ldots, \theta_{m}\right) \in \mathbf{R}^{m}$. Let $c_{i}:=e^{\theta_{i}}, i=1, \ldots, m$, so the claim is proved. Make a change of variables

$$
\left\{\begin{array}{l}
x_{i}=c_{i} y_{i}, \quad i=1, \ldots, m \\
x_{j}=y_{j}, \quad j=m+1, \ldots, n
\end{array}\right.
$$

Then

$$
\begin{aligned}
E_{\varepsilon}(y):= & E(x)=b_{1} x^{u^{1}}+\cdots+b_{m} x^{u^{m}}-c\left(x^{u^{1}}\right)^{\lambda_{1}} \cdots\left(x^{u^{m-1}}\right)^{\lambda_{m-1}} \\
= & b_{1}\left(c_{1}^{u_{1}^{1}} \cdots c_{m}^{u_{m}^{1}}\right) y^{u^{1}}+\cdots+b_{m}\left(c_{1}^{u_{1}^{m}} \cdots c_{m}^{u_{m}^{m}}\right) y^{u^{m}} \\
& -c\left[\left(c_{1}^{u_{1}^{1}} \cdots c_{m}^{u_{m}^{1}}\right) y^{u^{1}}\right]^{\lambda_{1}} \cdots\left[\left(c_{1}^{u_{1}^{m-1}} \cdots c_{m}^{u_{m}^{m-1}}\right) y^{u^{m-1}}\right]^{\lambda_{m-1}} \\
= & b_{1} y^{u^{1}}+\cdots+b_{m-1} y^{u^{m-1}}+\varepsilon b_{m} y^{u^{m}}-c y^{\alpha} .
\end{aligned}
$$

Since $E_{\varepsilon}(y) \geq 0$ for all $y \in \mathbf{R}^{n}$, we have $\tilde{E}(y)=\lim _{\varepsilon \rightarrow 0} E_{\varepsilon}(y) \geq 0$ for all $y \in \mathbf{R}^{n}$. This proves (b).
$(\mathrm{b}) \Rightarrow(\mathrm{a})$. It is clear.
Claim 3.5. Let $\tilde{\mathscr{U}}=\left\{u^{1}, \ldots, u^{m-1}\right\}$. Then $\tilde{\mathscr{U}}$ is a trellis and $\alpha \in \tilde{\mathscr{U}}^{*}$.
Proof. (a) Since $\mathscr{U}$ is a trellis, $\left\{u^{1}, \ldots, u^{m}\right\}$ comprise the vertices of a simplex. Thus, $\left\{u^{1}, \ldots, u^{m-1}\right\}$ also comprise the vertices of a simplex, and so $\tilde{\mathscr{U}}$ is a trellis.
(b) Let $\mathscr{L}=\mathscr{U}^{*} \cap \operatorname{conv}(\tilde{\mathscr{U}})$. Note that $\tilde{\mathscr{U}} \subset \mathscr{L}$. We will show that $\mathscr{L}$ is a $\tilde{\mathscr{U}}$-mediated set. In fact, for every $\beta \in \mathscr{L} \backslash \tilde{\mathscr{U}}$, we have $\beta \in \mathscr{U}^{*} \backslash \mathscr{U}$; and hence

$$
\beta=\frac{1}{2}(s+t) \quad \text { for some } s \neq t \in \mathscr{U}^{*} \cap(2 \mathbf{Z})^{n} .
$$

Let $\lambda(s)=\left(\lambda_{1}(s), \ldots, \lambda_{m}(s)\right)$, and $\lambda(t)=\left(\lambda_{1}(t), \ldots, \lambda_{m}(t)\right)$ be the barycentric coordinates of $s$ and $t$ respect to $\mathscr{U}$. Then

$$
\lambda(\beta)=\left(\frac{\lambda_{1}(s)+\lambda_{1}(t)}{2}, \ldots, \frac{\lambda_{m}(s)+\lambda_{m}(t)}{2}\right)
$$

are the barycentric coordinates of $\beta$ respect to $\mathscr{U}$. Since $\beta \in \operatorname{conv}(\tilde{\mathscr{U}})$, we have $\lambda_{m}(s)+\lambda_{m}(t)=0$. This implies that

$$
\lambda_{m}(s)=\lambda_{m}(t)=0,
$$

since $\lambda_{m}(s), \lambda_{m}(t) \geq 0 ;$ and so $s, t \in \operatorname{conv}(\tilde{\mathscr{U}})$. Therefore, $s, t \in \mathscr{L} \cap(2 \mathbf{Z})^{n} ;$ and hence $\mathscr{L}=\mathscr{U}^{*} \cap \operatorname{conv}(\tilde{\mathscr{U}})$ is a $\tilde{\mathscr{U}}$-mediated set. In particular, $\alpha \in \mathscr{U}^{*} \cap \operatorname{conv}(\tilde{\mathscr{U}})$ $\subset \tilde{\mathscr{U}}^{*}$.

By Claim 3.4 and 3.5 , it is sufficient to consider the case all $\lambda_{i}$ are non-zero.

- If $b_{m}=0$, then (ii) fails, since $c, \lambda_{1}, \ldots, \lambda_{m} \in \mathbf{R}_{>0}$. Taking

$$
x:=\left(c_{1}, \ldots, c_{m}, 1, \ldots, 1\right)
$$

where

$$
\left\{\begin{array}{l}
c_{1}^{u_{1}^{1}} \cdots c_{m}^{u_{m}^{1}}=1 \\
\cdots \cdots \cdots \cdots \cdots \\
c_{1}^{u_{1}^{m-1}} \cdots c_{m}^{u_{m}^{m-1}}=1 \\
c_{1}^{u_{1}^{m}} \cdots c_{m}^{u_{m}^{m}}=k
\end{array}\right.
$$

for every $k \in \mathbf{R}_{>0}$. Then

$$
\begin{aligned}
E(x)= & b_{1} x^{u^{1}}+\cdots+b_{m-1} x^{u^{m-1}}-c\left(x^{u^{1}}\right)^{\lambda_{1}} \cdots\left(x^{u^{m}}\right)^{\lambda_{m}} \\
= & b_{1}\left(c_{1}^{u_{1}^{1}} \cdots c_{m}^{u_{m}^{1}}\right)+\cdots+b_{m-1}\left(c_{1}^{u_{1}^{m-1}} \cdots c_{m}^{u_{m}^{m-1}}\right) \\
& -c\left[\left(c_{1}^{u_{1}^{1}} \cdots c_{m}^{u_{m}^{1}}\right)\right]^{\lambda_{1}} \cdots\left[\left(c_{1}^{u_{1}^{m}} \cdots c_{m}^{u_{m}^{m}}\right)\right]^{\lambda_{m}} \\
= & b_{1}+\cdots+b_{m-1}-c k^{\lambda_{m}} .
\end{aligned}
$$

So $E(x)<0$ for $k$ sufficiently large. This implies that (i) also fails. Thus the claimed implication are trivially true in this case.

Now, we can assume that $b_{1}, \ldots, b_{m}, c, \lambda_{1}, \ldots, \lambda_{m} \in \mathbf{R}_{>0}$. By the same arguments as above, there exist positive real numbers $c_{1}, \ldots, c_{m}$ such that

$$
\left\{\begin{array}{l}
c_{1}^{u_{1}^{1}} \cdots c_{m}^{u_{m}^{1}}=\frac{\lambda_{1}}{b_{1}} \\
\cdots \cdots \cdots \cdots \cdots \cdots \\
c_{1}^{u_{1}^{m}} \cdots c_{m}^{u_{m}^{m}}=\frac{\lambda_{m}}{b_{m}}
\end{array}\right.
$$

(i) $\Rightarrow$ (ii). Assume $E(x) \geq 0$ for all $x \in \mathbf{R}^{n}$. Taking

$$
x:=\left(c_{1}, \ldots, c_{m}, 1, \ldots, 1\right) .
$$

Then, we have

$$
\begin{aligned}
E(x) & =b_{1} x^{u^{1}}+\cdots+b_{m} x^{u^{m}}-c\left(x^{u^{1}}\right)^{\lambda_{1}} \cdots\left(x^{u^{m}}\right)^{\lambda_{m}} \\
& =b_{1}\left(c_{1}^{u_{1}^{1}} \cdots c_{m}^{u_{m}^{1}}\right)+\cdots+b_{m}\left(c_{1}^{u_{1}^{m}} \cdots c_{m}^{u_{m}^{m}}\right)-c\left[c_{1}^{u_{1}^{1}} \cdots c_{m}^{u_{m}^{1}}\right]^{\lambda_{1}} \cdots\left[c_{1}^{u_{1}^{m}} \cdots c_{m}^{u_{m}^{m}}\right]^{\lambda_{m}} \\
& =\lambda_{1}+\cdots+\lambda_{m}-c\left(\frac{\lambda_{1}}{b_{1}}\right)^{\lambda_{1}} \cdots\left(\frac{\lambda_{m}}{b_{m}}\right)^{\lambda_{m}} \\
& =1-c\left(\frac{\lambda_{1}}{b_{1}}\right)^{\lambda_{1}} \cdots\left(\frac{\lambda_{m}}{b_{m}}\right)^{\lambda_{m}} \\
& =1-c \frac{\lambda^{\lambda}}{b^{\lambda}} \geq 0
\end{aligned}
$$

This proves (ii).
(ii) $\Rightarrow$ (iii). Make a change of variables

$$
\left\{\begin{array}{l}
x_{i}=c_{i} y_{i}, \quad i=1, \ldots, m \\
x_{j}=y_{j}, \quad j=m+1, \ldots, n
\end{array}\right.
$$

Let $\tilde{c}:=c\left(\frac{\lambda_{1}}{b_{1}}\right)^{\lambda_{1}} \cdots\left(\frac{\lambda_{m}}{b_{m}}\right)^{\lambda_{m}} . \quad$ By (ii), we have $\tilde{c} \leq 1$. Then

$$
\begin{aligned}
E(x)= & b_{1}\left(c_{1}^{u_{1}^{1}} \cdots c_{m}^{u_{m}^{1}}\right) y^{u^{1}}+\cdots+b_{m}\left(c_{1}^{u_{1}^{m}} \cdots c_{m}^{u_{m}^{m}}\right) y^{u^{m^{\prime}}} \\
& -c\left[\left(c_{1}^{u_{1}^{1}} \cdots c_{m}^{u_{m}^{1}}\right) y^{u^{1}}\right]^{\lambda_{1}} \cdots\left[\left(c_{1}^{u_{1}^{m}} \cdots c_{m}^{u_{m}^{m}}\right) y^{u^{m}}\right]_{\lambda_{m}} \\
= & \lambda_{1} y^{u^{1}}+\cdots+\lambda_{m} y^{u^{m}}-c\left(\frac{\lambda_{1}}{b_{1}}\right)^{\lambda_{1}} \cdots\left(\frac{\lambda_{m}}{b_{m}}\right)^{\lambda_{m}} y^{\alpha} \\
= & \lambda_{1} y^{u^{1}}+\cdots+\lambda_{m} y^{u^{m}}-\tilde{c} y^{\alpha} \\
= & \tilde{c}\left(\lambda_{1} y^{u^{1}}+\cdots+\lambda_{m} y^{u^{m}}-y^{\alpha}\right)+(1-\tilde{c})\left(\lambda_{1} y^{u^{1}}+\cdots+\lambda_{m} y^{u^{m}}\right),
\end{aligned}
$$

which is SOS, by Theorem 2.10. This proves (iii).

Proof of Theorem 2.12. Suppose that such real numbers exist. Condition (i) and Corollary 2.11 imply that $\sum_{i=1}^{m} a_{\alpha, i} x^{u^{i}}+f_{\alpha} x^{\alpha}$ is SOS for every $\alpha \in \Delta$. So

$$
\sum_{\alpha \in \Delta}\left(\sum_{i=1}^{m} a_{\alpha, i} x^{u^{i}}+f_{\alpha} x^{\alpha}\right)
$$

is SOS. By Condition (ii), we have

$$
\sum_{i=1}^{m}\left(f_{u^{i}}-\sum_{\alpha \in \Delta} a_{\alpha, i}\right) x^{u^{i}}
$$

is SOS. Now, it is clear that $f_{\alpha} x^{\alpha}$ is SOS for every $\alpha \notin \Delta$. Therefore,

$$
f(x)=\sum_{i=1}^{m}\left(f_{u^{i}}-\sum_{\alpha \in \Delta} a_{\alpha, i}\right) x^{u^{i}}+\sum_{\alpha \in \Delta}\left(\sum_{i=1}^{m} a_{\alpha, i} x^{u^{i}}+f_{\alpha} x^{\alpha}\right)+\sum_{\alpha \notin \Delta \cup V} f_{\alpha} x^{\alpha}
$$

is SOS.
Proof of Corollary 2.13. Apply Theorem 2.12 with

$$
a_{\alpha, i}=\left|f_{\alpha}\right| \lambda_{\alpha, i} \quad \text { for all } \alpha \in \Delta, i=1, \ldots, m
$$

Proof of Corollary 2.14. Apply Theorem 2.12 with

$$
a_{\alpha, i}=\left|f_{\alpha}\right| \lambda_{\alpha}^{\lambda_{\alpha}} \quad \text { for all } \alpha \in \Delta, i=1, \ldots, m .
$$

Proof of Corollary 2.15. Apply Theorem 2.12 with

$$
a_{\alpha, i}=\frac{\left|f_{\alpha}\right| \lambda_{\alpha}^{\lambda_{\alpha}} f_{u^{i}}}{\prod_{i=1}^{m} f_{u^{i}}^{\lambda_{i}(\alpha)}} \quad \text { for all } \alpha \in \Delta, i=1, \ldots, m .
$$

Proof of Corollary 2.16. Apply Theorem 2.12 with

$$
a_{\alpha, i}=\left\{\begin{array}{ll}
k \lambda_{\alpha, i}\left(\frac{\left|f_{\alpha}\right|}{k}\right)^{1 / \lambda_{\alpha, i}, n_{\alpha}} & \text { if } \lambda_{\alpha, i} \neq 0, \\
0 & \text { if } \lambda_{\alpha, i}=0
\end{array} \quad \text { for all } \alpha \in \Delta, i=1, \ldots, m\right.
$$

## 4. Application to global optimization

Let $f \in \mathbf{R}\left[x_{1}, \ldots, x_{n}\right]$ be a real polynomial, and let

$$
f_{*}:=\inf \left\{f(x) \mid x \in \mathbf{R}^{n}\right\}
$$

Since $f_{*}=\sup \{r \in \mathbf{R} \mid f-r$ is PSD$\}$, finding $f_{*}$ reduces to determining when $f-r$ is PSD. It is known that deciding when a polynomial is PSD is NP-hard
[1, Theorem 1.1]. Suppose $\operatorname{deg} f=m$ and $f=f_{0}+\cdots+f_{m}$, where $f_{i}$ is a form of degree $i$. Then a necessary condition for $f_{*} \neq-\infty$ is that $f_{m}$ is PSD, and a sufficient condition for $f_{*} \neq-\infty$ is that $f_{m}$ is PD, i.e., $f_{m}(x)>0$ for all $x \in \mathbf{R}^{n}$ (see [15, Theorem 5.1 and 5.3]). In [9, Theorem 3.1], H. V. Ha and T. S. Pham have given another necessary condition and another sufficient condition for $f_{*} \neq-\infty$ in terms of the Newton polyhedron of $f$, which are improved versions of the results above.

Let

$$
f_{S O S}:=\sup \{r \in \mathbf{R} \mid f-r \text { is } \operatorname{SOS}\} .
$$

Note that $f_{*} \geq f_{S O S}$. It is known that if $f_{S O S} \neq-\infty$, then $f_{S O S}$ can be computed by semidefinite programming (SDP); see [12, Section 3] and [20]. However, in practice the computation of $f_{S O S}$ can only be carried out if the number of variables and degree are relatively small. The situation is better if $f$ has structured sparsity; see [24, Section 3]. Note that a necessary condition for $f_{S O S} \neq-\infty$ is that $f_{2 d} \in \Sigma_{2 d, n}$ and a sufficient condition for $f_{S O S} \neq-\infty$ is that $f_{2 d} \in \Sigma_{2 d, n}^{0}$, where $\Sigma_{2 d, n}^{0}$ is the interior of $\Sigma_{2 d, n}$ in the vector space of forms of degree $2 d$, equipped with the euclidean topology (see [17, Proposition 5.1]).

Recently, Ghasemi and Marshall have given another lower bounded $f_{g p}$ for the polynomial $f$ of degree $2 d$ with $f_{2 d e_{i}}>0, i=1, \ldots, n$; see [8, Corollary 3.6]. Notice that $f_{g p} \leq f_{S O S}$, and $f_{g p}$ can be computed by geometric programming. As explained in [8, Section 3], although the lower bound found using this method is typically not as good as the lower bound found using SDP, a practical comparision confirms that the computation is faster and larger problems can be handed.

Now, by using Theorem 2.12, we will give a lower bound, which can also be computed by geometric programming, for a larger set of polynomials.

In this section, we also use the term framework to denote a set $\mathscr{U}=$ $\left\{u^{0}, \ldots, u^{m}\right\}$ in which $u^{i}=\left(u_{1}^{i}, \ldots, u_{n}^{i}\right) \in(2 \mathbf{Z})^{n}$ with $u_{j}^{i} \geq 0$, and use the term trellis to denote a framework in which $u^{0}, \ldots, u^{m}$ comprise the vertices of a simplex.

Let $\mathscr{U}$ be a framework. We also use the term $\mathscr{U}$-mediated to denote a set $\mathscr{L} \subset \mathbf{Z}^{n}$ which contains $\mathscr{U}$, and every $v \in \mathscr{L} \backslash \mathscr{U}$ is an average of two distinct even points in $\mathscr{L}$. Also, by [23, Theorem 2.2], it is easly seen that there is a $\mathscr{U}$-mediated set $\mathscr{U}^{*}$ satisfying $\left\{\left.\frac{1}{2}(s+t) \right\rvert\, s, t \in \mathscr{U}\right\} \subset \mathscr{U}^{*} \subset \operatorname{conv}(\mathscr{U}) \cap \mathbf{Z}^{n}$ which contains every $\mathscr{U}$-mediated set.

Let $V_{\infty}$ denote the set of vertices of $\Gamma_{\infty}(f):=\operatorname{conv}\{\operatorname{supp}(f) \cup 0\}$. We now assume that $V_{\infty}=\left\{u^{0}, \ldots, u^{m}\right\}$ is a trellis with the origin point $u^{0}$. Then for every $\alpha \in \Gamma_{\infty}(f)$, there is only one $\lambda(\alpha)=\left(\lambda_{\alpha, 1}, \ldots, \lambda_{\alpha, m}\right)$ with $\lambda_{\alpha, i} \geq 0$ and $|\lambda(\alpha)|:=\lambda_{1}(\alpha)+\cdots+\lambda_{m}(\alpha) \leq 1$ such that

$$
\alpha=\lambda_{\alpha, 1} u^{1}+\cdots+\lambda_{\alpha, m} u^{m} .
$$

Recall that

$$
\Delta=\left\{\alpha \in \operatorname{supp}(f) \mid \text { either } f_{\alpha}<0 \text { or } \alpha_{i} \text { is odd for some } 1 \leq i \leq n\right\} .
$$

Theorem 4.1. Let $f$ be a nonconstant polynomial of degree $2 d$, and $r \in \mathbf{R}$. Suppose that $V_{\infty}=\left\{u^{0}, \ldots, u^{m}\right\}$ is a trellis, and $\alpha \in V_{\infty}^{*}$ for all $\alpha \in \Delta$. Then if there exist nonnegative real numbers $a_{\alpha, i}$ for $\alpha \in \Delta, i=1, \ldots, m, a_{\alpha, i}=0$ iff $\lambda_{\alpha, i}=0$, such that
(i) $a_{\alpha}^{\lambda(\alpha)}=\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)}$ for every $\alpha \in \Delta$ such that $|\lambda(\alpha)|=1$,
(ii) $f_{u^{i}} \geq \sum_{\alpha \in \Delta} a_{\alpha, i}, i=1, \ldots, m$,
(iii) $f_{u^{0}}-r \geq \sum_{\alpha \in \Delta^{<1}}(1-|\lambda(\alpha)|)\left[\frac{\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)} \mid}{a_{\alpha}^{\lambda(\alpha)}}\right]^{1 /(1-|\lambda(\alpha)|)}$, then $f-r$ is SOS. Here $\Delta^{<1}=\{\alpha \in \Delta| | \lambda(\alpha) \mid<1\}$.

Proof. For every $r \in \mathbf{R}$, consider the polynomial $f-r$. By setting $\Omega:=$ $\operatorname{supp}(f) \backslash V_{\infty}$, we can write

$$
f(x)=f_{u^{0}}+\sum_{i=1}^{m} f_{u^{i}} x^{u^{i}}+\sum_{\alpha \in \Omega} f_{\alpha} x^{\alpha}
$$

There are two cases to consider.
Case 1: If $r \neq f_{0}$, then the homogenization of $g:=f-r$ is given by

$$
g\left(x_{0}, x\right)=\left(f_{u^{0}}-r\right) x_{0}^{2 d}+\sum_{i=1}^{m} f_{u^{i}} x_{0}^{2 d-\left|u^{i}\right|} x^{u^{i}}+\sum_{\alpha \in \Omega} f_{\alpha} x_{0}^{2 d-|\alpha|} x^{\alpha},
$$

It is not hard to show that the set of vertices of the Newton polyhedron $\Gamma(g)$ of $g$ is the following

$$
\bar{V}_{\infty}=\left\{\bar{u}^{0}=(2 d, 0), \ldots, \bar{u}^{m}=\left(2 d-\left|u^{m}\right|, u^{m}\right)\right\} ;
$$

and moreover,

- $\bar{V}_{\infty}$ is a trellis, since $V_{\infty}$ is a trellis;
- for every $\alpha \in \Delta$, we have $\bar{\alpha}:=(2 d-|\alpha|, \alpha) \in \bar{V}_{\infty}^{*}$, and $\left(1-|\lambda(\alpha)|, \lambda_{\alpha, 1}, \ldots\right.$, $\lambda_{\alpha, m}$ ) are the barycentric coordinates of $\bar{\alpha}$ with respect to $\bar{V}_{\infty}$;
- by Conditions (i), (ii), and (iii) of Theorem 4.1, there exist nonnegative real numbers $a_{\alpha, i}$ for $\alpha \in \Delta, i=0, \ldots, m$, such that
(i) $a_{\alpha, 0}^{1-|\lambda(\alpha)|} a_{\alpha}^{\lambda(\alpha)}=\left|f_{\alpha}\right|(1-|\lambda(\alpha)|)^{1-|\lambda(\alpha)|} \lambda(\alpha)^{\lambda(\alpha)}$ for $\alpha \in \Delta$,
(ii) $f_{u^{i}} \geq \sum_{\alpha \in \Delta} a_{\alpha, i}, i=1, \ldots, m$, and $f_{u^{0}}-r \geq \sum_{\alpha \in \Delta^{\leq 1}} a_{\alpha, 0}$,

Thus $g$ satisfies the conditions of Theorem 2.12, and so $g$ is SOS. By Proposition 2.1, $f-r$ is SOS.

Case 2: If $r=f_{0}$, then $\Delta^{<1}=\emptyset$, by Condition (iii) of Theorem 4.1. Then, by Theorem 2.12, Conditions (i) and (ii) of Theorem 4.1 show that $\sum_{i=1}^{m} f_{u^{i}} x^{u^{i}}+$ $\sum_{\alpha \in \Delta} f_{\alpha} x^{\alpha}$ is SOS. Therefore,

$$
f-r=\left(\sum_{i=1}^{m} f_{u^{i}} x^{u^{i}}+\sum_{\alpha \in \Delta} f_{\alpha} x^{\alpha}\right)+\sum_{\alpha \notin \Delta} f_{\alpha} x^{\alpha}
$$

is SOS.

Definition 4.2. Let $f$ be a nonconstant polynomial of degree $2 d$. Suppose $V_{\infty}=\left\{u^{0}, \ldots, u^{m}\right\}$ is a trellis, and $\alpha \in V_{\infty}^{*}$ for all $\alpha \in \Delta$. We define

$$
f_{g p}:=\sup \left\{r \in \mathbf{R} \mid \exists a_{\alpha, i} \in \mathbf{R}^{\geq 0}, \alpha \in \Delta, i=1, \ldots, m, a_{\alpha, i}=0 \text { iff } \lambda_{\alpha, i}=0\right.
$$

satisfying Conditions (i), (ii), and (iii) of Theorem 4.1\}.
Remark 4.3. 1. As a consequence of Theorem 4.1, we have $f_{g p} \leq f_{S O S}$.
2. If $f_{u^{i}}<0$ for some $i \in\{1, \ldots, m\}$, then $f_{g p}=-\infty$.

Corollary 4.4. Let $f$ be a nonconstant polynomial of degree $2 d$ such that $V_{\infty}=\left\{u^{0}, \ldots, u^{m}\right\}$ is a trellis. Suppose $\Omega:=\operatorname{supp}(f) \backslash V_{\infty}=\{\alpha\}$, and $\alpha \in V_{\infty}^{*}$ if $\alpha \in \Delta$. Then $f_{*}=f_{\text {SOS }}=f_{g p}$.

Proof. We write

$$
f(x)=f_{u^{0}}+\sum_{i=1}^{m} f_{u^{i}} x^{u^{i}}+f_{\alpha} x^{\alpha}
$$

Note that $f_{g p} \leq f_{S O S} \leq f_{*}$. So it is sufficient to show that for every real number $r, f_{*} \geq r \Rightarrow f_{g p} \geq r$. Fix $r \in \mathbf{R}$ and assume that $f_{*} \geq r$. We will show $f_{g p} \geq r$; i.e., that $r$ satisfies the constraints of Theorem 4.1. In fact, let $g$ denote the homogenization of $f-r$; i.e.,

$$
g\left(x_{0}, x\right)=\left(f_{u^{0}}-r\right) x_{0}^{2 d}+\sum_{i=1}^{m} f_{u^{i}} x_{0}^{2 d-\left|u^{i}\right|} x^{u^{i}}+f_{\alpha} x_{0}^{2 d-|\alpha|} x^{\alpha}
$$

Since $f_{*} \geq r$, we get $g \geq 0$.
Claim 4.5. We have $f_{u^{i}} \geq 0, i=1, \ldots, m$, and $f_{u^{0}} \geq r$.
Proof. Since $V_{\infty}=\left\{u^{0}, \ldots, u^{m}\right\}$ is a trellis, $\bar{V}_{\infty}=\left\{\bar{u}^{0} \ldots, \bar{u}^{m}\right\}$ is linearly independent in $\mathbf{R}^{n+1}$, where $\bar{u}^{i}=\left(u_{0}^{i}:=2 d-\left|u^{i}\right|, u_{1}^{i}, \ldots, u_{n}^{i}\right), i=0, \ldots, m$. Without the loss of genrerality, we can assume

$$
\operatorname{det}\left[\begin{array}{ccc}
u_{0}^{0} & \cdots & u_{m}^{0} \\
\cdots & \cdots & \cdots \\
u_{0}^{m} & \cdots & u_{m}^{m}
\end{array}\right] \neq 0
$$

By the same arguments as in the proof of Corollary 2.11, for every $\varepsilon \in \mathbf{R}_{>0}$, there exist $c_{0}, \ldots, c_{m} \in \mathbf{R}_{>0}$ such that

$$
\left\{\begin{array}{l}
c_{0}^{u_{0}^{0}} \cdots c_{m}^{u_{m}^{0}}=\varepsilon \\
\cdots \cdots \cdots \cdots \\
c_{0}^{u_{0}^{m-1}} \cdots c_{m}^{u_{m}^{m-1}}=\varepsilon \\
c_{0}^{u_{0}^{m}} \cdots c_{m}^{u_{m}^{m}}=1
\end{array}\right.
$$

Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ be such that $\alpha=\lambda_{1} u^{1}+\cdots+\lambda_{m} u^{m}$, with $\lambda_{i} \geq 0$ and $\lambda_{1}+\cdots+\lambda_{m} \leq 1$. Taking $\bar{x}:=\left(c_{0}, \ldots, c_{m}, 1, \ldots, 1\right)$, we have

$$
\begin{aligned}
g(\bar{x})= & \left(f_{u^{0}}-r\right) \bar{x}^{\bar{u}^{0}}+\cdots+f_{u^{m}} \bar{x}^{\bar{u}^{m}}+f_{\alpha}\left(\bar{x}^{\bar{u}^{0}}\right)^{\lambda_{0}} \cdots\left(\bar{x}^{\bar{u}^{m}}\right)^{\lambda_{m}} \quad\left(\lambda_{0}:=1-|\lambda|\right) \\
= & \left(f_{u^{0}}-r\right)\left(c_{0}^{u_{0}^{0}} \cdots c_{m}^{u_{m}^{0}}\right)+\cdots+f_{u^{m}}\left(c_{0}^{u_{0}^{m}} \cdots c_{m}^{u_{m}^{m}}\right) \\
& +f_{\alpha}\left[c_{0}^{u_{0}^{0}} \cdots c_{m}^{u_{m}^{0}} \lambda^{\lambda_{0}} \cdots\left[c_{0}^{u_{0}^{m}} \cdots c_{m}^{u_{m}^{m}}\right]^{\lambda_{m}}\right. \\
= & \left(f_{u^{0}}-r+\cdots+f_{u^{m-1}}\right) \varepsilon+f_{u^{m}}+f_{\alpha} \varepsilon^{\lambda_{0}+\cdots+\lambda_{m-1}} .
\end{aligned}
$$

Since $\alpha \in \Omega, \lambda_{0}+\cdots+\lambda_{m-1}>0$. Then, since $g \geq 0$, we have $f_{u^{m}} \geq 0$, by letting $\varepsilon \rightarrow 0$. By the same arguments as the above, we get $f_{u^{i}} \geq 0$ for $i=1, \ldots, m$, and $f_{u^{0}} \geq r$.

To complete the proof of Corollary 4.4, let us consider two cases.
Case 1: Assume $f_{\alpha}>0$ and all $\alpha_{i}$ are even. Then $\alpha \notin \Delta$, and so $\Delta=\emptyset$. In this case, $r$ satisfies trivially the constraints of Theorem 4.1. So $f_{g p} \geq r$.

Case 2: Assume either $f_{\alpha}<0$ or not all $\alpha_{i}$ are even. Then $\alpha \in \Delta$; i.e., $\Delta=\Omega=\{\alpha\}$. In this case, applying Corollary 2.11 to $g$, we deduce that

$$
\left|f_{\alpha}\right| \lambda^{\lambda}(1-|\lambda|)^{1-|\lambda|} \leq \prod_{i=1}^{m} f_{u^{i}}^{\lambda_{i}}\left(f_{u^{0}}-r\right)^{1-|\lambda|} .
$$

There are two subcases to consider.

- If $|\lambda|<1$, then $r$ satisfies the constraints of Theorem 4.1 with

$$
a_{\alpha, i}=\left\{\begin{array}{cc}
f_{u^{i}} & \text { if } \lambda_{i} \neq 0, \\
0 & \text { if } \lambda_{i}=0
\end{array}\right.
$$

- If $|\lambda(\alpha)|=1$, then $\left|f_{\alpha}\right| \lambda^{\lambda} \leq \prod_{i=1}^{m} f_{u^{i}}^{\lambda_{i}}$, and so $r$ satisfies the constraints of Theorem 4.1 with

$$
a_{\alpha, i}= \begin{cases}s f_{u^{i}} & \text { if } \lambda_{i} \neq 0, \\ 0 & \text { if } \lambda_{i}=0,\end{cases}
$$

where

$$
s=\frac{\left|f_{\alpha}\right| \lambda^{\lambda}}{\prod_{i=1}^{m} f_{u^{i}}^{\lambda_{i}}} .
$$

Therefore, $f_{g p} \geq r$.
Definition 4.6 (geometric program). (1) A function $\phi: \mathbf{R}_{>0}^{n} \rightarrow \mathbf{R}$ of the form

$$
\phi(x)=c x_{1}^{a_{1}} \cdots x_{n}^{a_{n}},
$$

where $c>0, a_{i} \in \mathbf{R}$, and $x=\left(x_{1}, \ldots, x_{n}\right)$, is called a monomial function. A sum of monomial functions, i.e., a function of the form

$$
\phi(x)=\sum_{i=1}^{k} c_{i} x_{1}^{a_{1 i}} \cdots x_{n}^{a_{n i}}
$$

where $c_{i}>0$ for $i=1, \ldots, k$, is called a posynomial function.
(2) An optimization problem of form

$$
\left\{\begin{array}{l}
\text { Minimize } \phi_{0}(x) \\
\text { Subject to } \quad \phi_{i}(x) \leq 1, i=1, \ldots, m, \quad \text { and } \quad \psi_{j}(x)=1, j=1, \ldots, p,
\end{array}\right.
$$

where $\phi_{0}, \ldots, \phi_{m}$ are posynomials and $\psi_{0}, \ldots, \psi_{p}$ are monomial functions, is called a geometric program (GP). The subset of $\mathbf{R}_{>0}^{n}$ defined by the constrants

$$
\phi_{i}(x) \leq 1, \quad i=1, \ldots, m, \quad \text { and } \quad \psi_{j}(x)=1, \quad j=1, \ldots, p,
$$

is called the feasible set of the GP. $\phi_{0}(x)$ is called the objective function. The output of the GP is the minimum, more precisely, the infimum, of $\phi_{0}(x)$, taken as $x$ runs through the feasible set. In case feasible set is empty, the output is understood to be $+\infty$.

See [3, Section 4.5] or [21, Section 3.5] for more about GPs.
Theorem 4.7. Let $f$ be a nonconstant polynomial of degree $2 d$. Suppose that
(i) $V_{\infty}=\left\{u^{0}, \ldots, u^{m}\right\}$ is a trellis,
(ii) $\alpha \in V_{\infty}^{*}$ for all $\alpha \in \Delta$.

Then $f_{g p}=f_{0}-r^{*}$, where $r^{*}$ is the output of the GP

$$
\left\{\begin{array}{l}
\text { Minimize } \left.\quad \sum_{\alpha \in \Delta^{\alpha^{1}}}(1-|\lambda(\alpha)|)\left[\frac{\left[\left|f_{\alpha}\right| \lambda(\alpha(\alpha)\right.}{a_{\alpha}^{\lambda(\alpha)}}\right]^{\lambda(\alpha)}\right]^{1 /(1-|\lambda(\alpha)|)} \\
\text { Subject to } \quad \sum_{\alpha \in \Delta} \frac{a_{\alpha, i}}{f_{u^{i}}} \leq 1, i=1, \ldots, m, \quad \text { and } \\
\frac{a_{\alpha}^{\lambda(\alpha)}}{\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)}}=1, \alpha \in \Delta,|\lambda(\alpha)|=1 .
\end{array}\right.
$$

The variables in the program are the $a_{\alpha, i}, \alpha \in \Delta, i=1, \ldots, m, \lambda_{i}(\alpha) \neq 0$, the understanding being that $a_{\alpha, i}=0$ iff $\lambda_{i}(\alpha)=0$.

Proof. Observe that

$$
\phi_{0}(a):=\sum_{\alpha \in \Delta^{\star 1}}(1-|\lambda(\alpha)|)\left[\frac{\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)}}{a_{\alpha}^{\lambda(\alpha)}}\right]^{1 /(1-|\lambda(\alpha)|)}
$$

and

$$
\phi_{i}(a):=\sum_{\alpha \in \Delta} \frac{a_{\alpha, i}}{f_{u i}}, \quad i=1, \ldots, m,
$$

are posynomials in the variables $a_{\alpha, i}$, and

$$
\psi_{\alpha}(a):=\frac{a_{\alpha}^{\lambda(\alpha)}}{\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)}}, \quad \alpha \in \Delta,|\lambda(\alpha)|=1,
$$

are monomial functions in the variables $a_{\alpha, i}$. By the definition of $f_{g p}$, it follows immediately that $f_{g p}=f_{0}-r^{*}$.

Corollary 4.8. Let $f$ be a nonconstant polynomial of degree $2 d$. Suppose that
(i) $V_{\infty}=\left\{u^{0}, \ldots, u^{m}\right\}$ is a trellis,
(ii) $\alpha \in V_{\infty}^{*}$ for all $\alpha \in \Delta$.

Then if $|\lambda(\alpha)|<1$ for each $\alpha \in \Delta$, then $f_{g p} \neq-\infty$ and $f_{g p}=f_{0}-r^{*}$, where $r^{*}$ is the output of the GP

$$
\begin{cases}\text { Minimize } & \sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left[\frac{\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)} \mid}{a_{\alpha}^{\lambda(\alpha)}}\right]^{1 / 1-|\lambda(\alpha)|} \\ \text { Subject to } & \sum_{\alpha \in \Delta} \frac{a_{\alpha, i}}{f_{u^{i}}} \leq 1, i=1, \ldots, m .\end{cases}
$$

Proof. In this case, the equality constraints in the computation of $r^{*}$ are vacuous and the feasible set is always nonempty, so $f_{g p} \neq-\infty$. The rest is immediate from Theorem 4.7.

We establish some lower bounds in terms of its coefficients, which can be obtained by evaluating the objective function of the GP in Corollary 4.8 at suitably chosen feasible points. Corollaries 4.9, 4.10, and 4.11 are improved versions of [8, Corollaries 4.1, 4.2, and 4.3] (and so [7, Theorems 3.1, 3.2, and 3.3]) respectively.

Recall that for a (univariate) polynomial of the form $p(t)=t^{n}-\sum_{i=0}^{n-1} a_{i} t^{i}$, where each $a_{i}$ is nonnegative and at least one $a_{i}$ is nonzero, there is a unique positive root of $p$ (see [19, Theorem 1.1.3]). Let $C(p)$ denote the unique positive root of $p$. See [5], [11, Example 4.6.2], and [8, Proposition 1.2] for more details and upper bounds for $C(p)$.

Corollary 4.9. Let $f$ be a nonconstant polynomial of degree $2 d$. Suppose that
(i) $V=\left\{u^{0}, \ldots, u^{m}\right\}$ is a trellis,
(ii) $\alpha \in V^{*}$ for all $\alpha \in \Delta$, and
(iii) $|\lambda(\alpha)|<1$ for each $\alpha \in \Delta$.

Then $f_{g p} \geq r_{L}$, where

$$
\begin{aligned}
& r_{L}:=f_{0}-\sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left|f_{\alpha}\right| k^{2 D|\lambda(\alpha)|} f_{V}^{-\lambda(\alpha)} \\
& k \geq \max _{i=1, \ldots, m} C\left(t^{2 D}-\sum_{\alpha \in \Delta} \lambda_{\alpha, i}\left|f_{\alpha}\right| f_{i^{i}}^{-|\lambda(\alpha)|} t^{2 D|\lambda(\alpha)|}\right)
\end{aligned}
$$

Here $f_{V}:=\left(f_{u^{1}}, \ldots, f_{u^{m}}\right)$, and $D$ is a nonnegative integer number such that $2 D \lambda_{\alpha, i} \in \mathbf{Z}$ for all $\alpha \in \Delta, i=1, \ldots, m$.

Proof. For each $\alpha \in \Delta$ and $i=1, \ldots, m$, let

$$
a_{\alpha, i}=\frac{\lambda_{\alpha, i}\left|f_{\alpha}\right| f_{u^{i}}^{1-|\lambda(\alpha)|}}{k^{2 D(1-\lambda(\alpha))}}
$$

By the defintion of $k$, for each $i=1, \ldots, m$, we have $\sum_{\alpha \in \Delta} \lambda_{\alpha, i}\left|f_{\alpha}\right| f_{u^{i}}^{-|\lambda(\alpha)|} k^{2 D|\lambda(\alpha)|}$ $\leq k^{2 D}$. Hence

$$
\sum_{\alpha \in \Delta} a_{\alpha, i}=\sum_{\alpha \in \Delta} \frac{\lambda_{\alpha, i}\left|f_{\alpha}\right| f_{u^{i}}^{1-|\lambda(\alpha)|}}{k^{2 D(1-\lambda(\alpha))}} \leq f_{u^{i}} .
$$

This shows that the array $\left(a_{\alpha, i} \mid \alpha \in \Delta, i=1, \ldots, m\right)$ is a feasible point for the geometric program in the statement of Corrolary 4.8. Plugging this into the objective function of the program yields

$$
\begin{aligned}
& \sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left[\frac{\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)}}{a_{\alpha}^{\lambda(\alpha)}}\right]^{1 /(1-|\lambda(\alpha)|)} \\
& \quad=\sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left[\left|f_{\alpha}\right| \prod_{\lambda_{\alpha, i} \neq 0}\left(\frac{\lambda_{\alpha, i}}{a_{\alpha, i}}\right)^{\lambda_{\alpha, i}}\right]^{1 /(1-|\lambda(\alpha)|)} \\
& \quad=\sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left[\left|f_{\alpha}\right| \prod_{\lambda_{\alpha, i} \neq 0}\left(\frac{\lambda_{\alpha, i} k^{2 D(1-\lambda(\alpha))}}{\lambda_{\alpha, i}\left|f_{\alpha}\right| f_{u^{i}}^{1-|\lambda(\alpha)|}}\right)^{\lambda_{\alpha, i}}\right]^{1 /(1-|\lambda(\alpha)|)} \\
& \quad=\sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left|f_{\alpha}\right| k^{2 D|\lambda(\alpha)|} \prod_{\lambda_{i}(\alpha) \neq 0} f_{u^{i}}^{-\lambda_{i}(\alpha)} \\
& \quad=\sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left|f_{\alpha}\right| k^{2 D|\lambda(\alpha)|} f_{V}^{-\lambda(\alpha)}
\end{aligned}
$$

So, $r_{L}=f_{0}-\sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left|f_{\alpha}\right| k^{2 D|\lambda(\alpha)|} f_{V}^{-\lambda(\alpha)} \leq f_{g p}$.

Corollary 4.10. Let $f$ be a nonconstant polynomial of degree $2 d$. Suppose that
(i) $V=\left\{u^{0}, \ldots, u^{m}\right\}$ is a trellis,
(ii) $\alpha \in V^{*}$ for all $\alpha \in \Delta$, and
(iii) $|\lambda(\alpha)|<1$ for each $\alpha \in \Delta$.

Then $f_{g p} \geq r_{F K}$, where $r_{F K}:=f_{0}-k^{2 D}$, with

$$
\begin{aligned}
k & \geq C\left(t^{2 D}-\sum_{j=1}^{2 D-1} b_{j} t^{j}\right), \quad \text { and } \\
b_{j} & :=\left(\frac{2 D-j}{2 D}\right)^{(2 D-j) / 2 D} \sum_{\alpha \in \Delta, 2 D|\lambda(\alpha)|=j}\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)} f_{V}^{-\lambda(\alpha)}, \quad j=1, \ldots, 2 D-1 .
\end{aligned}
$$

Here $D$ is a nonnegative integer number such that $2 D \lambda_{i}(\alpha) \in \mathbf{Z}$ for all $\alpha \in \Delta$, $i=1, \ldots, m$.

Proof. For each $\alpha \in \Delta$ and $i=1, \ldots, m$, let

$$
a_{\alpha, i}=(1-|\lambda(\alpha)|)^{1-|\lambda(\alpha)|}\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)} f_{V}^{-\lambda(\alpha)} f_{u^{\prime}} k^{j-2 D} .
$$

By the defintion of $k$, we have $\sum_{j=1}^{2 D-1} b_{j} k^{j} \leq k^{2 D}$. Hence

$$
\begin{aligned}
\sum_{\alpha \in \Delta} a_{\alpha, i} & =\sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)^{1-|\lambda(\alpha)|}\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)} f_{V}^{-\lambda(\alpha)} f_{u^{i}} k^{j-2 D} \\
& =\sum_{j=1}^{2 D-1} \sum_{\alpha \in \Delta, 2 D|\lambda(\alpha)|=j}\left(\frac{2 D-j}{2 D}\right)^{(2 D-j) / 2 D}\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)} f_{V}^{-\lambda(\alpha)} f_{u^{i}} k^{j-2 D} \\
& =f_{u^{i}}^{2 D-1} \sum_{j=1} k^{j-2 D}\left(\frac{2 D-j}{2 D}\right)^{(2 D-j) / 2 D} \sum_{\alpha \in \Delta, 2 D|\lambda(\alpha)|=j}\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)} f_{V}^{-\lambda(\alpha)} \\
& =f_{u^{i}} k^{-2 D} \sum_{j=1}^{2 D-1} k^{j}\left(\frac{2 D-j}{2 D}\right)^{(2 D-j) / 2 D} \sum_{\alpha \in \Delta, 2 D|\lambda(\alpha)|=j}\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)} f_{V}^{-\lambda(\alpha)} \\
& =f_{u^{i}} k^{-2 D} \sum_{j=1}^{2 D-1} b_{j} k^{j} \leq f_{u^{i}} .
\end{aligned}
$$

This shows that the array $\left(a_{\alpha, i} \mid \alpha \in \Delta, i=1, \ldots, m\right)$ is a feasible point for the geometric program in the statement of Corrolary 4.8. Plugging this into the objective function of the program yields

$$
\begin{aligned}
& \sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left[\frac{\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)} \mid}{a_{\alpha}^{\lambda(\alpha)}}\right]^{1 /(1-|\lambda(\alpha)|)} \\
&= \sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left[\left|f_{\alpha}\right| \prod_{\lambda_{\alpha, i} \neq 0}\left(\frac{\lambda_{\alpha, i}}{a_{\alpha, i}}\right)^{\lambda_{\alpha, i}}\right]^{1 /(1-|\lambda(\alpha)|)} \\
&= \sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left[\left|f_{\alpha}\right| \prod_{\lambda_{\alpha, i} \neq 0}\left(\frac{f_{V}^{\lambda(\alpha)} k^{2 D-j} \lambda_{\alpha, i}}{(1-|\lambda(\alpha)|)^{1-|\lambda(\alpha)|}\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)} f_{u^{i}}}\right)^{\lambda_{\alpha, i}}\right]^{1 /(1-|\lambda(\alpha)|)} \\
&= \sum_{j=1}^{2 D-1} \sum_{\alpha \in \Delta, 2 D|\lambda(\alpha)|=j}\left(\frac{2 D-j}{2 D}\right) \\
&\left.\times\left[f_{\alpha} \left\lvert\, \prod_{\lambda_{\alpha, i} \neq 0}\left(\frac{2 D-j}{2 D}\right)^{f_{V}^{(2 D-j) / 2 D} k_{\alpha, i}^{\lambda(\alpha)} k^{2 D-j} \lambda_{\alpha, i}}\right.\right]_{\alpha \mid \lambda(\alpha)^{\lambda(\alpha)} f_{u^{i}}}^{\lambda_{\alpha, i}}\right]^{2 D /(2 D-j)} \\
&= \sum_{j=1}^{2 D-1} k^{j}\left(\frac{2 D-j}{2 D}\right)^{(2 D-j) / 2 D} \sum_{\alpha \in \Delta, 2 D|\lambda(\alpha)|=j}\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)} f_{V}^{-\lambda(\alpha)} \\
&= \sum_{j=1}^{2 D-1} b_{j} k^{j} \leq k^{2 D} .
\end{aligned}
$$

So, $r_{F K}=f_{0}-k^{2 D} \leq f_{g p}$.
Corollary 4.11. Let $f$ be a nonconstant polynomial of degree $2 d$. Suppose that
(i) $V=\left\{u^{0}, \ldots, u^{m}\right\}$ is a trellis,
(ii) $\alpha \in V^{*}$ for all $\alpha \in \Delta$, and
(iii) $|\lambda(\alpha)|<1$ for each $\alpha \in \Delta$.

Then

$$
f_{g p} \geq r_{r m t}:=f_{0}-\sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left[\left|f_{\alpha}\right| t^{|\lambda(\alpha)|} \lambda(\alpha)^{\lambda(\alpha)} f_{V}^{-\lambda(\alpha)}\right]^{1 /(1-|\lambda(\alpha)|)}
$$

where $t:=|\Delta|$.
Proof. For each $\alpha \in \Delta$ and $i=1, \ldots, m$, let $a_{\alpha, i}=\frac{f_{u^{i}}}{t}$. Then

$$
\sum_{\alpha \in \Delta} a_{\alpha, i}=\sum_{\alpha \in \Delta} \frac{f_{u^{i}}}{t}=f_{u^{i}}
$$

This shows that the array $\left(a_{\alpha, i} \mid \alpha \in \Delta, i=1, \ldots, m\right)$ is a feasible point for the geometric program in the statement of Corrolary 4.8. Plugging this into the objective function of the program yields

$$
\begin{aligned}
\sum_{\alpha \in \Delta} & (1-|\lambda(\alpha)|)\left[\frac{\left|f_{\alpha}\right| \lambda(\alpha)^{\lambda(\alpha)}}{a_{\alpha}^{\lambda(\alpha)}}\right]^{1 /(1-|\lambda(\alpha)|)} \\
& =\sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left[\left|f_{\alpha}\right| \prod_{\lambda_{\alpha, i} \neq 0}\left(\frac{\lambda_{\alpha, i}}{a_{\alpha, i}}\right)^{\lambda_{\alpha, i}}\right]^{1 /(1-|\lambda(\alpha)|)} \\
& =\sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left[\left|f_{\alpha}\right| \prod_{\lambda_{\alpha, i} \neq 0}\left(\frac{t \lambda_{\alpha, i}}{f_{u^{i}}}\right)^{\lambda_{\alpha, i}}\right]^{1 /(1-|\lambda(\alpha)|)} \\
& =\sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left[\left|f_{\alpha}\right| t^{\lambda(\alpha) \mid} \lambda(\alpha)^{\lambda(\alpha)} f_{V}^{-\lambda(\alpha)}\right]^{1 /(1-|\lambda(\alpha)|)} .
\end{aligned}
$$

So, $r_{d m t}=f_{0}-\sum_{\alpha \in \Delta}(1-|\lambda(\alpha)|)\left[\left|f_{\alpha}\right| t^{\lambda(\alpha) \mid} \lambda(\alpha)^{\lambda(\alpha)} f_{V}^{-\lambda(\alpha)}\right]^{1 /(1-|\lambda(\alpha)|)} \leq f_{g p}$.
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